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Although the symposium rotates mainly in the Asia/Pacific region, the refereeing process was conducted internationally, and researchers gathered from all over the world. We received 124 submissions from 32 countries, of which 62 papers were accepted for presentation at the symposium. The papers of three invited speakers are also included. Submission was conducted electronically by CyberChair generously offered by the University of Twente. Each paper was reviewed by three or four referees with the assistance of external referees, whose names are listed overleaf. Discussions on how to select papers were also conducted electronically over more than a week. Due to the large number of submitted papers, the reviewing process was quite challenging for the program committee. There were many acceptable papers which we could not accommodate into the time frame of the three-day symposium. The best paper award was given to “Computing the Quartet Distance between Evolutionary Trees in Time $O(n \log^2 n)$” by Gerth Stolting Brodal, Rolf Fagerberg, and Christian Nørgaard Storm Pedersen. We hope all accepted papers will eventually appear in scientific journals in a more polished form.

In the era of the Internet, we tend to think we can exchange ideas with other researchers instantly without needing to meet. This way we tend to be isolated unknowingly. Because of the Internet, however, the need for meeting other people face to face is ever increasing. To do research, it is still best to see our peers directly, and get ideas from the very inventors. We hope ISAAC 2001 made a good forum for researchers in algorithms and computation to meet, being held in New Zealand, a beautiful small nation of 3.8 million people. It is roughly at the center of the water hemisphere, meaning that it is farthest from the rest of the world. People can escape from their daily businesses, meet people, and refresh their thinking.

We thank all the authors who submitted papers and contributed to the high quality of the symposium. We thank all the organizing committee members, program committee members, and external referees who sacrificed their time for the symposium. We thank all the sponsors who made the symposium financially viable. Our special thanks go to Adrian White, who installed CyberChair, Shane Saunders, who maintained it, and all our colleagues and students, who spent many hours preparing for this event.
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Chain Reconfiguration
The Ins and Outs, Ups and Downs of Moving Polygons
and Polygonal Linkages

Sue Whitesides*
School of Computer Science, McGill University
Montreal, Canada H3A 2A7
sue@cs.mcgill.ca

Abstract. A polygonal linkage or chain is a sequence of segments of
fixed lengths, free to turn about their endpoints, which act as joints.
This paper reviews some results in chain reconfiguration and highlights
several open problems.

We consider a sequence of closed straight line segments \([A_0, A_1], [A_1, A_2], \ldots, [A_{n-1}, A_n]\) of fixed lengths \(l_1, l_2, \ldots, l_n\), respectively, imagining that these line
segments are mechanical objects such as rods, and that their endpoints are joints
about which these rods are free to turn. We ask how and whether such a chain
can be moved from one given configuration to another under various assumptions
or “rules of the game”. The chain may be confined to the plane throughout its
motions; it may be supposed to start and finish in the plane, with motion into
3D allowed for intermediate configurations; its motions in arbitrary dimensional
space may be considered. The chain may consist of an open or closed sequence of
segments. The links may be allowed or forbidden to cross over or to pass through
one another. All of these models are of interest to us.

When the chain consists of a closed sequence of links, we say that the chain
is polygonal, or that it is a polygon. Consequently, it is natural to use both
the language of geometry and mechanics when describing chains. The terms
node, vertex and joint are used interchangeably, as are the terms rod, link, edge,
and segment. The term “polygon” may refer either to a planar object or to a
cyclic sequence of links in arbitrary dimension. In case the links are not allowed
to intersect except at shared endpoints, we say that the polygon must remain
simple, i.e., it is not allowed to intersect itself either at rest or during motion.

Polygonal chains are interesting for several reasons. First, there are aesthetic
reasons. These very basic objects exhibit surprising behaviors and pose challeng-
ing, easily stated questions that arouse our natural curiosity as mathematicians,
algorithm designers, and problem solvers. Second, chains can model physical ob-
jects such as robot arms and molecules. Here, a word of caution is in order. In

* Research supported by FCAR and NSERC.
1 A preliminary version of this paper was presented to AWOCA ’92, the 12th Aus-
tralian Workshop on Combinatorial Algorithms, Lembang, Indonesia, July 14-17,
hosted by the Bandung Institute of Technology.
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a “real-world” context, our geometric models are often gross simplifications of complex systems. Mechanical robot arms have mass and inertia, they vibrate, their joints are not universal joints, and they don’t have an arbitrary number \( n \) of links. In 3D, mechanical links cannot pass through one another, although in 2D, allowing links to pass over one another can model so-called 2-D situations where long links remain parallel to the plane, joined by short connections not parallel to the plane. For molecules, preferred configurations (“conformations” being the technical term in the chemistry and physics literature) depend on much more than geometry, low energy conformations being the preferred ones. The energy depends on contributions from bonds (modeled by links) which may stretch and dihedral angles (angles between the two planes determined by three consecutive bonds) which may deform. Then there are the chemical interactions between individual pairs of atoms that are not connected by a bond and that may be far from one another in the graph theoretic sense. While it seems unrealistic to suppose that results about purely geometric models are likely to find immediate and wide-spread application in other fields, it seems equally unwise to suppose that geometric studies cannot be relevant or useful. We do not survey application areas, or even potential application areas here, but mention a few pointers: for connections with molecular modelling, see for example [12,13,14,33,34]; for connections with algorithmic motion planning, see for example [24]; for connections with manufacturing, see for example [28]. In later sections, we mention some results on chains that have connections with knot theory [4] and rigidity theory [7,35].

This survey is a personal account, inevitably biased and incomplete. The intent is to focus on the developments in chain reconfiguration in the last several years, highlighting some interesting open problems. For an earlier survey, see [37].

My introduction to the subject began during 1981-82, a year which I spent visiting the Computer Science Department at Cornell University. There, John Hopcroft was working on robotics problems and suggested I read a preliminary version of Schwarz and Sharir, Piano Movers II [34]. Somewhat daunted by the length, and the fact that it was algebraic geometry, I proposed a simple problem as an alternative way to start our discussions, a problem that we later began calling the “ruler folding” problem, or the “carpenter’s ruler” problem. This terminology is now used to refer to a variety of chain reconfiguration problems; the original problem (see [15,17]) was the following.

**Ruler Folding:**

given: a sequence of \( n \) positive integer lengths, and a positive integer \( k \);

question: Can a sequence of links of these lengths, hinged at their endpoints, be folded so that they occupy a segment of length at most \( k \)? Here, each joint is to be completely straight, or completely folded.

This problem, and the corresponding optimization problem of finding the minimum folding length, make excellent undergraduate student exercises. While the carpenter’s ruler is an easy-to-grasp object of study, to determine its properties raises in a simple setting a variety of issues in algorithm analysis and design. Clearly the answer may be determined by trying all the \( 2^{n-1} \) ways of folding the
ruler. However, the problem turns out to be NP-complete, by an easy reduction from the Set Partition problem. On the other hand, a simple greedy strategy gives an approximation algorithm to within a factor of 2 for the corresponding optimization version (finding the minimum folding length), and the problem can be solved in $O(n^2)$ time by dynamic programming when the lengths of the links are bounded above. There is more than one natural way to do this, and designing a second way having seen a first way makes an excellent exercise for students, as does analysing the running time on a Turing machine model of computation when link lengths are unbounded integers.

While the optimization version of the problem can be solved by creating a table or series of tables, some subproblems of a problem instance may not be solved optimally in any optimal solution of that instance. Hence the table solution is not, strictly speaking, dynamic programming as it is sometimes described [8]. Finding such examples makes a nice exercise, as does finding examples that show that, for $n$ a power of 2, a simple divide-and-conquer approach doesn’t work.

The dynamic programming solutions can be regarded as fixed parameter tractability results, in the sense of Downey and Fellows [9]. The idea is to confine the exponential growth in running time to a parameter of the problem that is likely to remain small for typical applications. For Ruler Folding, the dynamic programming solutions allow us to “blame” exponential running time growth on long links; if no links are very long, the solution grows linearly with the length of the input string. To sketch how this goes, let $M$ denote the length of the longest link, let $x$ denote the number of bits in the input data, and let $n$ denote the number of links in the ruler. One dynamic programming method builds a series of roughly $M$ tables, trying all possible folding lengths in the range $M$ to $2M$. Each table has $O(n)$ rows (one for each joint) and $O(M)$ columns (one for
each possible integer coordinate for a joint in the range 0 to the folding length being tried). Computing each table entry takes $O(lgM)$ bit operations, giving an overall running time of $O(zM^2lgM)$. Note that the integer $M$ is no greater than $2^z$, since $M$ must be given by at most $z$ bits. Hence the running time is indeed exponential in $z$. Now consider all rulers that have $n$ links but no link longer than 1000, say. For this restricted set of very reasonable instances, there is a running time upper bound that is linear in the length of the input $z$ (and linear in the number $n$ of links). Thus the exponential behaviour of the algorithm is the “fault” of the possibility of very long links in the general case.

The NP-completeness of Ruler Folding has some consequences for the complexity of related problems, such as determining whether or not a polygonal chain (allowed to cross or not) can be moved from one configuration to another in an environment containing polygonal obstacles. Here, one may design an instance containing a narrow gap such that the chain must folded, or nearly so, into length at most some given amount in order to fit through a narrow passage (see [15]). Furthermore, the NP-completeness of Ruler Folding can be used to show the hardness of the placement of graphs, even trees, having edges of specified lengths so that certain vertices are placed at certain points (see [39,37,38]). This type of problem is sometimes stated in terms of the realizability of distance matrices, where the entries in the matrix give the desired Euclidean distances between certain pairs of vertices in the graph.

In our first investigations of movement properties of chains, we required one end of the chain to be fixed to the plane, and we allowed links to cross over one another as this so-called “arm” moved. Determining what points of the plane can be reached by the opposite end of the chain makes a nice easy exercise for students, as does proving that any point that can be reached at all can be reached by a configuration of the arm that has at most two non-straight joints. This can be seen by thinking in terms of the polar coordinates of the point to be reached relative to an origin at the fixed point of the arm: first find a way to achieve the correct distance between the free end and the fixed end, and then rotate the arm about the origin to move the tip to the desired point. Textbooks that have included some of these problems as exercises include [21,27].

Problems for the reconfiguration of a chain (or an arm, as we call a chain with the location of one end fixed) get decidedly more interesting in the presence of obstacles or other constraints. Our first effort to deal with obstacles in the “workspace” of a robot “arm” was to consider the problem of moving an arm confined to a closed disk from one given configuration to another. Links were allowed to cross, and we found a polynomial time algorithm for determining if the desired configuration could be reached from the initial one, and, when this was possible, for designing a specific motion. Here we made a distinction between the running time for computing the motion, and the length of the description of the motion, which we gave in terms of simple motion primitives. These primitives were described, for example, in terms of rotating a link about a fixed endpoint while other joints were fixed in position or joint angles were frozen and dragged along. The basic idea was simple: find a way to move the arm to a “canonical”
position in which all joints at and beyond some joint $A_i$ are placed on the boundary of the circle, regard the initial portion of the chain as a kind of leash whose length can be adjusted by adding or removing links, and then, by adjusting the length of the leash, rotate the remainder of the chain around the circle. A sequence of links in the tail can then, one hopes, be formed and lifted up to reach points in the disk. Kantabutra and Kosaraju [20] pushed this technique and improved the running time of our algorithm.

We studied chains and arms in other confining regions such as convex polygons. We were not able to answer the reconfiguration question even for a triangle, a problem that remains open.

**Problem (chain in polygon):** Given two configurations of a chain confined to a convex polygonal region, with edge crossings allowed, determine whether the chain can be moved inside the polygon from one configuration to the other.

Kantabutra then went on to explore the use of this general strategy inside other shapes, in particular, a square [18,19]. Here, the links do not rotate around the boundary so conveniently as is the case for the circle. He was able to obtain reconfiguration and reachability results for arms and chains satisfying a bound on the link lengths in terms of the length of a side of the square.

Inspired by Kantabutra’s success with squares, the case of arms and chains confined inside triangles seemed interesting to try again. In 1991, Peter Eades and I tried an even simpler version of this case: an arm confined to a wedge. Here, we asked whether and how an arm could be straightened, with links allowed to cross, and were able to solve this problem when the internal wedge angle is $\Pi/2$ or greater (the proof, which remains unpublished, was given at AWOCA ’92). The case of the acute wedge still remains unsolved. Perhaps the problem is NP-hard. The version of the problem in which links are not allowed to cross may also be interesting.

**Problem (arm in a wedge):** Given a chain with one extreme end fixed to the plane, and confined to move inside a wedge whose vertex angle is less than $\Pi/2$, design an algorithm to decide whether the arm can be straightened, and to move it to such a position when this is possible.

In March 1991, Bill Lenhart came to visit McGill, and we became fascinated with a different problem, which we came to call “turning a polygon inside-out”. We decided to drop the idea of exploring the motion of chains or arms confined inside polygonal environments. Instead, we would get rid of the obstacles, but pin down both the endpoints. We quickly noticed that the motions of a chain with both endpoints fixed down correspond to the motions of a closed polygonal linkage.

When this linkage takes the form of a simple polygon, it has a natural orientation, as traversing the boundary in the clockwise sense visits the vertices either in increasing or decreasing order of their indices. Obviously, a triangle whose vertices are indexed cannot be moved in the plane so that its orientation changes (disallowing flips out of the plane). Hence the inside-out problem: given a simple polygon lying in the plane, when can it be moved in the plane to its
mirror image? More generally, given two configurations of a polygonal linkage in the plane, when can the linkage be moved from one configuration to the other? We called two configurations equivalent if it is possible to move the linkage between the two configurations, and asked for the number of equivalence classes of polygonal linkages in the plane. The answer turned out to be pretty. The number of classes is either two or one, depending on whether the second and third largest link lengths sum to more than the length of the longest link. Thus a triangle has two equivalence classes, as its longest side has length less than the sum of the lengths of the other two sides. Furthermore, as is the case for the triangle, each configuration in one class has a mirror image in the other class. We designed algorithms for reconfiguring when possible, and eventually noticed that our reconfiguration strategy in 2D always worked in dimension 3 and above, so we obtained a little bonus: polygonal linkages have one equivalence class of configurations in dimension 3 and above.

One of our discussions about unconfined chains led us to some interesting reconfiguration problems for chains not allowed to intersect themselves. And what about 3D? We had a simple plan: project the 3D chain to 2D, and reconfigure the shadow in 2D to guide the reconfiguration of the 3D object. There were some difficulties with this, however. Suppose you tie a knot in your shoe lace, and attach a long knitting needle to each end of the lace. You won’t be able to undo the “knot”, even though it’s not a knot in the mathematical sense. It’s easy to imagine that a chain of links could be configured like such a knot, with very long links attached at the ends, to give a configuration of an open chain of links in 3D that cannot be straightened. Worse, we realized that even if a chain in 3D had a simple projection onto a plane, we didn’t see how to straighten a simple chain in the plane. This led us to several chain straightening and polygon convexifying problems for linkages in the plane, with links not allowed to cross. My colleague Godfried Toussaint at McGill was very enthusiastic about these problems and suggested that we try to convexify star-shaped polygons, that is, polygons containing a non-empty “kernel” of points that can “see” all the points in the polygon.

Encouraged by Godfried’s enthusiasm, we began describing these problems at every opportunity, beginning with Bill’s seminar at McGill in March 1991, and later in August 1991 in our talk at the Canadian Computational Geometry Conference (CCCG ’91) in Vancouver, for example, and at my AWOCA ’92 sessions, where the chain straightening problem was on the handout of problems given in the problem session, and again in our talk at CCCG ’92. We also described these problems in our 1993 McGill technical report. When our journal article based on turning a polygon inside-out ([25]) finally appeared in 1995, we mentioned at the very end that these problems still had not been solved.

Bill and I were not aware in 1991 that this kind of problem had been posed by topologists in the 1970’s (see the discussion of the history of the problem in [7]). However, as far as we know, our 1993 McGill University technical report [25] was the first written, publicly accessible statement of these problems. In the computational geometry community, the chain-straightening problem was again
independently rediscovered by Joe Mitchell in 1992, in the context of a tube manufacturability problem. Joe was active in generating possibilities of chains that might not be straightenable in the plane, and discussed these with a number of geometers.

In the spirit of Paul Erdős, I offered a prize of one bottle of Bintang, the local beer, for AWOCA ’92 participants who solved the open problems about linkages on the handout. One of the participants who took this offer seriously was Heiko Schröder, who was then at the University of Queensland, where I visited later, in December 1992. In fact, I rented Heiko’s apartment, as he was on sabbatical, travelling in Europe. We started corresponding via the fax machine in his apartment about the star-shaped polygon problem. He would propose an idea and fax it to me, with pictures. I would fax back a reply. The difference in time zones made life interesting. Sometimes I would hear the fax machine grinding away at 3 a.m. Brisbane time, and leap out of bed to see what Heiko’s latest idea was for winning a Bintang. Always there was some little problem. We tried hard to do a proof by induction: straighten some joint and continue on a simple polygon with fewer vertices. We tried drawing rays through every other vertex, hoping to move some pair of rays apart so that the 2-link sub-chain contained in the wedge bounded by the rays would straighten. All these efforts led to technical difficulties, such as degenerate cases to handle, or problems keeping the chain simple or the polygon star-shaped.

Eventually, Heiko proposed moving the vertices on the rays simultaneously outward along their rays at constant speed. This was quite a novel idea, since it moved an unbounded number of vertices at the same time and had a distinctly different flavor than that of chain reconfiguration algorithms whose motion primitives were localized. Surely such an expansive motion would convexify the linkage, and it had the intuitive appeal that the algorithm sort of “inflated” the polygon. We outlined a formal proof, whose details we never completed. Still, what we had seemed fairly convincing, and I promised Heiko a Bintang.

In 1992-93, Mark van Kreveld of the University of Utrecht, The Netherlands, came to McGill for a postdoc. He sportingly took a look at some chain reconfiguration problems in the plane, with links allowed to cross; in particular, he looked at problems for chains confined to polygons and/or the wedge problem. When these seemingly simple problems proved surprisingly difficult, he called on a heavy-duty weapon, Jack Snoeyink, then of the University of British Columbia. Mark and Jack proposed a new, related problem, that of folding a chain whose links all have the same length, an equilateral chain. If one could fold the entire chain onto a single link, one could then hope to move this link around in a containing environment to a position where it could be unfolded to give the desired configuration for the whole chain. Thus, instead of using a completely straightened configuration as an intermediate configuration between initial and desired final configurations, one would use a completely folded intermediate configuration, which seemed sensible in the context of a containing environment. Studying a polygonal environment consisting of an equilateral triangle of side length 1, we found a surprising alternation property for the foldability of equilateral chains
of link-length \( l < 1 \). Whether or not every configuration of such a chain can be folded to a single link is a property that changes three times as \( l \) increases from 0 to 1. For very small links with \( l \) close to 0, every configuration can be folded to a segment of length \( l \), and for chains with \( l \) close to 1, not all configurations can be folded. Surprisingly, as \( l \) increases from 0 to 1, the foldability of equilateral \( n \)-link chains changes from always foldable, to not always foldable, to always foldable, and finally back to not always foldable. See [22] and for another example of alternation, [30].

Recalling Kantabutra's success with reconfiguring chains in squares, my student Naixan Pei and I decided to push farther the strategy of moving the chain to the boundary, and rotating it around the boundary to a position that would enable one end to reach out to touch a desired point. We were able to generalize some of Kantabutra's results to the case of convex obtuse polygons. These are convex polygons, not necessarily regular, such that each internal vertex angle is equal to or greater than \( \pi/2 \). See [29,30,31,32].

In 1998, Anna Lubiw of the University of Waterloo and I led a small workshop on “Wrapping and Folding” (or, alternatively, “Unwrapping and Unfolding”) at McGill’s Bellairs Research Institute in Barbados. She and her collaborators, including Joe ORourke and Erik Demaine, who was her doctoral student, had obtained some interesting results having a flavor of origami. Her view was that chain reconfiguration was a kind of origami for a lower dimensional object, a line instead of a piece of paper. At this workshop, we revisited chain reconfiguration problems, this time insisting that links not be allowed to cross.

Our first result [1], produced by all the workshop participants in a real group effort, was inspired by a chain configuration that Joe Mitchell had proposed as being possibly unstraightenable in the plane. It seemed to us that this particular example could, however, be straightened, so instead, we explored the possibility that a tree linkage based on Joe’s chain pattern could not be straightened. Here, straightening a tree means to choose some node as a root and then to move the linkage so that all root-leaf paths form essentially straight lines emanating from the root. Indeed, we found that there are tree linkages that cannot be straightened in the plane and that can exhibit exponentially many equivalence classes of configurations [1]. Here are some questions arising from this work.

**Problems (tree linkages):** What is the complexity of deciding whether or not a tree configuration can be straightened? Design an algorithm to do this when possible. Can every configuration of a tree linkage whose links all have length 1 be straightened in the plane?

Another idea that our 1998 Folding and Wrapping workshop explored was a line of thought suggested by Godfried Toussaint: suppose the configuration of a chain initially lies in the plane, but that to straighten it without edge crossings, we allow ourselves to lift it into 3D. Eventually, the workshop designed an algorithm that convexifies planar polygons, with intersections forbidden, by lifting one link after another to a subchain that forms a convex arch and that lies in a plane parallel to the original plane, joined to it by a connecting link at each end of the arch. We came to call this the St. Louis arch algorithm, since
the idea of storing the partial solution out of the way of the unprocessed links reminded us of the huge arch that towers over the city of St. Louis, Missouri. For this and other chain straightening and convexification results obtained by this workshop, see [2].

One of the workshop participants, Ileana Streinu, suggested an intriguing approach to the polygon convexification problem. As long as we were willing to use 3D to move an initially flat polygonal linkage to a convex shape, why not simply “flip out” the pockets? A pocket of a polygon is a connected component of the convex hull of the polygon with the polygon itself removed. The pockets are thus polygons whose boundaries consist of one convex hull edge [v_i, v_j] together with one of the two chains of edges of the polygon between v_i and v_j. To “flip out” a pocket, one would rotate the pocket about the convex hull edge, and return it to the plane outside the original convex hull. Clearly the entire polygonal linkage would not intersect itself during or after this flipping motion, since the links in the pocket would land outside the convex hull of the remaining links. There are some difficulties to work out. If all the pockets are flipped at the same time, they may intersect one another. Also, the polygon formed by flipping out a pocket is not in general convex, so the process must be continued; it is not even clear it terminates. We eventually found that the process does terminate after a finite number of flips, but that this number cannot be bounded by n. Worse yet, we eventually found that Ileana had independently rediscovered a question posed by Erdős in the 1930’s and answered by several people in the mean time.

Some of the workshop participants revisited the problem of convexifying a star-shaped polygon and worked out the details and special cases [11]. The workshop also revisited the knitting needles example that Bill and I had suggested as evidence that chains cannot always be straightened in 3D; a concrete example was made and a simple proof of its nonstraightenability was given (see [2]).

The 1998 workshop served to kindle a lot of interest on reconfiguration problems for chains whose links are not allowed to cross. One of the participants, Joe O’Rourke, together with his student R. Cocan, proved that every polygonal linkage in dimension D > 3 can be convexified [6]. For chains whose links are allowed to cross in dimension D > 2, Bill Lenhart and I had proved this as a by-product of our techniques for turning a polygon inside-out in the plane.

A subset of participants, together with Michael Soss, a student of Toussaint, found a convexification procedure for monotone polygons in the plane, whose links are not allowed to cross [3].

Toussaint has written a history of Erdős’ pocket-flipping problem and its solutions and has given a proof combining elements of various ones of these solutions [36]. He has also led his own workshops on various aspects of motion planning for polygonal linkages, which became the topic of Michael Soss’s Ph.D. thesis at McGill.

A fascinating recent development in the area is the following. One of the 1998 workshop participants, Eric Demaine, together with Robert Connelly and Günter Rote has answered the planar chain straightening problem in the affirmative: every simple configuration of an open chain (or a closed polygon) in the plane...
can be straightened (or convexified) in the plane while keeping the linkage *simple* during the entire motion. See [7]. Their proof uses techniques from rigidity theory and linear programming, combined. They inflate the polygon by moving vertices so that the distance between non-adjacent vertices never decreases. Meanwhile, another one of the 1998 workshop participants, Ileana Streinu, has come up with an elegant, more “concrete” proof method [35], based on the notion of pseudo-triangulations. The flavour is discrete, combinatorial, and mechanical.

**Problems (non-crossing planar chain straightening and polygon convexifying):** With edges not allowed to cross, are there more simple ways to straighten a chain or convexify a polygon in the plane? Here, one may consider special classes of polygons, as done in [11,3].

Of course, tastes vary about what constitutes a “simple method”. Note that there is a distinction to be made between the running time of an algorithm that computes the description of a motion, and number of “mechanical steps” one makes in physically carrying out a motion, or the length of the description of the motion. Then there is the question of practical implementability, both electronic and mechanical. Another consideration is whether to allow more than a constant number of joints to be active at the same time, where “active” refers to a change in the angle between two adjacent links or a change in the dihedral angle between the two planes determined three consecutive links.

**Problems (3D non-crossing chain straightening and polygon convexification):** In 3D, with edges not allowed to cross, when can an open or closed chain be straightened or convexified? What is the complexity of this problem? Are there interesting, nontrivial special situations for which a convexifying strategy be given? (One of the papers from the 1998 workshop [2] gives some easy examples.)

**Problems (toleranced reconfiguration):** What can be said about reconfiguring chains with a clearance constraint? For example, suppose that one must move a chain from one configuration to another while respecting a safety zone of some fixed radius around each link?

Finally, as mentioned earlier, chains and polygons are special cases of tree-like linkages, which themselves are special cases of graph-like linkages. For trees, even in the plane with edges allowed to cross, it is NP-hard to decide if a tree-linkage can be positioned so that its leaves are located at given points in the plane. See [37] and, for algorithms for placing trees see [38,30].

**Problems (tree-like linkages):** What can be said about the configurations and motions of tree-like (and more generally, graph-like) linkages?

In view of the piece-wise linear knot theoretic flavor of these problems, and their connection with rigidity theory, the subject of linkage reconfiguration offers much fertile ground to be explored.
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Abstract. This paper shows an application of the M-convex submodular flow problem to an economic model in which producers and consumers trade various indivisible commodities through a perfectly divisible commodity, money. We give an efficient algorithm to decide whether a competitive equilibrium exists or not, when cost functions of the producers are M\(^n\)-convex and utility functions of the consumers are M\(\ell\)-concave and quasilinear in money. The algorithm consists of two phases: the first phase computes productions and consumptions in an equilibrium by solving an M-convex submodular flow problem and the second finds an equilibrium price vector by solving a shortest path problem.

1 Introduction

"Discrete convex analysis," recently proposed by Murota [4,5], is a unified framework of discrete optimization with reference to existing studies on submodular functions, generalized polymatroids, valuated matroids and convex analysis. In discrete convex analysis, the concepts of M- and M\(\ell\)-convex functions play a central role and the M-convex submodular flow problem is introduced as an extension of the minimum cost flow problem and the submodular flow problem. The M-convex submodular flow problem is a general framework which can be solved in polynomial time. The optimality criterion for the M-convex submodular flow problem is equivalent to the Fenchel-type min-max duality theorem.

The present work addresses a computational aspect of competitive equilibria in an economy with indivisible commodities by applying the M-convex submodular flow problem. We deal with an economic model in which producers and consumers trade various indivisible commodities through a perfectly divisible commodity, money. The producers have M\(\ell\)-convex cost functions and the consumers have M\(\ell\)-concave utility functions quasilinear in money.

Our contribution is an efficient algorithm for finding an equilibrium. The algorithm consists of two phases: the first phase computes productions and consumptions in an equilibrium by solving an M-convex submodular flow problem and the second finds an equilibrium price vector by solving a shortest path problem. Both the smallest and the largest equilibrium price vectors can be computed.
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2 M-Convexity

We review several definitions and known results on M-/M²-convex functions.

We denote by \( \mathbb{R}, \mathbb{R}^+, \mathbb{Z} \) and \( \mathbb{Z}^+ \) the sets of reals, nonnegative reals, integers and nonnegative integers, respectively. Let \( V \) be a finite set. We define the positive support and negative support of \( z = (z(v) : v \in V) \in \mathbb{Z}^V \) by

\[
\text{supp}^+(z) = \{ v \in V : z(v) > 0 \} \quad \text{and} \quad \text{supp}^-(z) = \{ v \in V : z(v) < 0 \}.
\]

For \( S \subseteq V \), we denote by \( \chi_S \) the characteristic vector of \( S \) defined by \( \chi_S(v) = 1 \) if \( v \in S \); otherwise 0, and write simply \( \chi_u \) instead of \( \chi_{\{u\}} \) for \( u \in V \). For \( p \in \mathbb{R}^V \) and \( f : \mathbb{Z}^V \to \mathbb{R} \cup \{ \pm \infty \} \), we define functions \( \langle p, z \rangle \) and \( f[p](x) \) by

\[
\langle p, x \rangle = \sum_{v \in V} p(v)x(v) \quad \text{and} \quad f[p](x) = f(x) + \langle p, x \rangle \quad (x \in \mathbb{Z}^V),
\]

and the sets of minimizers and maximizers of \( f \) and the effective domain of \( f \) by

\[
\text{arg min } f = \{ x \in \mathbb{Z}^V : f(x) \leq f(y) \quad (\forall y \in \mathbb{Z}^V) \},
\]

\[
\text{arg max } f = \{ x \in \mathbb{Z}^V : f(x) \geq f(y) \quad (\forall y \in \mathbb{Z}^V) \},
\]

\[
\text{dom } f = \{ x \in \mathbb{Z}^V : -\infty < f(x) < +\infty \}.
\]

For each \( x \in \text{dom } f \), the set defined by

\[
\partial f(x) = \{ p \in \mathbb{R}^V : f(y) - f(x) \geq \langle p, y - x \rangle \quad (\forall y \in \mathbb{Z}^V) \}
\]

is the subdifferential of \( f \) at \( x \), and an element \( p \) of \( \partial f(x) \) is a subgradient of \( f \) at \( x \). From the above definitions, we see

\[
p \in \partial f(x) \iff x \in \text{arg min } f[-p]. \quad (1)
\]

We also define \( \partial_\mathbb{R} \) (concave version of \( \partial \mathbb{R} \)) by \( \partial_\mathbb{R} f(x) = -\partial \mathbb{R}(-f)(x) \).

A function \( f : \mathbb{Z}^V \to \mathbb{R} \cup \{ +\infty \} \) with \( \text{dom } f \neq \emptyset \) is called M-convex [5] if it satisfies

(M-EXC) for \( x, y \in \text{dom } f \) and \( u \in \text{supp}^+(x - y) \), there exists \( v \in \text{supp}^-(x - y) \) such that

\[
f(x) + f(y) \geq f(x - \chi_u + \chi_v) + f(y + \chi_u - \chi_v).
\]

We note that (M-EXC) is also represented as: for \( x, y \in \text{dom } f \),

\[
f(x) + f(y) \geq \max_{u \in \text{supp}^+(x - y)} \min_{v \in \text{supp}^-(x - y)} \left[ f(x - \chi_u + \chi_v) + f(y + \chi_u - \chi_v) \right],
\]

where the maximum and the minimum over an empty set are \(-\infty\) and \(+\infty\), respectively. From (M-EXC), the effective domain of an M-convex function lies on a hyperplane \( \{ x \in \mathbb{R}^V : z(V) = \text{constant} \} \), where \( z(V) = \sum_{v \in V} z(v) \).

The concept of M²-convexity is a variant of M-convexity. Let 0 denote a new element not in \( V \) and define \( \bar{V} = \{ 0 \} \cup V \). A function \( f : \mathbb{Z}^V \to \mathbb{R} \cup \{ +\infty \} \)
with \( \text{dom } f \neq \emptyset \) is called M\textsuperscript{2}-convex \cite{[8]} if it is expressed in terms of an M-convex function \( f : Z^V \rightarrow R \cup \{+\infty\} \) as

\[
f(x) = f(x_0, x) \quad \text{with } x_0 = -x(V).
\]

Namely, an M\textsuperscript{2}-convex function is a function obtained as the projection of an M-convex function. Conversely, an M\textsuperscript{2}-convex function \( f \) determines the corresponding M-convex function \( \tilde{f} \) by

\[
\tilde{f}(x_0, x) = \begin{cases} 
    f(x) & \text{if } x_0 = -x(V) \\
    +\infty & \text{otherwise}
\end{cases}
\]

up to a translation of \( \text{dom } f \) in the direction of 0. An M\textsuperscript{2}-convex function can also be defined by using an exchange property.

**Theorem 1** \((\text{M}^2\text{-EXC})\). A function \( f : Z^V \rightarrow R \cup \{+\infty\} \) with \( \text{dom } f \neq \emptyset \) is M\textsuperscript{2}-convex if and only if it satisfies

\[
(M^2\text{-EXC}) \quad \text{for } x, y \in \text{dom } f,
\]

\[
f(x) + f(y) \geq \max_{u \in \text{supp}^+(x-y)} \min_{v \in \text{supp}^-(x-y) \cup \{0\}} \left[ f(x-\chi_u + \chi_v) + f(y+\chi_u - \chi_v) \right]
\]

where we assume \( \chi_0 \) is the zero vector on \( V \).

The minimizers of an M\textsuperscript{2}-convex function has a nice characterization which can be checked efficiently.

**Theorem 2** \((\text{[4,5]})\). For an M\textsuperscript{2}-convex function \( f \) and \( x \in \text{dom } f \),

\[
f(x) \leq f(y) \quad (\forall y \in Z^V) \iff f(x) \leq f(x - \chi_u + \chi_v) \quad (\forall u, v \in \{0\} \cup V).
\]

We next describe the M-convex submodular flow problem introduced in \cite{[6]}. An instance of the problem consists of a directed network \( \mathbf{N} = (V, A, \gamma, \underline{c}, \overline{c}) \) and an M-convex function \( f : Z^V \rightarrow R \cup \{+\infty\} \), where \( V \) is the vertex-set, \( A \) is the arc-set, \( \gamma : A \rightarrow R \) is the cost function, \( \underline{c} : A \rightarrow Z \cup \{-\infty\} \) and \( \overline{c} : A \rightarrow Z \cup \{+\infty\} \) are functions defining lower and upper capacities of arcs. For each vertex \( v \), let \( \delta^+ v \) and \( \delta^- v \) denote the sets of leaving arcs and entering arcs of \( v \), respectively. A flow \( \xi \) in \( \mathbf{N} \) is a function \( \xi : A \rightarrow Z \), where it should be noted that we consider integer-valued flow only. A function \( \partial \xi : V \rightarrow Z \) derived from \( \xi \) by

\[
\partial \xi(v) = \sum_{a \in \delta^+ v} \xi(a) - \sum_{a \in \delta^- v} \xi(a) \quad (v \in V)
\]

is called the boundary of \( \xi \). The M-convex submodular flow problem (MSFP) is an optimization problem formulated by

Minimize \( \Gamma(\xi) = \sum_{a \in A} \gamma(a)\xi(a) + f(\partial \xi) \)

subject to \( \underline{c}(a) \leq \xi(a) \leq \overline{c}(a) \quad (a \in A) \),

\( \partial \xi \in \text{dom } f \),

\( \xi \in Z^A \).

An optimal flow can be characterized by a potential \( p : V \rightarrow R \) as below.
Theorem 3 ([6]). Let $N = (V, A, \gamma, \xi, \tau)$ and $f$ be an instance of the MSFP. For any feasible flow $\xi : A \rightarrow Z$, the following conditions are equivalent:

(OPT) $\xi$ is an optimal flow,

(POT) there exists a potential $p : V \rightarrow \mathbb{R}$ such that

(i) $\gamma(a) + p(\partial^+ a) - p(\partial^- a) > 0 \implies \xi(a) = \xi(a),$

(ii) $\partial \xi \in \arg \min \{ -p \}.$

Murota [6] and Iwata and Shigeno [3] gave algorithms for the MSFP. Those algorithms find an optimal flow and an optimal potential, and the latter is a polynomial time algorithm in $|V|$ and $\log_2 C$, where $C$ is a certain number satisfying $C \leq \max_{a \in A} |\gamma(a)| + 2 \max_{x \in \text{dom} f} |f(x)|$.

3 The Model

The present work studies an economy with a finite set $L$ of producers, a finite set $H$ of consumers, a finite set $K$ of indivisible commodities and a perfectly divisible commodity, namely money. Productions of producers and consumptions of consumers are integer-valued vectors in $\mathbb{Z}^K$ representing the numbers of indivisible commodities that they consume and produce. Here producers’ inputs are represented by negative numbers and their outputs by positive numbers, and conversely, consumers’ inputs are represented by positive numbers and their outputs by negative numbers. In the model, for a given price vector $p = (p(k) : k \in K) \in \mathbb{R}^K$ of commodities, each producer independently schedules a production in order to maximize his/her profit, and each consumer independently schedules a consumption to maximize his/her utility under his/her budget constraint, and all agents exchange commodities by buying or selling those through money.

We assume that producer $i$’s profit is described by his/her cost function $C_i : \mathbb{Z}^K \rightarrow \mathbb{R} \cup \{+\infty\}$ whose value is expressed in units of money. That is, $i$’s profit function $\pi_i : \mathbb{R}^K \rightarrow \mathbb{R}$ is defined by

$$\pi_i(p) = \max_{y \in \mathbb{Z}^K} \{(p, y) - C_i(y)\} \quad (p \in \mathbb{R}^K).$$

Producer $i$’s supply function (correspondence) $S_i : \mathbb{R}^K \rightarrow 2\mathbb{Z}^K$ represents the set of all productions which attain the maximum of $i$’s profit for a given price vector, that is,

$$S_i(p) = \arg \max_{y \in \mathbb{Z}^K} \{(p, y) - C_i(y)\} \quad (p \in \mathbb{R}^K).$$

Each consumer $h \in H$ has an initial endowment of indivisible commodities and money which is represented by a vector $(x^h_0, m^h_0) \in \mathbb{Z}^K_+ \times \mathbb{R}_+$, where $x^h_0(k)$ denotes the number of commodity $k \in K$ and $m^h_0$ the amount of money in his/her initial endowment. In the model, each consumer $h$ shares in the profits
of the producers and $\theta_{lh}$ denotes the share of the profit of producer $l$ owned by consumer $h$. The numbers $\theta_{lh}$ are nonnegative and $\sum_{h \in H} \theta_{lh} = 1$ for each $l \in L$. Thus, consumer $h$ gains an income expressed by a function $\beta_h : \mathbb{R}^K \rightarrow \mathbb{R}$ defined by

$$\beta_h(p) = \langle p, x_h^\alpha \rangle + m_h^\alpha + \sum_{l \in L} \theta_{lh} \pi_l(p) \quad (p \in \mathbb{R}^K).$$

We assume that each consumer’s utility is quasilinear in money. That is, consumer $h$’s utility is represented by a quasilinear utility function $\bar{U}_h : \mathbb{Z}^K \times \mathbb{R} \rightarrow \mathbb{R} \cup \{-\infty\}$ defined by

$$\bar{U}_h(x, m) = U_h(x) + m \quad (\langle x, m \rangle \in \mathbb{Z}^K \times \mathbb{R})$$

where $U_h : \mathbb{Z}^K \rightarrow \mathbb{R} \cup \{-\infty\}$ whose value is expressed in units of money. It is natural to assume that dom $U_h$ is bounded because none can consume an infinite number of indivisible commodities. We further assume that the amount of money $m_h^\alpha$ in $h$’s initial endowment is sufficiently large for any $h \in H$. Since consumer $h$’s schedule maximizes $\bar{U}_h$ under the budget constraint, $h$’s behavior is formulated in terms of an optimization problem

Maximize $U_h(x) + m$ subject to $\langle p, x \rangle + m \leq \beta_h(p)$.

Since dom $U_h$ is bounded and $m_h^\alpha$ is large, we can take $m = \beta_h(p) - \langle p, x \rangle$ to reduce the above problem to an unconstrained optimization problem

Maximize $U_h(x) - \langle p, x \rangle$.

Thus, we can define $h$’s demand function (correspondence) $D_h : \mathbb{R}^K \rightarrow 2^{\mathbb{Z}^K}$ by

$$D_h(p) = \arg \max_{x \in \mathbb{Z}^K} \{U_h(x) - \langle p, x \rangle\} \quad (p \in \mathbb{R}^K).$$

A tuple $(\langle x_h | h \in H \rangle, \langle y_l | l \in L \rangle, p)$, where $x_h \in \mathbb{Z}^K$, $y_l \in \mathbb{Z}^K$, and $p \in \mathbb{R}^K$, is called an equilibrium or a competitive equilibrium if the following conditions hold:

$$x_h \in D_h(p) \quad (h \in H), \tag{2}$$
$$y_l \in S_l(p) \quad (l \in L), \tag{3}$$
$$\sum_{h \in H} x_h = \sum_{h \in H} x_h^\alpha + \sum_{l \in L} y_l, \tag{4}$$
$$p \geq 0. \tag{5}$$

That is, each agent achieves what he/she wishes to achieve, the balance of supply and demand holds and an equilibrium price vector is nonnegative.

Since a utility function is usually assumed to be concave in mathematical economics, a “discrete concave function” is natural in our context. Here we briefly introduce nice features of an $M^2$-concave function, which is the negative
of an $M^2$-convex function, from the point of view of mathematical economics. A utility function generally has decreasing marginal returns, which is equivalent to submodularity in the discrete case. An $M^1$-concave function $U$ is submodular \cite{10}, that is, $U(x) + U(y) \geq U(x \lor y) + U(x \land y)$ for $x, y \in \text{dom } U$, where vectors $x \lor y$ and $x \land y$ are defined by $(x \lor y)(i) = \max \{x(i), y(i)\}$ and $(x \land y)(i) = \min \{x(i), y(i)\}$ for $i \in K$. Moreover, the $M^1$-concavity is characterized \cite{11} by the gross substitutes condition and the single improvement condition which are fundamental in mathematical economics.

We return to equilibria of economic models with indivisible commodities. A function $U : \mathbb{Z}^K \to \mathbb{R} \cup \{-\infty\}$ is said to be monotone nondecreasing if $x \preceq y \implies U(x) \leq U(y)$ for any $x, y \in \text{dom } U$. Theorems 4 and 5 stated explicitly in \cite{7} are implied by the results in \cite{1}.

**Theorem 4** (\cite{1,7}). In an exchange economy, where $L = \emptyset$, if each $U_h$ is monotone nondecreasing and $M^2$-concave, then there exists an equilibrium $((x_h | \ h \in H), p)$ for any initial total endowment $x^* \in \sum_{h \in H} \text{dom } U_h$, where the summation means the Minkowski sum.

**Theorem 5** (\cite{1,7}). Suppose that each $C_l$ is $M^2$-convex and that each $U_h$ is $M^2$-concave in our model. If the continuous model obtained by regarding all indivisible commodities as divisible has an equilibrium for a given initial total endowment, then there exists an equilibrium $((x_h | \ h \in H), (y_l | \ l \in L), p)$ of indivisible commodities, where cost functions and utility functions in the continuous model are the convex extensions of $C_l$ and concave extensions of $U_h$, respectively.

The equilibrium price vectors form a well-behaved polyhedron, $L^k$-convex polyhedron. A polyhedron $P \subseteq \mathbb{R}^K$ is called an $L^3$-convex polyhedron \cite{2,9} if

$$ p, q \in P \implies (p - \alpha 1) \lor q, p \land (q + \alpha 1) \in P \quad (0 \leq \alpha \in \mathbb{R}). $$  \hspace{1cm} (6)

**Theorem 6** (\cite{7}). Suppose that each $C_l$ is $M^2$-convex and each $U_h$ is $M^2$-concave in our model and that there exists an equilibrium for a given initial total endowment $x^*$. Then the set $P^*(x^*)$ of all the equilibrium price vectors is an $L^3$-convex polyhedron. This means in particular ($\alpha = 0$ in (6)) that $p, q \in P^*(x^*) \implies p \lor q, p \land q \in P^*(x^*)$.

In order to characterize equilibria, we adopt the aggregate cost function $\psi : \mathbb{Z}^K \to \mathbb{R} \cup \{\pm \infty\}$ of the market defined by

$$ \psi(z) = \inf \left\{ \sum_{l \in L} C_l(y_l) - \sum_{h \in H} U_h(x_h) | \sum_{h \in H} x_h - \sum_{l \in L} y_l = z \right\} \quad (z \in \mathbb{Z}^K). $$  \hspace{1cm} (7)

Then we obtain the following characterization of equilibria.

**Lemma 1.** Given an initial total endowment $x^* = \sum_{h \in H} x^*_h$, the following statements hold.

(a) There exists an equilibrium if and only if $(-\partial_R \psi(x^*)) \cap \mathbb{R}_+^K \neq \emptyset$. 


(b) A price vector \( p \in \mathbb{R}^K \) is an equilibrium price vector if and only if \( p \in (-\partial \Psi(x^*)) \cap R^K_+ \).

c) If \( (x_h \mid h \in H), (y_l \mid l \in L) \) satisfies (2), (3) and (4) for some \( p \) (not necessarily nonnegative), then

\[-\partial \Psi(x^*) = \left( \bigcap_{h \in H} \partial \mathcal{U}_h(x_h) \right) \cap \left( \bigcap_{l \in L} \partial \mathcal{C}_l(y_l) \right),\]

and if, in addition, \( (-\partial \Psi(x^*)) \cap R^K_+ \neq \emptyset \), then \( ((x_h \mid h \in H), (y_l \mid l \in L), p') \) is an equilibrium for any \( p' \in (-\partial \Psi(x^*)) \cap R^K_+ \).

4 Computation of Equilibria

This section is the main part of the paper. We show how to calculate an equilibrium in the economy in which each \( \mathcal{C}_l \) is \( M^2 \)-convex and each \( \mathcal{U}_h \) is \( M^2 \)-concave. We first formulate the problem of finding an equilibrium as the MSFP. Solution of the problem yields consumptions and productions satisfying (2), (3), (4) as well as a price vector which, however, may not be nonnegative. This is the first phase of our algorithm. The second phase finds an equilibrium price vector by solving the shortest path problem. Our algorithm finds an equilibrium if one exists; otherwise either the MSFP or the shortest path problem has no solution. We can also modify the second phase to find the smallest or the largest equilibrium price vector.

For any vector \( z \in \mathbb{R}^K \), we denote by \( \hat{z} \) the vector \((-z(K), z) \in \mathbb{R}^{(0):\cup K}\) whose 0-th component is the negative of the sum of the others. For \( M^2 \)-convex cost function \( \mathcal{C}_l : Z^K \to \mathbb{R} \cup \{+\infty\} \), we define the corresponding \( M \)-convex function \( \hat{\mathcal{C}}_l : Z^{(0):\cup K} \to \mathbb{R} \cup \{+\infty\} \) by

\[\hat{\mathcal{C}}_l(y_0, y_l) = \begin{cases} \mathcal{C}_l(y) & \text{if } y_0 = -y(K) \\ +\infty & \text{otherwise} \end{cases} \quad (l \in L).\]

We also define the \( M^2 \)-concave function \( \hat{\mathcal{U}}_h : Z^{(0):\cup K} \to \mathbb{R} \cup \{-\infty\} \) associated with \( U_h : Z^K \to \mathbb{R} \cup \{-\infty\} \) by

\[\hat{\mathcal{U}}_h(x_0, x) = \begin{cases} \mathcal{U}_h(x) & \text{if } x_0 = -x(K) \\ -\infty & \text{otherwise} \end{cases} \quad (h \in H).\]

In the same way as (7), we consider the aggregate cost function

\[\tilde{\Psi}(\tilde{z}) = \inf \left\{ \sum_{l \in L} \hat{\mathcal{C}}_l(\tilde{y}_l) - \sum_{h \in H} \hat{\mathcal{U}}_h(\tilde{x}_h) \mid \sum_{l \in L} \tilde{x}_l - \sum_{l \in L} \tilde{y}_l = \tilde{z} \right\} \quad (\tilde{z} \in Z^{(0):\cup K}).\]

The function \( \hat{\Psi} \) is the integer infimal convolution of \( M \)-convex functions \( \hat{\mathcal{C}}_l \) (\( l \in L \)) and \( \hat{\mathcal{U}}_h \) (\( h \in H \)). It is known that the integer infimal convolution of \( M \)-convex functions is also \( M \)-convex and can be evaluated by solving an instance of the MSFP [1]. We will demonstrate how \( \hat{\Psi}(\tilde{z}^*) \) is evaluated.
The instance of the MSFP for the evaluation of $\tilde{\psi}(\bar{x}^+)$ is defined as follows. Consider a directed bipartite graph $G = (V^+, V^-, A)$ whose vertex-partition $V^+, V^-$ and are-set $A$ are defined by

$$V^+ = V_c^+ \cup \left( \bigcup_{i \in L} V_i^+ \right), \quad V^- = \bigcup_{h \in H} V_h^-, \quad V_c^+ = \{ k_c^+ | k \in \{0\} \cup K \},$$

$$V_i^+ = \{ k_i^+ | k \in \{0\} \cup K \} \quad (l \in L), \quad V_h^- = \{ k_h^- | k \in \{0\} \cup K \} \quad (h \in H),$$

$$A = \{ (k_i^+, k_h^-) | l \in L, h \in H, k \in \{0\} \cup K \} \cup \{ (k_i^+, k_h^+) | h \in H, k \in \{0\} \cup K \}.$$

Note that $V_i^+, V_h^-$ are copies of $\{0\} \cup K$, respectively. In Figure 1, we draw the graph $G$ for the case where $H = \{\alpha, \beta\}$, $L = \{A, B\}$ and $K = \{1, 2\}$. For each arc $a \in A$, we put $g(a) = -\infty$, $\overline{w}(a) = +\infty$ and $\gamma(a) = 0$. By using the indicator function $\delta_\alpha : Z^{V^+} \to R \cup \{+\infty\}$ of $\{\bar{x}^+\}$ defined by

$$\delta_\alpha(\bar{w}) = \begin{cases} 0 & \text{if } \bar{w} = \bar{x}^+ \\ +\infty & \text{otherwise}, \end{cases}$$

we define a function $f : Z^{V^+ \cup V^-} \to R \cup \{+\infty\}$ by

$$f(\bar{w}, (\bar{y}_l | l \in L), (\bar{x}_h | h \in H)) = \delta_\alpha(\bar{w}) + \sum_{l \in L} \bar{C}_l(\bar{y}_l) - \sum_{h \in H} \bar{U}_h(-\bar{x}_h),$$

where $\bar{w} \in Z^{V^+}$, $\bar{y}_l \in Z^{V_i^+}$ ($l \in L$) and $\bar{x}_h \in Z^{V_h^-}$ ($h \in H$). The function $f$ is M-convex, since $\bar{C}_l$ ($l \in L$) are M-convex and $\bar{U}_h$ ($h \in H$) are M-concave. This is the instance of the MSFP that we use for the computation of $\tilde{\psi}(\bar{x}^+)$. An optimal flow and an optimal potential of the MSFP have the following nice properties on which the evaluation of $\tilde{\psi}(\bar{x}^+)$ relies.

**Lemma 2.** Assume that the above instance of MSFP has an optimal flow $\bar{\xi} \in Z^A$ and an optimal potential $\bar{\psi} \in R^{V^+ \cup V^-}$. Let

$$\bar{x}_h = -\partial \bar{\xi} |_{V_h^-} \quad (h \in H), \quad \bar{y}_l = \partial \bar{\xi} |_{V_i^+} \quad (l \in L), \quad \bar{w}^* = \partial \bar{\xi} |_{V_c^+}, \quad \bar{\psi} = \bar{\psi} |_{V_c^+},$$
where \( \tilde{z}_h^* = -\partial \xi|_{V_h^-} \) means the restriction of \( -\partial \xi \) to \( V_h^- \), that is, \( \tilde{z}_h^*(k) = -\partial \xi(k) \) (\( k \in V_h^- \)), etc., and we regard \( \tilde{z}_h^* \), \( \tilde{y}_h^* \), \( \tilde{w}^* \) and \( \tilde{p} \) as vectors on \( \{0\} \cup K \). Then the following hold.

(a) \( \tilde{w}^* = \tilde{x}^* \), \( \tilde{z}_h^*(0) = -\tilde{z}_h^*(K) \) (\( h \in H \)) and \( \tilde{y}_h^*(0) = -\tilde{y}_h^*(K) \) (\( l \in L \)).

(b) \( \tilde{x}^* + \sum_{l \in L} \tilde{y}_l^* = \tilde{z}_h^* \sum_{h \in H} \tilde{z}_h^* \).

(c) \( \tilde{p}(k^-) = \tilde{p}(k^+) \) for any \( k \in \{0\} \cup K \), \( h \in H \) and \( l \in L \).

(d) \( \tilde{x}^* \in \arg \min \tilde{\Psi}[-\tilde{p}] \).

(e) \( \tilde{z}_h^* \in \arg \max \tilde{U}_h[-\tilde{p}] \) (\( h \in H \)) and \( \tilde{y}_l^* \in \arg \min \tilde{C}_l[-\tilde{p}] \) (\( l \in L \)).

Proof. (a): This follows directly from the definitions of \( \tilde{C}_l \), \( \tilde{U}_h \) and \( \delta_c \).

(b): From the definition of \( G \), for each \( k \in \{0\} \cup K \), we have

\[
\tilde{w}^*(k) + \sum_{l \in L} \tilde{y}_l^*(k) = \sum_{h \in H} \xi(k^+, k^-) + \sum_{l \in L} \sum_{h \in H} \xi(k^+, k^-) = \sum_{h \in H} \tilde{z}_h^*(k).
\]

Then the assertion follows from \( \tilde{w}^* = \tilde{x}^* \).

(c): Since \( \gamma(a) = 0 \), \( \gamma(a) = -\infty \) and \( \overline{\gamma}(a) = +\infty \) for any \( a \in A \), condition (i) of (POT) of Theorem 3 implies

\[
\tilde{p}(\partial^+ a) - \tilde{p}(\partial^- a) = 0 \quad (a \in A).
\]

This and the structure of \( G \) show the assertion.

(e): Assertion (c) implies

\[
\min f[-\tilde{p}] = \min \left\{ \delta_c[-\tilde{p}](\tilde{w}) + \sum_{l \in L} \tilde{C}_l[-\tilde{p}](\tilde{y}_l) - \sum_{h \in H} \tilde{U}_h[-\tilde{p}](\tilde{z}_h) \right\} = \sum_{l \in L} \min \tilde{g} \tilde{C}_l[-\tilde{p}](\tilde{y}_l) - \max_{h \in H} \tilde{U}_h[-\tilde{p}](\tilde{x}) - \langle \tilde{p}, \tilde{x}^* \rangle \quad (8)
\]

\[
= \min \tilde{\Psi}[-\tilde{p}] - \langle \tilde{p}, \tilde{x}^* \rangle. \quad (9)
\]

We also have

\[
f[-\tilde{p}](\partial \xi) = \sum_{l \in L} \tilde{C}_l[-\tilde{p}](\tilde{y}_l) - \sum_{h \in H} \tilde{U}_h[-\tilde{p}](\tilde{z}_h) - \langle \tilde{p}, \tilde{x}^* \rangle. \quad (10)
\]

Condition (ii) of (POT) of Theorem 3, (8) and (10) yield (e).

(d): Condition (ii) of (POT) of Theorem 3 and (9) say

\[
f[-\tilde{p}](\partial \xi) = \min \tilde{\Psi}[-\tilde{p}] - \langle \tilde{p}, \tilde{x}^* \rangle.
\]

On the other hand, assertion (b) guarantees

\[
f(\partial \xi) = \min \left\{ \sum_{l \in L} \tilde{C}_l(\tilde{y}_l) - \sum_{h \in H} \tilde{U}_h(\tilde{z}_h) \left| \sum_{h \in H} \tilde{z}_h - \sum_{l \in L} \tilde{y}_l = \tilde{x}^* \right. \right\} = \tilde{\Psi}(\tilde{x}^*).
\]
The above equalities show
\[ \tilde{\Psi}[	ilde{p}] \left( \tilde{x}^\star \right) = f(\partial \xi) + \langle \tilde{p}, \tilde{x}^\star \rangle = f[-\tilde{p}](\partial \xi) + \langle \tilde{p}, \tilde{x} \rangle + \langle \tilde{p}, \tilde{x}^\star \rangle = \min \tilde{\Psi}[\tilde{p}], \]
where \( \langle \tilde{p}, \partial \xi \rangle = 0 \) by (b) and (c).

The following theorem, which is a consequence of Lemma 2, guarantees that consumption and production satisfying (2), (3), (4) can be computed by solving the above instance of the MSFP, and that if the optimal potential is nonnegative then it serves as an equilibrium price vector.

**Theorem 7.** Assume that the above instance of MSFP has an optimal flow \( \xi \in Z^4 \) and an optimal potential \( \tilde{p} \in R^{V^+} \cup V^- \) with \( \tilde{p}(0^+) = 0 \). Let
\[ x_h^* = -\partial \xi|_{V_h^+ \setminus \{0_h^+\}} \quad (h \in H), \quad y_l^* = \partial \xi|_{V_l^- \setminus \{0_l^-\}} \quad (l \in L), \quad p = \tilde{p}|_{V_l^- \setminus \{0_l^-\}}, \]
where we regard \( x_h^*, y_l^* \) and \( p \) as vectors on \( K \). Then the following statements hold.

(a) \( x^\star \in \arg \min \tilde{\Psi}[p] \).
(b) \( x^\star + \sum_{i \in L} y_l^* = \sum_{h \in H} x_h^* \).
(c) \( x_h^* \in \arg \max U_h[-p] \quad (h \in H) \).
(d) \( y_l^* \in \arg \min C_l[-p] \quad (l \in L) \).

Therefore, \( (x_h^*, y_l^* \mid h \in H, l \in L, p) \) is an equilibrium if \( p \geq 0 \). Moreover, if there exists an equilibrium at all, then \( (x_h^*, y_l^* \mid h \in H, l \in L) \) is the consumptions and productions of some equilibrium.

Any algorithm for the MSFP will find a tuple \( (x_h^*, y_l^* \mid h \in H, l \in L, p) \), which gives an equilibrium for the initial total endowment \( x^\star \) if the optimal potential \( p \) happens to be nonnegative. We go on to show that the set of all nonnegative optimal potentials, or equivalently, the set of all equilibrium price vectors, can be expressed by a certain linear inequality system. Thus, the existence of an equilibrium price vector can be checked by solving a linear programming problem which is reduced to the dual of a single-source shortest path problem.

In order to give a linear inequality description of the set of equilibrium price vectors, we give a necessary and sufficient condition for (a) of Theorem 7. Lemma 1 and (1) yield the equivalence that
\[ x^\star \in \arg \min \tilde{\Psi}[q] \iff \begin{cases} x_h^* \in \arg \max U_h[-q] \quad (h \in H) \\ y_l^* \in \arg \min C_l[-q] \quad (l \in L). \end{cases} \]

By Theorem 2, we have \( y_l^* \in \arg \min C_l[-q] \) if and only if
\[ \begin{cases} C_l(y_l^*) - C_l(y_l^* - \chi_i) \leq q(j) \leq C_l(y_l^* + \chi_i) - C_l(y_l^*) \quad (j \in K) \\ q(j) - q(i) \leq C_l(y_l^* - \chi_i + \chi_j) - C_l(y_l^*) \quad (i, j \in K, i \neq j) \end{cases} \]
and \( x_h^* \in \arg \max U_h[-q] \) if and only if
\[ \begin{cases} U_h(x_h^* + \chi_j) - U_h(x_h^*) \leq q(j) \leq U_h(x_h^*) - U_h(x_h^* - \chi_j) \quad (j \in K) \\ q(j) - q(i) \leq U_h(x_h^* - \chi_i) - U_h(x_h^* + \chi_i - \chi_j) \quad (i, j \in K, i \neq j). \end{cases} \]
By (11), (12) and (13), we obtain
\[
 x^* \in \arg\min \Psi[q] \iff \begin{cases} 
 l(j) \leq q(j) \leq u(j) & (j \in K) \\
 q(j) - q(i) \leq u(i, j) & (i, j \in K, i \neq j), 
\end{cases}
\] (14)
where
\[
l(j) = \max \left\{ \max_{h \in H} \left\{ U_h(x^*_h + \chi_j) - U_h(x^*_h) \right\}, \max_{l \in L} \left\{ C_l(y^*_l) - C_l(y^*_l) \right\} \right\},
\]
(15)
\[
u(j) = \min \left\{ \min_{h \in H} \left\{ U_h(x^*_h) - U_h(x^*_h + \chi_j) \right\}, \min_{l \in L} \left\{ C_l(y^*_l + \chi_j) - C_l(y^*_l) \right\} \right\},
\]
(16)
\[
u(i, j) = \min \left\{ \min_{h \in H} \left\{ U_h(x^*_h) - U_h(x^*_h + \chi_i - \chi_j) \right\}, \min_{l \in L} \left\{ C_l(y^*_l - \chi_i + \chi_j) - C_l(y^*_l) \right\} \right\},
\] (17)
We note that \( l(j) < +\infty, u(j) > -\infty \) and \( u(i, j) > -\infty \) hold for any \( i, j \in K \) \((i \neq j)\).

We recall that \( P^*(x^*) \) denotes the set of all equilibrium price vectors for the initial total endowment \( x^* \). We have \( P^*(x^*) = (-\partial R(\Psi(x^*)) \cap R_+^K \) by (b) of Lemma 1. By the above argument, \( P^*(x^*) \) can be described as follows by using \((x^*_h \mid h \in H), (y^*_l \mid l \in L))\).

**Theorem 8.** The set \( P^*(x^*) \) of all equilibrium price vectors is a polyhedron described by
\[
P^*(x^*) = \left\{ q \in R^K \left| \begin{array}{l}
\max(0, l(j)) \leq q(j) \leq u(j) (j \in K) \\
q(j) - q(i) \leq u(i, j) & (i, j \in K, i \neq j),
\end{array} \right. \right\},
\] (18)
where \( l(j), u(j) \) and \( u(i, j) \) are defined in (15), (16) and (17) by \((x^*_h \mid h \in H), (y^*_l \mid l \in L))\).

Theorem 8 guarantees that nonemptiness of \( P^*(x^*) \) can be checked by linear programming. In particular, the largest equilibrium price vector, if any, can be found by solving a linear programming problem:
\[
\text{Maximize } \sum_{k \in K} q(k)
\text{subject to } \begin{align*}
\max(0, l(j)) & \leq q(j) \leq u(j) (j \in K) \\
q(j) - q(i) & \leq u(i, j) & (i, j \in K, i \neq j),
\end{align*}
\] (19)
because the largest vector in \( P^*(x^*) \) maximizes the sum of all components of a vector. Analogously, the smallest equilibrium price vector can be found by solving another linear programming problem:
\[
\text{Minimize } \sum_{k \in K} q(k)
\text{subject to } \begin{align*}
\max(0, l(j)) & \leq q(j) \leq u(j) (j \in K) \\
q(j) - q(i) & \leq u(i, j) & (i, j \in K, i \neq j),
\end{align*}
\] (20)
Both (19) and (20) can be easily reduced to the dual of a single-source shortest path problem.
Theorem 9. There exists an equilibrium price vector if and only if problem (19) (as well as (20)) is feasible. In particular, both the smallest and the largest equilibrium price vectors, if any, can be found by solving the shortest path problem.

Theorems 7 and 9 are summarized in the following algorithm and theorem.

algorithm \textsc{Calculate-Equilibrium}(C_l (l \in L), U_h (h \in H), x^*)

input: \( M^p\)-convex cost functions \( C_l \) of producers \( l \in L \);
\( M^p\)-concave utility functions \( U_h \) of consumers \( h \in H \);
initial total endowment \( x^+ \);
Step 0: construct the instance of the MSFP;
Step 1: solve the MSFP \( \left((x^*_h \mid h \in H), (y^*_l \mid l \in L), p \right) \) is computed;
   if the instance is infeasible then stop [there is no equilibrium];
Step 2: solve the problem (19) \( [p^* \) is computed];
   if (19) is infeasible then there is no equilibrium;
   else \(( (x^*_h \mid h \in H), (y^*_l \mid l \in L), p^* ) \) is an equilibrium with largest \( p^* \).

Theorem 10. The existence of a competitive equilibrium in our economic model can be checked in polynomial time by \textsc{Calculate-Equilibrium}. Furthermore, the smallest equilibrium price vector can be computed by modifying Step 2.
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Abstract. We study the unbounded batch machine scheduling of n jobs to minimize the total completion time. A batch machine can handle up to \( B \geq n \) jobs simultaneously. Each job is characterized by a release(arrival) time and a processing time. Jobs processed in the same batch have the same completion time, (i.e., their common starting time plus the processing time of the longest job in the batch.) For batch processing, non-preemptive scheduling is usually required and we focus on this case. In this paper, we establish a polynomial time approximation scheme for it.

1 Introduction

We study the problem of jobs scheduling in a batch processing system without preemption. More precisely, we are given a set of jobs \( J = \{J_1, \ldots, J_n\} \) and a batch machine. Each job, \( J_i \), is associated with a release(arrival) time \( r_i \) which specifies when the job becomes available, a processing time \( p_i \) which specifies the minimum time needed to process the job by the machine. The batch machine can process up to \( B \geq n \) jobs simultaneously, and we call such batch machine unbounded batch processing machine. Jobs processed in the same batch have the same start time and the same completion time (we denote by \( C_i \) the completion time of job \( J_i \)). This type of batch scheduling is motivated by the burn-in model for the problem of scheduling burn-in operations in the manufacturing of VLSI circuits, see, e.g., Lee et al. [7]. For this model, the processing time of a batch is the largest processing time of any job in the batch and when a batch is being processed, no preemption is permitted. Our goal is to find a schedule for the jobs so that the total completion time (equivalently, average completion time), \( \sum_{i=1}^{n} C_i \), is minimized. Following notations of Graham et al. [4], we may denote this problem as \( 1|r_j, B = +\infty|\sum_{i=1}^{n} C_i \).
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© Springer-Verlag Berlin Heidelberg 2001
Brucker et al. [2] made a thorough discussion of the scheduling problem on
the batch machine with various constraints and objective functions. For the ob-
jective of minimizing the total completion time, the discussion was restricted for
the case that the job arrival times all are zero. They designed a polynomial time
algorithm for unbounded batch processing via dynamic programming approach.
Deng and Zhang[3] proved that it is NP-hard to get the optimal schedule for the
weighted case for the unbounded batch processing machine. That is,
1|\tau_j, B = +\infty|\sum_{i=1}^n w_i C_i is NP-hard. They also gave polynomial time algo-

rithms for some special case.

For the bounded case \( B < n \), the best known result is a 2-approximation
algorithm for the case when all jobs arrive at time zero (1|B < n|\sum_{i=1}^n C_i) by
Hochbaum and Landy[5].

For decades, effort has been made in search of PTASs for many classical
scheduling problems (such as 1|r_j|\sum C_j, P|r_j|\sum w_j C_j etc.). The breakthrough
only comes recently in the seminal work of Afrati et al.[1]. The major ideas are
a novel combination of time stretching, geometric rounding, and dynamic pro-
gramming techniques. The outcome is amazingly powerful. PTASs are obtained
for several classical scheduling problems via their approach. Our work is another
successful application of their general ideas.

Even though the general framework in our study follows that of Afrati, et
al., [1], special properties of batch machine, especially with unbounded batch
processing power, make it quite nontrivial in the detailed analysis. For example,
the summation of jobs processed in each interval is no longer bounded by any
constant for our case. In addition, dealing with tiny jobs becomes very different
from their methods. Scheduling jobs within a block cannot trivially follow their
method and demands special treatment.

In Section 2, we will outline the framework of the general approach and
reduce the problem to one of scheduling jobs with a constant number of arrivals
under a deadline. In Section 3, we focus on the special case of scheduling a set
of jobs with constant number of distinct release times within a relaxed deadline.
We end the paper with conclusion and discussion in Section 4.

2 Outline of the Framework

To obtain a PTAS, for any given \( \epsilon > 0 \), we are to find a \( 1 + \epsilon \)-optimal solution
by our algorithm. To simplify the description and proofs, we will use \( \delta > 0 \) in
the following discussion. Its value will be determined by the desired \( \epsilon \).

Lemma 1.2,3,4 and the following dynamic programming equation form the
main framework of the general approach of Afrati, et al., [1]. For completeness, we
present the lemmas here with a short proof for each. To implement the dynamic
programming equation, our problem shows quite different properties from the
classical schedule problems considered in [1]. We will explain the details in the
following context.

Along the approach of Afrati et.al.[1], we round the release times of the input
in the first step.
Lemma 1 [i] With $1 + \delta$ loss, we can enforce $r_j \geq \delta p_j$ for all job $j$.

Proof. In some optimal schedule, multiply every job’s (batch’s) completion time by $1 + \delta$ and increase start times to match. It follows that we can increase release dates to enforce $r_j \geq \delta p_j$, and at the same time, to obtain a $(1 + \delta)$-optimal schedule.

The second idea is geometric rounding.

Lemma 2 [i] With $1 + \delta$ loss, we can assume that all release times are integer powers of $1 + \delta$.

Proof. First multiply every release time by $1 + \delta$; Then decrease each release time to the next lower integer power of $1 + \delta$. For an optimal schedule, we put off some batches to satisfy this property. Similar to the proof of Lemma 1, the loss is no more than $1 + \delta$.

For an arbitrary integer $x$, we define $R_x = (1 + \delta)^x$. After the above two preprocessing steps, we can assume all release times are in the form of $R_x$ for some integer $x$. We partition the time interval $(0, \infty)$ into disjoint intervals of the form $I_x = [R_x, R_{x+1})$. For convenience, we will use $I_x$ to refer to both the interval and the size $(R_{x+1} - R_x)$ of the interval. We often use the fact that $I_x = \delta R_x$. By rounding jobs’ release times, we can restrict the number of time intervals that any scheduled batch could cross.

Lemma 3 [i] Each scheduled batch crosses at most $s = \log_{1+\delta}(1 + \frac{1}{\delta})$ intervals.

Proof. Suppose a batch contains job $j$ as the longest job. Its processing starts within interval $I_x = [R_x, R_{x+1})$. Since, $R_x \geq r_j \geq \delta p_j$ (Lemma 2), we have $I_x = \delta R_x \geq \delta^2 p_j$. Assume that job $j$ crosses $s$ different intervals, then we have $\sum_{i=x}^{x+s-1} I_i \geq p_j$. Following computing, we have $s \geq \lceil \log_{1+\delta}(1 + \frac{1}{\delta}) \rceil$.

Now we are ready to describe our algorithm. In the algorithm, we divide the time horizon by blocks. Each block includes $s = \lceil \log_{1+\delta}(1 + \frac{1}{\delta}) \rceil$ consecutive time intervals. Let’s denote the blocks in the order of time horizon: $B_1 < B_2 < B_3 < \ldots$. During the algorithm, we handle the jobs one block by another. It is possible that there is interaction between two consecutive blocks since some batch from an earlier block can cross into the current block. However by the choice of the block size and Lemma 3, no batch crosses an entire block. For the batches that across blocks, we deal with them by restricting the possible finishing times.

Lemma 4 [i] If a batch $j$ starts at the previous block and finishes in the interval $I_{x(j)}$ of the current block, then we can enforce the batch finish at $R_{x(j)} + \frac{1}{\delta} \cdot \delta I_{x(j)}$ with $1 + \delta + \delta^2$ loss.
Proof. Assume that \( C_j \in (R_z(j) + i\delta I_z(j), R_z(j) + (i+1)\delta I_z(j)) \). The rounded completion time is \( C_j' = R_z(j) + (i+1)\delta I_z(j) \) with a cost of at most \( \delta I_z(j) = \delta(1 + \delta)I_{z-1} \), that is, \( \delta(1 + \delta) \times \) the length of the last interval in a block. Therefore, after processing all this kind of batches, the loss is at most \( \delta(1 + \delta) \).

For the rounded finish time, we call them the frontiers. From above analysis, we only consider \( \left\lceil \frac{t}{\delta} \right\rceil \) different possible finishing times of crossing batch for each block. In the algorithm, we use \( F_i \) to denote all such possible locations for block \( B_i \).

Now we can process the jobs according to different blocks by dynamic programming. The dynamic programming equation is computed from forth to back.

The Dynamic Programming table entry \( O(i,F,U) \) stores the minimum total completion time achievable by starting the set \( U \) of jobs before the end of block \( B_i \) and the last batch which crosses block \( B_i \) finishes at \( F \) of block \( B_{i+1} \). Of course there are \( \left\lceil \frac{t}{\delta} \right\rceil \) different possible choices for \( F \). Given the table entries for some \( t \), the values for \( t+1 \) can be computed as follows. Let \( W(i,F_1,F_2,S) \) be the minimum completion time achievable by scheduling the set of jobs \( S \) in block \( B_i \). For simplicity, we let it denote the value of the schedule that the first release time \( (F_1) \) is zero and all jobs in \( S \) must be scheduled and finished between \( F_1 \) and \( F_2 \), where \( F_1 \) is the incoming frontier from block \( B_{i-1} \) and \( F_2 \) the outgoing frontier to block \( B_{i+1} \). We obtain the following

\[
O(i+1,F,U) = \min_{F' \in F_i, V \subseteq U} \left\{ O(i,F',V) + F'(U \setminus V) + W(i+1,F',U \setminus V) \right\}
\]

where \( F \in F_{i+1} \).

For this equation we find that it is possible that there could be exponentially many \( U \) for a given \( t \), and for a given \( U \), there could be exponentially many \( V \) (subset of \( U \)). Fortunately, by the following four lemmas we can reduce the number of \( U \) and \( V \) to polynomial.

**Definition 1** For some time \( t \), if a job’s(batch’s) length \( p_i \leq \delta^2 t \), then we call it tiny with respect to time \( t \).

For the tiny jobs we have the following two lemmas.

**Lemma 5** With \( 1 + \delta \) loss, we can start a batch for all the unscheduled released tiny jobs at the beginning of processing one new block.

Proof. In some optimal schedule of above rounded problem, let us assume that a set of released jobs \( T \) are tiny regard to the start time \( t \) of the current block and they still are not processed before \( t \). Their completion time \( C_{i,\text{opt}}^T \) must be no smaller than \( t|T| \). If we start a tiny batch at \( t \) for them and put off the other batches, then the completion time for the batch \( T \) is at most \( (1 + \delta^2)|T| \leq (1 + \delta^2)C_{i,\text{opt}}^T \). Since the starting of such a batch can put off the later batches, (say \( B_z' \)'s) by at most \( \delta^2 t \leq \delta^2 R_z = \delta I_z = (1 + \delta)I_{z-1} \), (where \( t \in I_z \)) that is \( \delta(1 + \delta) \times \) the length of one interval in one block before \( B_z' \)'s.
Let \( I \) denote the sum of all these intervals before \( B'_{\alpha} \). (notice that in one block there is at most one of such intervals) After processing all the tiny jobs, \( B'_{\alpha} \) can be delayed by at most \( (\delta(1 + \delta))I \), which is no more than \( \delta(1 + \delta) \) times the completion times of these \( B'_{\alpha} \), therefore, the total loss is at most \( 1 + \delta + \delta^2 \). \( \square \)

This lemma tells us that once some jobs are tiny with regard to some time \( t \), we can start a batch for them at the start time of following block. By the following lemma we find that each job becomes tiny after waiting constant number of intervals.

**Lemma 6** A job becomes tiny after waiting at most \( 3\log_{1+\delta}(\frac{1}{3}) \) intervals, that is no more than 3 blocks.

**Proof.** By Lemma 1 we know that for any job \( j \), \( p_j \leq \frac{r_j}{\delta} \). (Let \( r_j = R_{\infty} \)) If \( \delta^2 R_{e+k} > \frac{R_{\infty}}{\delta} \), then job \( j \) must be tiny with regard to \( R_{e+k} \). By computing, \( k \geq 3\log_{1+\delta}(\frac{1}{3}) \), and since \( \log_{1+\delta}(\frac{1}{3}) \leq \log_{1+\delta}(1 + \frac{1}{3}) \), thus completes the proof. \( \square \)

We know that a job wait at most 3 blocks before they can be processed without any delay. Therefore any set \( U \) or \( V \) must include all the jobs released 3 blocks before their corresponding blocks. Subsequently, for each fixed block \( 1 \) (or \( U \)) the number of \( U \) (or \( V \)) depends on the set of jobs released within 3 blocks. Furthermore, according to the following lemma, this number can be reduced to polynomial.

**Lemma 7** In any optimal schedule, the maximal job length of every batch is smaller than the minimum job length of jobs that are available at the starting time of the batch but not processed in the batch.

**Proof.** If some optimal schedule does not obey the rule, we assume the batch is \( j \). We can move the shorter jobs scheduled later to the batch \( j \). The result is that we get another schedule with less total completion time. This is a contradiction \( \square \)

**Lemma 8** For the subset \( U \) (or \( V \)) of above equation, we need to consider at most \( n^{3s} \) different cases, where \( s \) is defined in Lemma 3.

**Proof.** According to above lemma, once a job \( j \) is processed, all the jobs with release time no later than that of \( j \) and processing time no larger than that of \( j \) must be processed. Therefore, for each release time, there are at most \( n \) different choices. For each block, there are at most \( s \) distinct release times. Regarding 3 blocks in total, there are at most \( n^{3s} \) different choices. \( \square \)

Another difficulty which prevents us from implementing the Dynamic Programming equation comes from the possibly large number of blocks. But by Lemma 5 and Lemma 6, any job will be processed after waiting at most 3 blocks. Therefore, we actually only need handle no more than \( 3n \) blocks by ignoring the empty blocks within which no jobs need to be processed. With above analysis, the following corollary follows.
Corollary 1  The dynamic programming equation will process at most $3n$ blocks.

The remaining work is to compute $W(i + 1, F', F, U - V)$. In next section, we will give detailed description on how to get a $(1 + \delta + \delta^2)$-optimal schedule for $W(i + 1, F', (1 + \delta + \delta^2)F, U')$, where $U' = U \setminus V$. Of course, we can also get a PTAS for our problem from the relaxed computation of $W(i + 1, F', F, U')$.

3  Scheduling Jobs within a Block

Now let us describe briefly the sub-problem: given constant number of distinct release times (say $0 = r_1 < \ldots < r_n$), each associated with a set of jobs $P_1, \ldots, P_n$ and given a deadline $D$, s.t. all jobs must be finished before the deadline. The objective function is to minimize the total completion time.

We will deal with this problem in the following three subsections. First we get a $(1 + \delta)$-optimal schedule algorithm of two release times. Then we extend the algorithm to constant number of release times. Finally we give a $(1 + \delta)$-approximation algorithm for constant number of release times with relaxed deadline.

3.1  The $1 + \delta$ Approximation Algorithm for Two Distinct Release Times

In this subsection, we consider the special case of two distinct release times. Let $P_1$ be the set of jobs arriving at time zero, $P_2$ the set of jobs arriving at time $r$. The job system is denoted by $((P_1,0);(P_2, r))$ and the optimal total completion time is denoted by $OPT((P_1,0);(P_2, r))$. We denote by $P^{k_1}$ the set of first $k_1$ shortest jobs in $P_1$, where the jobs are ordered by $p^{1} \leq \ldots \leq p^{k_1}$.

Let $N = \max(n, \left\lceil \frac{1}{r} \right\rceil)$. We will use $N$ this way throughout the following subsections: we divide the time interval $[0,r]$ into $N^3$ equal sub-intervals and force each batch starting between $[0,r)$ to start at time $i \times r \frac{i}{N^3}$ for some $0 \leq i \leq N^3$.

Lemma 9  With $1 + \delta$ loss, we can force a batch start at $i \frac{r}{N^3}$ if the batch starts within $((i-1) \frac{r}{N^3}, i \frac{r}{N^3})$.

Proof. By the rounding of the batches’ start times, we know that the second batch will be delayed at most $\frac{r}{N^3}$, the $ith$ batch will be delayed at most $(i-1)\frac{r}{N^3}$. In summary, the cost caused by the delay is at most $\frac{r}{N^3}$. Since there are some jobs scheduled no earlier than $r$, the $OPT((P_1,0);(P_2, r)) > r$. The cost increased is bounded by $\frac{r}{N^3}OPT((P_1,0);(P_2, r)) \geq \frac{r}{N^3}OPT((P_1,0);(P_2, r))$. For other jobs scheduled after $r$, we can compute their optimal schedule[2] and combine it with the former part. This completes the proof.

By Lemma 7, we know that if a job is scheduled, all the smaller jobs released must be scheduled. This property reduces the possible states greatly.
Now let us give the dynamic programming equation. Let $M_{k_i} = OPT_0((P_1 - P_{k_i}) \cup P_2)$ denotes both the optimal schedule and its value of jobs in $(P_1 - P_{k_i}) \cup P_2$ which all arriving at time zero. Assuming all jobs in $S$ have been finished by time $t$, let $F(S, t)$ denote the value of the optimal schedule of the remaining jobs with the earliest batch’s start time $t$.

The initialization is for $i = 0, \ldots, |P_1|$, and $j = 0, \ldots, N^3$,

$$F(P^{i_1}, \max(j \frac{r}{N^3} + p^{i_1}, r)) = \max(j \frac{r}{N^3} + p^{i_1}, r)(n - i) + M_{i_1}. \tag{2}$$

For others

$$F(S, t) = +\infty \tag{3}$$

The recursion is for $i_1 = 0, \ldots, |P_1| - 1$ and $j = N^3 - 1, \ldots, 1, 0$:

$$F(P^{i_1}, j \frac{r}{N^3}) = \min_{i_1 + 1 \leq i_1 \leq |P_1|} \{[l_1 - i_1](p^{i_1} + j \frac{r}{N^3}) + F(P^{i_1}, \min\{j \frac{r}{N^3} + p^{i_1}, r}, (j + \lceil \frac{p^{i_1}}{N^3} \rceil \frac{r}{N^3})\}). \tag{4}$$

To find the optimal solution to the rounded start time problem, we compute $F(0, 0)$. By backtracking, we can find the optimal schedule. The algorithm complexity is $O(n^3 \times n \times n) = O(n^5)$.

### 3.2 The $1 + \delta$ Approximation Algorithm for Constant Number of Distinct Release Times

Now let us extend above idea to the case for constant number of distinct release times. Assume that there are $s$ distinct release times. Let $P_i$ be the set of jobs arriving at time $r_{i_1}$, $P_{k_i}$ the set of $k_i$ shortest jobs in $P_i$ and $p_{k_i}$ the length of the longest job in $P_{k_i}$.

Similar to the special case of two release times, we have the following Lemma.

**Lemma 10** With $1 + \delta$ loss, we can force each batch start at $\frac{i}{N^s}$ if it starts within $\{(i - 1)\frac{r}{N^s}, i \frac{r}{N^s}\}$ (for some $i = 0, 1, \ldots, N^3$).

Now let us give the dynamic programming equation. Let $M_{p_{k_1}, p_{k_2}, \ldots, p_{k_{s-1}}} = OPT_0((\bigcup_{i=1}^{s-1} P_i \setminus \bigcup_{i=1}^{s-1} P_{k_i}) \cup P_s)$ denote both the optimal schedule and its value of jobs $(\bigcup_{i=1}^{s-1} P_i \setminus \bigcup_{i=1}^{s-1} P_{k_i}) \cup P_s$ with the assumption that all of them arrive at time zero. $F(S, t)$ is defined the same as in the proceeding subsection. For a collection of sets $A = (A_1, A_2, \ldots, A_m)$, $(a_1, a_2, \ldots, a_m)$ is called a representative system of $A$ if $a_i \in A_i(1 \leq i \leq m)$. For each $1 \leq i \leq s - 1$, denote by $A_i$ the set of $\{0, 1, \ldots, |P_i|\}$ and $A = (A_1, A_2, \ldots, A_{s-1})$; denote by $B_i$ the set of $\{k_i + 1, \ldots, |P_i|\}$ and $B = (B_1, \ldots, B_{s-1})$. We use $RSC$ for the set of representative systems of $C$ under without ambiguity.
The initialization is for all possible representative systems \((k_1, \ldots, k_{s-1})\) of \(A\), \(e = 1, \ldots, s-1\) and \(j = 0, 1, \ldots, N^3\) if \(j \in [r_x, r_{x+1}]\), force \(k_{x+1} = \ldots = k_{s-1} = 0\):

\[
F\left( \bigcup_{i=1}^{s-1} p_i, \max (j \frac{j}{N^3} + p_i, r_s) \right) = (|P| + \sum_{i=1}^{s-1} (|P| - k_i))(\max \{p_i + j \frac{j}{N^3}, r_s\} + M_{p_1, p_2, \ldots, p_{s-1}})
\]

(5)

The recursion is for all \(j = N^3 - 1, \ldots, 1, 0\) and all possible representative systems \((k_1, \ldots, k_{s-1})\) of \(A\) if \(j \in [r_x, r_{x+1}]\), force \(k_{x+1} = \ldots = k_{s-1} = 0\):

\[
F\left( \bigcup_{i=1}^{s-1} p_i, j \frac{j}{N^3} \right) = \min_{(\gamma_1, \ldots, \gamma_{s-1}) \in RSA} \left\{ \sum_{i=1}^{s-1} |\gamma_i - k_i|\left( \max_{1 \leq i \leq s-1} \{p_i\} + j \frac{j}{N^3} \right) \right. \\
+ \left. F\left( \bigcup_{i=1}^{s-1} p_i, \min \{j \frac{j}{N^3} + \max_{1 \leq i \leq s-1} \{p_i\}, r_s\}, j + \left[ \max_{1 \leq i \leq s-1} \{p_i\} \right] \frac{j}{N^3} \right) \right\}
\]

(6)

For others \(F(S, t) = +\infty\)

(7)

We can get the optimal solution for the rounded start time problem by computing \(F(0, 0)\). The corresponding schedule is found by backtracking. By Lemma 7, we know that there are \(O(n^s)\) different choices for \(\bigcup_{i=1}^{s-1} p_i\) and \(\bigcup_{i=1}^{s-1} p_i\).

In total there are \(O(n^{2s})\) different choices. The algorithm's time complexity is \(O(N^3 \times n^s \times n^t) = O(N^{2s+3})\).

### 3.3 Schedule the Jobs within a Relaxed Deadline

Now let us consider the case with deadline. Assume that the deadline is \(D\). The difficulty here is that it is not straightforward to finish the initialization step. We have to make a deeper analysis.

In the first step, we judge if it is feasible to schedule all the jobs within the deadline \(D\). By the work of Lee and Uzsoy [6], we can get the minimal makespan schedule in \(O(n^s)\) time. If the optimal makespan is larger than the deadline, we set \(W(i+1, F, F', U') = +\infty\).

Otherwise, we divide the time axe \([0, r_x]\) into \(N^3\) equal intervals and force all batches which starts within \([0, r_x]\) must start at time \(i \frac{j}{N^3}\) for some \(i\) with \(0 \leq i \leq N^3\).

Since for each of the possible start time between \([0, r_x]\), it is possible that there are \(O(n)\) different batches which may cross time interval \([0, r_x]\) into \([r_x, D]\) and delay the start time of batches in \(M_{p_{i1}, p_{i2}, \ldots, p_{i_{s-1}}}\). We enumerate all possible start times for them. There are roughly \(O(n \times N^3)\) different possible start times for \(M_{p_{i1}, p_{i2}, \ldots, p_{i_{s-1}}}\) in total.
For each possible start time $r_s'$ of $M_{p_{k1}, p_{k2}, ..., p_{k_s-1}}$, we set the initialization value as following:

if the makespan of $OPT_0((P_{k1}, ..., P_{k_s-1} - (P_{k2}, ..., P_{k_s-1})) \cup P_s)$ is smaller than $D + \frac{r_s'}{N}$ - $r_s'$, set:

$$F(P_{k1}, ..., P_{k_s-1}, r_s') = (|P_s| + \sum_{i=1}^{s-1} (|P_i| - k_i))r_s' + M_{p_{k1}, p_{k2}, ..., p_{k_s-1}}; \quad (8)$$

if the makespan of the schedule is larger than $D + \frac{r_s'}{N}$ - $r_s'$, we divide $[r_s', D + \frac{r_s'}{N}]$ into $N^3$ intervals and do dynamic programming for the remaining jobs. In the initialization step, we find that there can be at most one batch starting after $D + \frac{r_s'}{N}$. Since if there is one batch starting after $D + \frac{r_s'}{N}$, then the sum of the length of the batches start between $r_s'$ and $D + \frac{r_s'}{N}$ must be no less than $\frac{N^3}{N^3} (D + \frac{r_s'}{N} - r_s')$ due to the fact that the possible spaces between these batches are produced only by rounding the starting times and therefore the sum of these spaces can be no more than $\frac{1}{N^3} (D + \frac{r_s'}{N} - r_s')$. Therefore, the length of the longest batch between $r_s'$ and $D + \frac{r_s'}{N}$ is no less than $\frac{1}{N} \frac{N^3}{N^3} (D + \frac{r_s'}{N} - r_s')$ and so are the batches start after $D + \frac{r_s'}{N}$. If there are two batches start after $D + \frac{r_s'}{N}$, then the completion time of the last batch will be no less than $D + \frac{r_s'}{N} + \frac{2}{N^3} (D + \frac{r_s'}{N} - r_s') > D + \frac{r_s'}{N} + \frac{2}{N^3} - \frac{r_s'}{N}$, which implies an infeasible solution. In the initialization step, we only need consider the case that at most one batch can start after $D + \frac{r_s'}{N}$. If the completion time of this batch is larger than $D + \frac{r_s'}{N} + \frac{D + \frac{r_s'}{N} - r_s'}{N}$, we set its completion time as $\infty$. Once we have finished the initialization step, the remaining thing is the same as in the case without the deadline. The complexity of the algorithm still is $O(N^2)$.

**Lemma 11** We get a $(1 + \frac{1}{N} + \frac{3}{N^2})$-optimal schedule for $W(i + 1, F', (1 + \frac{1}{N} + \frac{3}{N^2})F, U')$.

**Proof.** Let us analyze the cost caused by rounding the start times. If the optimal total completion time is greater than $D$, then the cost caused by such rounding is at most $\frac{D + \frac{r_s'}{N} - r_s'}{D} \leq \frac{1}{N} + \frac{1}{N^2}$. If the optimal total completion time is smaller than $D$, then the makespan of the optimal schedule must be smaller than $D$. Correspondingly, the makespan of $M_{p_{k1}, p_{k2}, ..., p_{k_s-1}}$ should be less than $D + \frac{r_s'}{N} - r_s'$. The cost caused by above rounding is at most $N^2 \times \frac{1}{N^2} \leq \frac{1}{N} OPT$. This completes proof.

**Theorem 1** We can find a $(1 + \delta + \delta^2)$-optimal schedule for $W(i + 1, F', (1 + \frac{1}{N} + \frac{3}{N^2})F, U')$.

## 4 Conclusion

After computing all the blocks, the loss is at most $(1 + \delta + \delta^2)$ by stretching the repeated part of $W(i, F^i, F^{i+1}, V^i)$ and $W(i + 1, F^{i+1}, F^{i+2}, V^{i+1})$ for all $i \geq 1$. Finally we have the following conclusion by choosing appropriate $\delta$. 
Theorem 2 We can find a $(1 + \epsilon)$-optimal solution to $1|\tau_j, B > n| \sum C_j$ in the time of $O(n^{5\log_2 + (1+\frac{1}{\epsilon})})$.

Thus, we have got a PTAS for the total completion time for unbounded batch machine. The major open problem left in this field is for minimization of the total completion time for the bounded batch machine ($B < n$). The only known non-trivial result is the 2-approximation algorithm for a system of jobs all with release time zero [5]. In addition, it would be interesting to know if approximation algorithms can be extended to the weighted case. Notice that both our result and that of Hochbaum and Landy work are for the unweighted case.
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Abstract. In this paper, we consider a scheduling problem of vehicles on a path. Let \( G = (V, E) \) be a path, where \( V = \{v_1, v_2, \ldots, v_n\} \) is its set of \( n \) vertices and \( E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, \ldots, n-1\} \) is its set of edges. There are \( m \) vehicles \((1 \leq m \leq n)\). The travel times \( w(v_j, v_{j+1}) \) are associated with edges \( \{v_j, v_{j+1}\} \in E \). Each job \( j \) which is located at each vertex \( v_j \in V \) has release time \( r_j \) and handling time \( h_j \). Any job must be processed by exactly one vehicle. The problem asks to find an optimal schedule of \( m \) vehicles that minimizes the maximum completion time of all the jobs. The problem is known to be NP-hard for any fixed \( m \geq 2 \). In this paper, we present a polynomial time approximation scheme \( \{A_\varepsilon\} \) to the problem with a fixed \( m \). Our algorithm can be extended to the case where \( G \) is a tree so that a polynomial time approximation scheme is obtained if \( m \) and the number of leaves in \( G \) are fixed.

1 Introduction

In this paper, we consider a scheduling problem of vehicles on a path with release and handling times. The scheduling problem of vehicles, such as AGVs (automated guided vehicles), handling robots, buses, trucks and so forth, on a given road network is an important topic encountered in various applications. In particular, in FMS (flexible manufacturing system) environments, scheduling of the movement of AGVs, which carry materials and products between machining centers, has a vital effect on the system efficiency.

The single-vehicle scheduling problem (VSP, for short) contains the traveling salesman problem (TSP) and the delivery man problem (DMP) [1] as its special cases. In the TSP, a salesman (a vehicle) visits each of \( n \) customers (jobs) situated at different locations on a given network before returning to the initial location. The objective is to minimize the tour length. In the DMP, the same scenario is considered but the objective is to minimize the total completion time of all the jobs. The VSP usually takes into account the time constraints of jobs (i.e.,

© Springer-Verlag Berlin Heidelberg 2001
release, handling and/or due times), and therefore other important objective functions, such as the tour time, the maximum completion time of jobs, the maximum lateness from the due times and so forth, are also considered. Since path and tree are important network topologies from both practical and graph theoretical views, VSPs on these networks have been studied in several papers, e.g., Psaraftis, Solomon, Magnanti and Kim [12], Tsitsiklis [13], Averbakh and Berman [1], Karuno, Nagamochi and Ibaraki [5,6,7], Nagamochi, Mochizuki and Ibaraki [10,11].

The multi-vehicle scheduling problem (MVSP, for short), which is a more general problem than the VSP, on a path to be discussed here is called PATH-MVSP, and the number of vehicles is denoted by $m (1 \leq m \leq n)$. Problem PATH-MVSP asks to find an optimal schedule of $m$ vehicles (i.e., their optimal sequences of jobs) that minimizes the maximum completion time of all the jobs. Note that the objective is equivalent to minimizing the maximum workload of all the vehicles. The PATH-MVSP is NP-hard for any fixed $m \geq 2$, since it contains the PARTITION (e.g., see Garey and Johnson [2]) as its special case. The PATH-MVSP with $m = 1$ (i.e., the VSP on a path) was proved by Tsitsiklis [13] to be NP-hard if the initial location of a vehicle is specified. The PATH-MVSP with $m = 1$ is 2-approximable due to the results by Psaraftis et al. [12], and it was shown to be 1.5-approximable by Karuno et al. [7] if the initial and goal locations of a vehicle are specified as one end of the path. Recently, Karuno and Nagamochi [8] first presented an $O(mn^2)$ time 2-approximation algorithm to the PATH-MVSP with an arbitrary $m$, where edge weights are assumed to be symmetric (i.e., $w(v_j, v_{j+1}) = w(v_{j+1}, v_j)$).

In this paper, for the PATH-MVSP with a fixed number $m$ of vehicles and symmetric edge weights, we present a polynomial time approximation scheme, i.e., a family of algorithms $\{A_\varepsilon\}$ with the following property: for any $\varepsilon > 0$, $A_\varepsilon$ delivers a schedule with its maximum completion time at most $(1 + \varepsilon)$ times the optimal. The running time is bounded by a polynomial in $n$, but by an exponential in $1/\varepsilon$ (in this paper, we assume that $m$ is a fixed number). Our approximation scheme $A_\varepsilon$ is based on approximation of the problem by rounding given release times, and the fact that any schedule with $\lambda$ gaps consists of $(\lambda + 1)$ gapless schedules on subpaths of a given path, where an edge is called a gap in a schedule if it is traversed by none of the vehicles. The scheme is a two-fold dynamic programming, one for computing an optimal gapless schedule to the problem with rounded release times, and the other for finding the best schedule to the original problem by combining several gapless schedules over all choices of gaps on the path. Rounding given release times has been used to design some polynomial time approximation schemes for solving scheduling problems subject to release times, e.g., see Hall and Shmoys [4], Hall [3], Kovalyov and Werner [9]. In particular, one of our dynamic programmings follows Kovalyov and Werner’s approach [9] (which dealt with problem $F_2/r_j/C_{max}$, i.e., the two-machine flowshop scheduling problem with release times to minimize the maximum completion time).
The remainder of this paper is organized as follows. In Section 2, we provide the mathematical description of the PATH-MVSP. In Section 3, we explain basic properties of the PATH-MVSP with rounded release times. In Section 4, we discuss a polynomial time approximation scheme for finding an optimal gapless schedule, and in Section 5, we present a polynomial time approximation scheme \( A_\varepsilon \) to the original problem, such that, for any \( \varepsilon > 0 \), algorithm \( A_\varepsilon \) delivers a schedule with its maximum completion time at most \( (1 + \varepsilon) \) times the optimal attained by general schedules. We also mention that our algorithm can be extended to the case where \( G \) is a tree, showing that a polynomial time approximation scheme exists for the problem if \( m \) and the number of leaves in \( G \) are fixed. Finally, in Section 6, we give some concluding remarks.

2 Multi-vehicle Scheduling Problem on a Path

2.1 Problem Description

Problem PATH-MVSP is formulated as follows. Let \( G = (V, E) \) be a path network, where \( V = \{v_1, v_2, \ldots, v_n\} \) is its set of \( n \) vertices and \( E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, \ldots, n - 1\} \) is its set of edges. In this paper, we assume that vertex \( v_1 \) is the left end of \( G \), and \( v_n \) the right end of it. There is a job \( j \) at each vertex \( v_j \in V \).

The job set is denoted by \( J = \{j \mid j = 1, 2, \ldots, n\} \). There are \( m \) vehicles on \( G \) (1 < \( m \) < \( n \)), which are assumed to be identical. Each job must be processed by exactly one vehicle.

The travel time of a vehicle is \( w(v_j, v_{j+1}) \geq 0 \) to traverse \( \{v_j, v_{j+1}\} \in E \) from \( v_j \) to \( v_{j+1} \), and is \( w(v_{j+1}, v_j) \geq 0 \) to traverse it in the opposite direction. Edge weight \( w(v_j, v_{j+1}) \) for \( \{v_j, v_{j+1}\} \in E \) is called symmetric if \( w(v_j, v_{j+1}) = w(v_{j+1}, v_j) \) holds. In this paper, we assume that all edge weights are symmetric. The travel time for a vehicle to move from vertex \( v_i \) to vertex \( v_j \) on \( G \) is the sum of edge weights belonging to the unique path from \( v_i \) to \( v_j \). Each job \( j \in J \) has its release time \( r_j \geq 0 \) and handling time \( h_j \geq 0 \): That is, a vehicle cannot start processing job \( j \) before time \( r_j \), and it takes \( h_j \) time units to process job \( j \) (no interruption of the processing is allowed). A vehicle at vertex \( v_j \) may wait until time \( r_j \) to process job \( j \), or move to other vertices without processing job \( j \) if it is more advantageous (in this case, the vehicle must come back to \( v_j \) later to process job \( j \), or another vehicle must come to \( v_j \) to process it). An instance of the problem PATH-MVSP is denoted by \((G = (V, E), r, h, w, m)\).

A motion schedule of the \( m \) vehicles is completely specified by \( m \) sequences of jobs \( \pi^p = (j_1^p, j_2^p, \ldots, j_n^p) \), \( p = 1, 2, \ldots, m \), where \( n_p \) is the number of jobs to be processed by vehicle \( p \) (hence, it holds that \( \sum_{p=1}^m n_p = n \)), and \( j_i^p \) is its \( i \)-th job; i.e., vehicle \( p \) is initially situated at vertex \( v_{j_1^p} \), starts processing job \( j_1^p \) at time \( \max\{0, r_{j_1^p}\} \), and takes \( h_{j_1^p} \) time units to process it. After completing job \( j_1^p \), the vehicle immediately moves to \( v_{j_2^p} \) along the unique path from \( v_{j_1^p} \) to \( v_{j_2^p} \), taking travel time of the path (i.e., \( w(v_{j_1^p}, v_{j_2^p+1}) + \cdots + w(v_{j_2^p-1}, v_{j_2^p}) \) or \( w(v_{j_1^p}, v_{j_2^p}) + \cdots + w(v_{j_2^p-1}, v_{j_2^p}) \)), and processes job \( j_2^p \) after waiting until
time \( r_{j[p]} \) if necessary, and so on, until it completes the last job \( j[p] \). A schedule is

denoted by a set of \( m \) sequences of jobs \( \pi = \{ \pi[1], \pi[2], \ldots, \pi[m] \} \). The completion
time of vehicle \( p \) (i.e., the workload of it) is defined as the completion time of

its last job \( j[p] \), which is denoted by \( C(\pi[p]) \). The objective is to find a \( \pi \) that

minimizes the maximum completion time of all the jobs, i.e.,

\[
C_{\text{max}}(\pi) = \max_{1 \leq p \leq m} C(\pi[p]).
\]

In this paper, we denote by \( \pi^* \) an optimal schedule and by \( C_{\text{max}}^* \) the minimum

of the maximum completion time \( C_{\text{max}}(\pi^*) \).

### 2.2 Subpath and Subinstance

Let \( V(i, j) = \{ v_i, v_{i+1}, \ldots, v_j \} \subseteq V \), where \( i \leq j \). Define \( G(i, j) = (V(i, j), \ E(i, j)) \) be a subpath of a given path \( G = (V, E) \) induced by \( V(i, j) \) and \( E(i, j) = \{ (v_{j'}, v_{j'+1}) \mid j' = i, i+1, \ldots, j-1 \} \subseteq E \), and \( J(i, j) = \{ i, i+1, \ldots, j \} \subseteq J \) the corresponding subset of jobs to the subpath \( G(i, j) \). This definition states that \( G(1, n) = G \) and \( J(1, n) = J \).

Next consider the scheduling problem of \( p \) (\( \leq m \)) vehicles on \( G(i, j) \). This is a subinstance of the original instance \( (G, r, h, w, m) \). We denote this subinstance by \( (G(i, j), r, h, w, p) \); i.e., scheduling \( p \) vehicles on subpath \( G(i, j) = (V(i, j), E(i, j)) \) of the given path \( G \) with release times \( r_{j'} \) and handling times \( h_{j'} \) for \( j' \in J(i, j) \) and with edge weights \( w(v_{j'}, v_{j'+1}) \) for \( \{ v_{j'}, v_{j'+1} \} \in E(i, j) \) (hence, the original instance is denoted by \( (G, r, h, w, m) \) as well as \( (G(1, n), r, h, w, m) \)).

### 2.3 Zone Schedule and Gapless Schedule

For a schedule \( \pi \), assume that a vehicle covers a subpath \( G(i, j) = (V(i, j), \ E(i, j)) \): That is, all jobs processed by the vehicle are on \( G(i, j) \) and two jobs \( i \) and \( j \) located at the end vertices of \( G(i, j) \) have to be processed by it. But, there may be some jobs \( j' \) (\( i < j' < j \)) processed by other vehicles. Then, the subpath \( G(i, j) \) for the vehicle is referred to as its zone.

A feasible schedule \( \pi \) using \( m' \) vehicles (\( m' \leq m \)) is referred to as a zone schedule if any two zones in \( \pi \) do not intersect and thus there are \( m' - 1 \) edges which are not traversed by any vehicle. Such an edge that is not traversed by any vehicle is called a gap. A schedule \( \pi \) is called gapless if each edge \( \{ v_j, v_{j+1} \} \in E \) is traversed at least once (from \( v_j \) to \( v_{j+1} \) or from \( v_{j+1} \) to \( v_j \)) by some vehicle. Define

\[
Z = W + H,
\]

where \( W = \sum_{j=1}^{n-1} w(v_j, v_{j+1}) \) and \( H = \sum_{j=1}^{n} h_j \).
3 Rounding Given Release Times

In this section, we provide a dynamic programming approach to the PATH-MVSP with rounded release times, based on Kovalyov and Werner’s notion [9]. This will become a basis of the proposed polynomial time approximation scheme in Section 5.

3.1 Basic Properties

The optimal schedule for the PATH-MVSP with a single vehicle (i.e., m = 1) is trivial if release times of all jobs are equal: That is, the single vehicle simply moves from v₁ to vₙ or from vₙ to v₁, processing jobs one by one. Such a schedule for a vehicle is called a 1-way schedule. Let π₁ = (1, 2, ..., n) and μ₁ = (n, n – 1, ..., 1) be these 1-way schedules. Their completion times can be computed as 
\[ C(\pi₁) = h₁ + \sum_{j=2}^{n} \{ w(v_{j-1}, v_j) + h_j \} \]
and 
\[ C(\mu₁) = hₙ + \sum_{j=1}^{n-1} \{ w(v_{j+1}, v_j) + h_j \}, \]
respectively, where \( C(\pi₁) = C(\mu₁) \) holds by the symmetry of edge weights.

We first restrict our attention to the PATH-MVSP that has a fixed number of distinct release times, for which we can enjoy the next lemma due to Hall [3].

**Lemma 1.** [3] Given a polynomial time approximation scheme for the restricted version of the PATH-MVSP in which there is a fixed (but arbitrary) number of distinct release times, then there is a polynomial time approximation scheme for the PATH-MVSP.

**Proof.** Let \( r^* = \max_{j \in J} r_j \) and \( \Delta = \varepsilon r^*/2 \), where \( \Delta \leq \varepsilon C^*_\max/2 \) holds since \( r^* \leq C^*_\max \). We consider the following algorithm for the restricted version of the PATH-MVSP. Round each release time \( r_j \) down to the nearest multiple of \( \Delta \), i.e.,
\[ r'_j = \lfloor r_j/\Delta \rfloor \Delta, \quad j = 1, 2, \ldots, n, \tag{3} \]
where \( \lfloor x \rfloor \) is the largest integer no greater than \( x \). Consequently, the number of distinct release times \( r'_j \), denoted by \( K \), is bounded as follows:
\[ K \leq 1 + r^*/\Delta \leq 1 + 2/\varepsilon. \tag{4} \]

Apply an approximation scheme to obtain a \((1 + \varepsilon/2)\)-approximation solution \( \pi \) for the problem with release times \( r'_j \). Postpone each job’s starting time \( \sigma_j \) in the \( \pi \) to \( \sigma_j + \Delta \) so that the schedule remains feasible for the original problem. Let \( C^*_{\max} \) be the optimal objective value for the problem with release times \( r'_j \). Since the rounded problem is less constrained than the original one, we obtain \( C^*_{\max} \leq C^*_{\max} \), and the maximum completion time of the final schedule is bounded by \( (1 + \varepsilon/2)C^*_{\max} + \Delta \leq (1 + \varepsilon)C^*_{\max} \). \( \square \)

Let \( \rho_1 < \rho_2 < \cdots < \rho_K \) be the \( K \) distinct release times. We set \( \rho_{K+1} = \infty \) for notational convenience. As in the proof of Lemma 1, for a given schedule \( \pi \),
we denote the starting time of job \( j \) by \( \sigma_j \). We refer to the jobs \( j \) processed by vehicle \( p \) with \( \rho_k \leq \sigma_j < \rho_{k+1} \) as the \( k \)-th interval set of the vehicle, denoted by \( J_{p,k} \). Note that only jobs with \( \tau_j \leq \rho_k \) can belong to the \( k \)-th interval set. Since there is no other release time between \( \rho_k \) and \( \rho_{k+1} \), an optimal schedule to process the jobs in the \( k \)-th interval set by a single vehicle is assumed to be a 1-way schedule.

3.2 Dynamic Programming

In this section, we provide a dynamic programming algorithm for the PATH-MVSP with \( K \) distinct release times assuming that all handling times and all edge weights are integers (we discuss in Section 4 how to round given handling times and edge weights into integers). Now \( Z \) in (2) is an integer.

For each \( p = 1, 2, \ldots, m \) and \( k = 1, 2, \ldots, K \), we consider a 1-way sub-schedule \( \pi_k^p \) and its reversal \( \mu_k^p \), each of which processes the jobs in the \( k \)-th interval set by the \( p \)-th vehicle, and denote their completion times by \( C_{p,k} \) (= \( C(\pi_k^p) = C(\mu_k^p) \)). For the PATH-MVSP with \( K \) distinct release times, there are at most \( K^n \) assignments of \( n \) jobs to \( K \) interval sets, and at most \( m^n \) assignments of \( n \) jobs to \( m \) vehicles; we call each of the \( K^m \) ways of assigning \( n \) jobs to \( K \) interval sets and \( m \) vehicles as a job assignment. Moreover, for each interval set of a vehicle, there are two 1-way sub-schedules. Choosing the best schedule among all these possible cases would take \( \Omega(2^K K^n m^n) \) time and space.

Fixed a job assignment, an optimal schedule of each vehicle \( p \) obeying the job assignment can be easily constructed by concatenating 1-way sub-schedules for all interval sets (recall that there are only two 1-way sub-schedules for each interval set of vehicle \( p \)), where we only need to compute the least time to resume the first job in the \( (k+1) \)-interval set after finishing the last job in the \( k \)-interval set for each \( k = 1, 2, \ldots, K - 1 \). During the concatenation, if the starting time of the last job in the \( k \)-interval becomes equal to or larger than \( \rho_{k+1} \) due to the finishing time of the previous job, then we can abort the construction for the job assignment since it violates the definition of interval sets; we call such a job assignment violating. Notice that, in this computation for constructing an optimal schedule of vehicle \( p \), we only need to know the completion times \( C_{p,k} \) of two 1-way sub-schedules to process all jobs in each interval set \( J_{p,k} \), and the first and last jobs to be processed in the interval set \( J_{p,k} \) (the set of jobs in each interval set is not necessarily stored as long as \( C_{p,k} \) for all \( p, k \) are stored and the \( n \) jobs are assumed to be correctly assigned according to a job assignment).

To facilitate the above computation, we define a table \( X^{(n)} \) as the following \( 3Km \)-tuple \( X \):

\[
X = (C_{11}, C_{12}, \ldots, C_{1K}; C_{21}, C_{22}, \ldots, C_{2K}; \ldots; C_{m1}, C_{m2}, \ldots, C_{mK};
L_{11}, L_{12}, \ldots, L_{1K}; L_{21}, L_{22}, \ldots, L_{2K}; \ldots; L_{m1}, L_{m2}, \ldots, L_{mK};
R_{11}, R_{12}, \ldots, R_{1K}; R_{21}, R_{22}, \ldots, R_{2K}; \ldots; R_{m1}, R_{m2}, \ldots, R_{mK}),
\]

where \( L_{p,k} \) (resp., \( R_{p,k} \)) denotes the index of the left (resp., right) end vertex of the zone of \( \pi_k^p \) (which is also the zone of \( \mu_k^p \)), implying that \( L_{p,k} \) and \( R_{p,k} \)
are respectively the first and last jobs to be processed during $\pi_{k}^{[p]}$ while they are respectively the last and first jobs during $\mu_{k}^{[p]}$. We here assume that a table $X^{(n)}$ is constructed from a job assignment. We remark that different job assignments may produce the same table $X^{(n)}$ (this reduces the number of different tables to at most $Z^{K}n^{K}K^{K}$ by $C_{p,k} \leq Z$, $L_{p,k} \leq n$ and $R_{p,k} \leq n$).

From such a table $X^{(n)}$, an optimal schedule of each vehicle $p$ obeying the job assignment which produces the table can be constructed by concatenating 1-way sub-schedules by choosing one of $\pi_{k}^{[p]}$ and $\mu_{k}^{[p]}$ for each $k$, taking $O(2^{K}K)$ time to find the best way of concatenation.

Now consider how to compute the set $\{X^{(n)}\}$ of such tables. Let $X^{(j)}$ denote the set of tables $X^{(j)}$ defined for the jobs in $J(1, j)$. Suppose that the set $X^{(j-1)}$ of tables has been computed. We add the $j$-th job to the $k$-th interval set of vehicle $p$ for all $p$ and $k$ with $r_{j} \leq \rho_{k}$, and update each $X \in X^{(j-1)}$ into a table $X_{p,k}$ in $X^{(j)}$ by computing

$$C_{p,k} := C_{p,k} + w(u_{R_{p,k}}, v_{j}) + h_{j}, \quad R_{p,k} := j, \quad L_{p,k} := j \quad \text{(if } L_{p,k} = 0), \quad (5)$$

where we let $w(u_{R_{p,k}}, v_{j}) = 0$ if $R_{p,k} = 0$. We suppose that $w(u, v)$ for all $u, v \in V$ have been computed, and hence $X_{p,k}$ for each $p, k$ can be updated in $O(1)$ time.

We are now ready to describe an algorithm for computing $X^{(1)}, X^{(2)}, \ldots, X^{(n)}$ by a dynamic programming and for constructing an optimal schedule from $X^{(n)}$.

Algorithm $A'$

**Step 1** (Initialization): Set $X^{(0)}$ to be $\{(0, 0, \ldots, 0; \ldots; 0, 0, \ldots, 0)\}$, a $3Km$-tuple with zero entries.

**Step 2** (Generation of $X^{(1)}, X^{(2)}, \ldots, X^{(n)}$): For $j = 1, 2, \ldots, n$, perform the following computations:

(i) Initialize $X^{(j)}$ by $X^{(j)} := \emptyset$.

(ii) For each table $X \in X^{(j-1)}$, $k = 1, 2, \ldots, K$ and $p = 1, 2, \ldots, m$,

we add job $j$ to the $k$-th interval set of the $p$-th vehicle in the $X$ and update $X$ into $X_{p,k}$ according to (5);

$$X^{(j)} := X^{(j)} \cup \{X_{p,k}\} \quad \text{if } X_{p,k} \not\in X^{(j)}.$$

**Step 3** (Determination of an optimal schedule): For each table $X \in X^{(n)}$, compute the maximum completion time of the corresponding schedule, where we discard table $X$ if it turned out to be violating during the computation. (Recall the completion time of each vehicle can be obtained in $O(2^{K}K)$ time, and hence the maximum completion time in $O(2^{K}Km)$ time for each table.) A table $X \in X^{(n)}$ with the minimum of maximum completion times corresponds to an optimal schedule, which can be obtained by backtracking.

The time complexity of this algorithm is evaluated as follows. As already observed, $|X^{(j-1)}| \leq (n^{2}Z)^{Km}, j = 2, \ldots, n + 1$. In Step 2(ii), we need to test whether $X$ already contains a table which is identical with the table $X_{p,k}$ just generated. By preparing a complete set of all possible tables of $3Km$-tuples,
where each table has a flag which indicates if the table belongs to the
current $\mathcal{X}$, we can answer this query in $O(1)$ time and $O((n^2Z)^{Km})$ space. Hence
Step 2 takes $O(Km(n^2Z)^{Km})$ time. Step 2 repeats $n$ times, and Step 3 takes
$O(2^Km(n^2Z)^{Km})$ time for computing the minimum of the maximum completion
times from a table $X \in \mathcal{X}^{(n)}$. Therefore, the time complexity of algorithm $A'$
is at most $O(Km(n + 2^K)(n^2Z)^{Km})$. Note that this is a pseudopolynomial time
algorithm if the number of vehicles $m$ and the number of release times $K$ are
constants.

4 An Approximation Scheme for Finding an Optimal
Gapless Schedule

Let $C_{\text{max}}(\pi_g^*)$ be the minimum of the maximum completion time of a gapless
schedule, i.e., the maximum completion time of an optimal gapless schedule $\pi_g^*$
in $(G, r, h, w, m)$. The following lower bound on the minimum of the maximum
completion time $C_{\text{max}}(\pi_g^*)$ is immediately obtained:

$$LB = \frac{W + H}{m} - \left(\frac{Z}{m}\right). \quad (6)$$

Consider the PATH-MVSP with $K$ distinct release times, where handling
times and arbitrary edge weights may not be integers. We define

$$\delta = (\varepsilon Z)/4mn^2,$$

and replace the given handling times $h_j$ and edge weights $w(v_j, v_{j+1})$ by scaled
handling times and scaled edge weights

$$h'_j = \lfloor h_j/\delta \rfloor \quad \text{and} \quad w'(v_j, v_{j+1}) = \lfloor w(v_j, v_{j+1})/\delta \rfloor. \quad (8)$$

Note that $LB \leq C_{\text{max}}(\pi_g^*)$ implies $2\delta n^2 \leq (\varepsilon/2)C_{\text{max}}(\pi_g^*)$. Suppose that we
have found an optimal gapless schedule $\pi_g'$ and its maximum completion time
$C'_{\text{max}}(\pi_g')$ for the problem with scaled handling times and scaled edge weights.
Let $C_{\text{max}}(\pi_g')$ denote the maximum completion time of this schedule with respect
to the original handling times and the original edge weights. Let $\pi_g'$ be an optimal
gapless schedule to the original problem, and let $C'_{\text{max}}(\pi_g')$ denote the maximum
completion time of the schedule $\pi_g'$ with respect to the scaled handling times and
scaled edge weights. Making use of the inequalities

$$\delta h'_j \leq h_j < \delta (h'_j + 1) \quad \text{and} \quad \delta w'(v_j, v_{j+1}) \leq w(v_j, v_{j+1}) < \delta (w'(v_j, v_{j+1}) + 1), \quad (9)$$

and noticing that, for any schedule, if $h_j$ and $w(v_j, v_{j+1})$ are increased by some
value $\beta$, then the maximum completion time of the schedule increases at most $2\beta n^2$
(since each vertex or each edge is visited at most $n$ times by a vehicle in a schedule), we obtain

$$C_{\text{max}}(\pi_g') \leq C_{\text{max}}(\pi_g^*) + 2\beta n^2 \leq C_{\text{max}}(\pi_g^*) + 2\delta n^2 \leq C_{\text{max}}(\pi_g^*) + (1 + \varepsilon/2)C_{\text{max}}(\pi_g^*).$$
Thus, any exact algorithm for the problem with scaled handling times $h'_{ij}$ and scaled edge weights $w'(v_j, v_{j+1})$ is a $(1 + \varepsilon/2)$-approximation algorithm for the problem with original handling times and original edge weights.

We now define a family of algorithms $\{A'_t\}$ as follows: $A'_t$ is the algorithm $A'$ applied to the problem with scaled release times $r'_{ij}$ (see (3)), scaled handling times $h'_{ij}$ and scaled edge weights $w'(v_j, v_{j+1})$ (see (8)). The value $\Delta$ (see the proof of Lemma 1) is added to each job's starting time in the final schedule to make it feasible for the original problem. We have the following theorem:

**Theorem 1.** The family of algorithms $\{A'_t\}$ is a polynomial time approximation scheme to the PATH-MVSP for finding an optimal gapless schedule with a time complexity of

$$O((1 + 2/\varepsilon)m(n + 2^{1+2/\varepsilon})(4mn^2/\varepsilon)^{(n+1+2/\varepsilon)}).$$

**Proof.** Algorithm $A'$ applied to the problem with scaled handling times $h'_{ij}$, scaled edge weights $w'(v_j, v_{j+1})$ and $K$ distinct release times is a $(1 + \varepsilon/2)$-approximation algorithm for the problem with original handling times and original edge weights. From Lemma 1, algorithm $A'_t$ delivers a schedule which maximum completion time is at most $(1 + \varepsilon)C_{\text{max}}(\pi^*_\varepsilon)$.

Next we examine the time complexity of $A'_t$. We define $U = \sum_{j=1}^{n-1} w'(v_j, v_{j+1}) + \sum_{j=1}^{n} h'_{ij}$. Obviously, $U \leq Z/\delta = 4mn^2/\varepsilon$. Since $K \leq 1 + 2/\varepsilon$ (see (4)), the running time of algorithm $A'_t$ is $O((1 + 2/\varepsilon)m(n + 2^{1+2/\varepsilon})(4mn^2/\varepsilon)^{(n+1+2/\varepsilon)}).$ 

## 5 An Approximation Scheme for General Schedules

Unfortunately, the optimal schedule $\pi^*$ for a problem instance $(G, r, h, w, m)$ is not always a gapless schedule, and hence $LB = (W + H)/m$ (see (6)) cannot be used as a lower bound on the minimum of the maximum completion time $C_{\text{max}}^*$ attained by general schedules. Thus, a $(1+\varepsilon)$-approximation algorithm presented below conducts an efficient computation equivalent to taking into account all configurations of gaps on $G$ which are possible to be incurred by the optimal schedule. A schedule consists of several gapless schedules for subinstances of $G$.

For gaps $e'_1, e'_2, \ldots, e'_{\lambda} \in E$, each of maximal subpaths $G_{t,1}, G_{t,2}, \ldots, G_{t,\lambda}$ of $\lambda$ induced by non-gap edges will be served by a gapless schedule. To compute an approximate solution to a given instance $(G, r, h, w, m)$, we first consider a configuration of gaps on $G$ that minimizes the maximum of the maximum completion times obtained by algorithm $A'_t$ on subpaths $G_{t,1}, G_{t,2}, \ldots, G_{t,\lambda}$. For a subinstance $(G(i, j), r, h, w, p)$, let $C_G(i, j, r, h, w, p)$ denote the maximum completion time of a schedule computed by algorithm $A'_t$, which is at most $(1 + \varepsilon)$ times of the optimal to the instance. For given jobs $i, j \in J$ ($t \leq j$), a number $p$ of vehicles and an upper bound $\lambda (< p)$ on the number of gaps, we denote by $Q(i, j, p, \lambda)$ the minimum of the maximum $C_G(i, j, r, h, w, p_t)$ of instances $(G_t, r, h, w, p_t), t = 1, 2, \ldots, (n+1)$ over all possible gaps $e'_{i_1}, e'_{i_2}, \ldots, e'_{i_{\lambda}} \in E$, where $\lambda' \leq \lambda$ and $\sum_{t=1}^{\lambda' \lambda} p_t = p$. 


Thus they are recursively defined by the following formula:

\[
Q(i, j, p, 0) = C_e(G(i, j), r, h, w, p),
\]

\[
Q(1, j, p, \lambda) = \min\{Q(1, j, p, 0), \min_{1 \leq p' \leq p - 1} \min_{1 \leq j' \leq j - 1} \max\{Q(1, j', p - p', \lambda - 1), Q(j' + 1, j, p', 0)\}\}\]

Note that \(Q(1, n, m, m - 1)\) is the minimum of the maximum of the approximate maximum completion time of a gapless schedule for a subinstance over all possible configurations of gaps. The following dynamic programming algorithm computes \(Q(1, n, m, m - 1)\).

**Algorithm \(A_e\):**

Input: A path \(G = (V, E)\), where \(V = \{v_1, v_2, \ldots, v_n\}\) is its set of vertices and \(E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, \ldots, n - 1\}\) is its set of edges, release times \(r_j\) for \(j \in J\), handling times \(h_j\) for \(j \in J\), edge weights \(w(v_j, v_{j+1})\) for \(\{v_j, v_{j+1}\} \in E\), the number of vehicles \(m\), and a real number \(\varepsilon > 0\).

Output: A schedule \(\pi_e\) with \(C_{max}(\pi_e) \leq (1 + \varepsilon) \cdot C_{max}^e\).

**Step 1:** for \(p = 1, 2, \ldots, m\) do

for \(i = 1, 2, \ldots, n - p + 1\) do

for \(j = i + p - 1, i + 1, \ldots, n\) do

\[Q(i, j, p, 0) := C_e(G(i, j), r_i, h_i, w_i)\]

by calling algorithm \(A_e'\) for \((G(i, j), r_i, h_i, w_i)\)

end; /* for */

end; /* for */

end; /* for */

**Step 2:** for \(p = 2, 3, \ldots, m\) do

for \(\lambda = 1, 2, \ldots, p - 1\) do

for \(j = p, p + 1, \ldots, n\) do

\[Q(1, j, p, \lambda) := \min\left\{Q(1, j, p, 0), \min_{1 \leq p' \leq p - 1} \min_{1 \leq j' \leq j - 1} \max\{Q(1, j', p - p', \lambda - 1), Q(j' + 1, j, p', 0)\}\right\}\]

end; /* for */

end; /* for */

end; /* for */

**Step 3:** Compute the configuration of gaps that achieves the \(Q(1, n, m, m - 1)\);

For each subinstance \(G(i, j)\) incurred by the configuration, we compute a schedule \(\pi_{(i,j)}\) in Theorem 1.

Let \(\pi_e\) be the schedule consisting of these schedules \(\pi_{(i,j)}\).

Step 1 calls algorithm \(A_e'\) \(O(mn^2)\) times, and hence it requires \(O((1 + 2/\varepsilon) m^2n^2(n + 2^{1+2/\varepsilon}) (4mn^2/\varepsilon)^m (1+2/\varepsilon))\) time from Theorem 1. The value of \(Q(1, j, p, \lambda)\) for each \(j, p\) and \(\lambda\) at Step 2 can be computed in \(O(mn)\) time, and thus this step requires \(O(m^2n^2)\) time. In Step 3, we can trace the configuration of gaps
that achieves the $Q(1, n, m, m - 1)$ in the same time complexity (by storing
the indices that attain the minimum in the formula in Step 2). Therefore, the
running time of algorithm $A_5$ is $O((1 + 2/\varepsilon)m^2n^2(n + 2^{1+2/\varepsilon})(4mn^4/\varepsilon)^{m(1+2/\varepsilon)})$.

**Theorem 2.** The family of algorithms $\{A_5\}$ is a polynomial time approxima-
tion scheme to the PATH-MVSP for finding an optimal schedule with a time
complexity of

$$O((1 + 2/\varepsilon)m^2n^2(n + 2^{1+2/\varepsilon})(4mn^4/\varepsilon)^{m(1+2/\varepsilon)}).$$

**Proof.** In the above, we have seen that algorithm $A_5$ can obtain $Q(1, n, m, m - 1)$
and a configuration of gaps that achieves $Q(1, n, m, m - 1)$ in $O((1 + 2/\varepsilon)m^2n^2(n + 2^{1+2/\varepsilon})(4mn^4/\varepsilon)^{m(1+2/\varepsilon)})$ time. For each subpath $G(i, j)$ incurred by the con-
figuration, a schedule $\pi_{(i,j)}$ in Theorem 1 can be computed in at most $O((1 + 2/\varepsilon)m(n + 2^{1+2/\varepsilon})(4mn^4/\varepsilon)^{m(1+2/\varepsilon)})$ time. By Theorem 1 $\pi_{(i,j)}$ is a $(1 + \varepsilon)$-
approximation to the subinstance, satisfying $C_{\max}(\pi_{(i,j)}) \leq Q(1, n, m, m - 1)$.
Therefore, the schedule which consists of these schedules $\pi_{(i,j)}$ is a $(1 + \varepsilon)$-
approximation to the original problem $(G(1, n), r, h, w, m)$.

Before closing this section, we remark that our approach to the PATH-MVSP
 can be applied to the MVSP in a tree $G$. Given release times and handling times
on jobs (each located at a vertex in $G$) and symmetric weights on edges, the
problem asks to find an optimal schedule of $m$ vehicles to process all the
jobs. Let $\ell$ be the number of leaves in $G$. For a set $J'$ of jobs with the same release
time, we see that an optimal schedule to process $J'$ is given by visiting all the
jobs in $J'$ along the minimal subtree $T_{J'}$ containing $J'$ (hence the completion
time is bounded by $2\ell$). Thus such a schedule can be reconstructed in $O(n)$ time
from the first and last jobs to be processed in $J'$ and the set of leaves of $T_{J'}$.
To obtain our dynamic programming in Section 3 in the tree case, we need to have
a table $X$ of $(\ell + 1)Km$-tuple which consists of the completion time $C$ and
the set of leaves in a subtree, where $K$ ($\leq 1 + 2/\varepsilon$) is the number of distinct rounded release times. An update of each table takes $O(Kmn(2Zn^2)^{Kn^m})$ time. Thus
the dynamic programming computes an optimal solution to the problem with integer handling times and edge weights in $O(Kmn^2 + 2^Kn^m)$ time.
From a similar discussion in Section 4, by scaling handling times and edge
weights by $\delta = (2Z\varepsilon)/8mn^2$, we obtain a $(1 + \varepsilon)$-approximation algorithm with
time complexity $O((1 + 2/\varepsilon)m(n^2 + 2^{1+2/\varepsilon})(8mn^2+\varepsilon/\varepsilon)^{m(1+2/\varepsilon)})$ to the problem
of finding an optimal gapless schedule. To find the best configuration of gaps
in a tree $G$, we need to check at most $\sum_{p=1}^m (p-1)(p-1) = O((nm)^m)$ cases.
Therefore, we obtain a $(1 + \varepsilon)$-approximation algorithm with time complexity
$O((1 + 2/\varepsilon)m^m n^m + (n^2 + 2^{1+2/\varepsilon})(8mn^2+\varepsilon/\varepsilon)^{m(1+2/\varepsilon)})$ to the MVSP in trees,
which is polynomial if the numbers of vehicles and leaves in $G$ are fixed.

6 Concluding Remarks

In this paper, we discussed a scheduling problem of vehicles on a path with release
and handling times, PATH-MVSP. The problem asks to find an optimal schedule of $m$ vehicles serving $n$ jobs that minimizes the maximum completion
time of all the jobs. The PATH-MVSP is NP-hard for any fixed $m \geq 2$. In this paper, we presented a polynomial time approximation scheme to the problem, i.e., a family of algorithms $\{A_r\}$. For any $\varepsilon > 0$, algorithm $A_r$ delivers a schedule with the maximum completion time at most $(1 + \varepsilon)$ times the optimal in $O((1 + 2/\varepsilon)n^2m^2(n + 2^{1+2/\varepsilon})(4mn^4/\varepsilon)^{m(1+2/\varepsilon)})$ time. Our approximation scheme $\{A_r\}$ is based on approximation of the problem by rounding given release times, and the fact that any schedule consists of some gapless schedules on subpaths of a given path. We also observed that our algorithm can be extended to the case where $G$ is a tree, showing the MVSP in trees admits a polynomial time approximation scheme as long as the numbers of vehicles and leaves in $G$ are constant. In the future research, different polynomial time approximation schemes with less space complexity may be considered.
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Abstract. Theoretical study of the multiprocessor job scheduling problem has made significant progress recently, which, however, seems not yet to imply practical algorithms. This paper offers new observations and introduces new techniques for the multiprocessor job scheduling problem $P_k|\text{fix}|C_{\text{max}}$. The concept of semi-normal schedulings is introduced and a very simple linear time algorithm for constructing semi-normal schedulings is developed. Thorough analysis is provided in the study of semi-normal schedulings, which enables us to conclude that the proposed algorithm is an approximation algorithm of ratio $9/8$ for the $P_3|\text{fix}|C_{\text{max}}$ problem. This improves the previous best (practical) ratio $7/6$ by Goemans. Our techniques are also useful for multiprocessor job scheduling problems on systems with more than three processors.

1 Introduction

An assumption made in classical scheduling theory is that each job is executed by a single processor. With the advances in parallel processing, this assumption may no longer be valid for job systems. For example, in semiconductor circuit design workforce planning, a design project is processed by a group of people. The project contains $n$ jobs, and each job is handled by a specific subgroup of the people working simultaneously on the job. Each person may belong to several different subgroups but can work on at most one job at a time. Many other applications of this kind of multiprocessor job scheduling model have been discovered [5,15,16]. A typical multiprocessor job scheduling problem is the $P_k|\text{fix}|C_{\text{max}}$ problem, in which the system has $k$ processors, and each job is assigned to a fixed processor set. The objective is to schedule a given set of jobs so that the makespan (i.e., the system final finishing time) is minimized.

Feasibility and approximability of $P_k|\text{fix}|C_{\text{max}}$, in particular, of $P_3|\text{fix}|C_{\text{max}}$, have been studied extensively. Hoogeveen et al. [13] showed that $P_3|\text{fix}|C_{\text{max}}$ is NP-hard in the strong sense thus it does not have a fully polynomial time approximation scheme unless $P = \text{NP}$ (see also [2,3]). Blazewicz et al. [2] developed...
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a polynomial time approximation algorithm of ratio 4/3 for \( P_3 | \text{fix} | C_{\text{max}} \), which was improved later by Dell’Olmo et al.\cite{dell2014} to ratio 5/4. Goemans \cite{goemans1994} further improved the results with a polynomial time approximation algorithm of ratio 7/6 for \( P_k | \text{fix} | C_{\text{max}} \). More recently, Amoura et al.\cite{amoura2015} developed a polynomial time approximation scheme for \( P_k | \text{fix} | C_{\text{max}} \) for every fixed integer \( k \). Polynomial time approximation schemes for a generalized version of \( P_k | \text{fix} | C_{\text{max}} \) have also been developed recently \cite{chen2016, goemans2017}.

The approximation schemes \cite{chittaro2014, goemans2017, goemans1994} for \( P_k | \text{fix} | C_{\text{max}} \) are of great theoretical significance. However, most of these algorithms are based on extensive enumerations of certain kinds of schedules together with either dynamic programming or linear programming techniques. This makes the algorithms practically slow and difficult to implement. Chen and Miranda \cite{chen2016} have called for more practically efficient and easy-implementable approximation algorithms for the multiprocessor job scheduling problem for systems with small number of processors.

The current paper is a response to the call by \cite{chen2016}. We study the \( P_3 | \text{fix} | C_{\text{max}} \) problem. All practical algorithms for \( P_k | \text{fix} | C_{\text{max}} \) are more or less based on the concept of normal scheduling in which all jobs of the same mode must be executed consecutively. It is known \cite{dell2014} that the best normal scheduling has makespan at most 5/4 of the optimal makespan. Goemans \cite{goemans1994} generalized the concept of normal scheduling by allowing splitting one 1-processor job set of the same mode, and showed that the best schedules under this generalization have makespan at most 7/6 of the optimal makespan. This is currently the best practical algorithm for the \( P_3 | \text{fix} | C_{\text{max}} \) problem.

We further generalize Goemans’ technique by allowing all possible splittings of 1-processor job sets. In other words we study schedulings in which only 2-processor jobs of the same mode are required to be executed consecutively. We call such schedulings “semi-normal” schedulings. We first show that the problem of constructing optimal semi-normal schedulings can be reduced to the classical partition problem, and develop a very simple linear time algorithm that constructs a nearly optimal semi-normal scheduling. Thorough analysis and detailed discussion are provided in the study of semi-normal schedulings, which enables us to conclude that the proposed algorithm is an approximation algorithm of ratio 9/8 for the \( P_3 | \text{fix} | C_{\text{max}} \) problem. This improves the previous best ratio 7/6 by Goemans \cite{goemans1994}. Our techniques are also useful for multiprocessor job scheduling problems on systems with more than three processors.

2 Basic Definitions and Simple Facts

Suppose that the system has three processors \( p_1, p_2, \) and \( p_3 \). An instance of the \( P_3 | \text{fix} | C_{\text{max}} \) problem is a set of jobs: \( J = \{ j_1, j_2, \ldots, j_n \} \), where each job \( j_i \) is described by a pair \( j_i = (Q_i, \tau_i) \), \( Q_i \) is a subset of \( \{ p_1, p_2, p_3 \} \) indicating the processor set required to execute the job \( j_i \), and \( \tau_i \) is the parallel processing time of the job \( j_i \) executed on the processor set \( Q_i \). The processor set \( Q_i \) is called the processing mode (or simply mode) of the job \( j_i \).
A scheduling $S$ of the job set $J$ is an assignment of each job $j_i$ in $J$ with a starting time to be executed on the processor set $Q_i$ in the 3-processor system such that no processor is used for execution of more than one job at any moment. Preemption is not allowed. The makespan of the scheduling $S$ is the latest finish time of a job in $J$ under the scheduling $S$. An optimal scheduling of the job set $J$ is a scheduling whose makespan is the minimum over all schedulings of $J$. The makespan of an optimal scheduling for the job set $J$ is denoted by $\text{Opt}(J)$. An approximation algorithm $A$ for $P_3|\text{fix}|C_{\text{max}}$ is an algorithm that for each given instance $J$ of $P_3|\text{fix}|C_{\text{max}}$ constructs a scheduling for $J$. The approximation ratio of the algorithm $A$ is (bounded by) $r$ if for any instance $J$, the makespan of the scheduling for $J$ constructed by $A$ is bounded by $r \cdot \text{Opt}(J)$.

We consider approximation algorithms for $P_3|\text{fix}|C_{\text{max}}$. Since we can always schedule jobs of mode $\{p_1, p_2, p_3\}$ before other jobs without increasing the approximation ratio of an algorithm for $P_3|\text{fix}|C_{\text{max}}$, we can assume, without loss of generality, that an instance of $P_3|\text{fix}|C_{\text{max}}$ contains no jobs of mode $\{p_1, p_2, p_3\}$. Thus, there are at most $2^3 - 2 = 6$ processing modes for jobs in an instance (the mode $\emptyset$ is also naturally excluded). A job is a 1-job if its mode consists of a single processor, and a 2-job if its mode consists of two processors.

Group the jobs in $J$ into six subsets in terms of their modes: $J = \{J_1, J_2, J_3, J_{12}, J_{13}, J_{23}\}$, here for each index $y \in \{1, 2, 3\}$, $J_y$ is the set of all 1-jobs of mode $\{p_y\}$ in $J$, and for each index pair $\{y, z\} \in \{1, 2, 3\}$, $J_{yz}$ is the set of all 2-jobs of mode $\{p_y, p_z\}$ in $J$. For a job set $J'$, we will denote by $|J'|$ the sum of the total processing times required by the jobs in $J'$.

**Definition 1.** Let $T_1 = |J_1| + |J_{12}| + |J_{13}|$, $T_2 = |J_2| + |J_{12}| + |J_{23}|$, and $T_3 = |J_3| + |J_{13}| + |J_{23}|$. Define $K_J = \max\{T_1, T_2, T_3, |J_{12}| + |J_{13}| + |J_{23}|\}$.

**Lemma 1.** The value $K_J$ is a lower bound for $\text{Opt}(J)$, i.e., $\text{Opt}(J) \geq K_J$.

**Lemma 2.** If $|J_{xz}| \leq K_J/8$ for an index pair $\{x, z\}$, or $|J_y| \leq |J_{xz}| + K_J/8$ for a permutation $\{x, y, z\}$ of the indices $\{1, 2, 3\}$, then at least one of the schedulings in Figure 1 has makespan bounded by $(9/8)\text{Opt}(J)$.
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Fig. 1. (A) Scheduling when $|J_{xz}|$ is small; (B) Scheduling when $|J_y|$ is not too large
Proof. Suppose \(|J_{xz}| \leq K_J/8\). Consider the scheduling in Figure 1(A). It is easy to see that before the job set \(J_{xz}\) starts, there is at least one processor, as \(p_0\) in Figure 1(A), which has never had idle time. Therefore, the makespan of the scheduling is not larger than \(\max\{T_1, T_2, T_3\} + |J_{xz}|\), which is bounded by \(K_J + K_J/8 \leq (9/8)\)Opt\(J\).

Now suppose \(|J_{y}| \leq |J_{xz}| + K_J/8\). Consider the scheduling in Figure 1(B). It is easy to see that the job subset \(J_{xz}\) finishes at time no later than \(K_J\). Now if we let job set \(J_y\) start at the time where \(J_{xz}\) starts, then since \(|J_{y}| \leq |J_{xz}| + K_J/8\), the job set \(J_y\) will finish at time no later than \(K_J + K_J/8\), which is bounded by \((9/8)\)Opt\(J\). \(\square\)

Therefore, we will concentrate on the following kind of instances.

Definition 2. An instance \(J\) of \(P_3|fix|C_{\text{max}}\) is nontrivial if for every permutation \(\{x, y, z\}\) of \(\{1, 2, 3\}\), \(|J_y| > |J_{xz}| + K_J/8\), and for every index pair \(\{x, z\}\) \(\subseteq\) \(\{1, 2, 3\}\), \(|J_{xz}| > K_J/8\).

In particular, if \(J\) is nontrivial, then \(|J_y| > K_J/4\) for all indices \(y \in \{1, 2, 3\}\).

3 Semi-normal Scheduling

Following [8], we call a scheduling for an instance \(J\) of \(P_3|fix|C_{\text{max}}\) a normal scheduling if all jobs of the same mode in \(J\) are executed consecutively. It is known [8] that the best normal scheduling for \(J\) has makespan bounded by \((5/4)\)Opt\(J\). We propose a natural extension of the normal schedulings.

Definition 3. A scheduling for an instance \(J\) of the \(P_3|fix|C_{\text{max}}\) problem is semi-normal if for each index pair \(\{y, z\}\) \(\subseteq\) \(\{1, 2, 3\}\), all 2-jobs of mode \(\{p_y, p_z\}\) are executed consecutively.

We discuss how a semi-normal scheduling is constructed based on partitions of 1-jobs. Suppose we somehow partitioned the 1-job set \(J_y\) into \(J'_y\) and \(J''_y\), and the 1-job set \(J_z\) into \(J'_z\) and \(J''_z\). Hence the job set \(J\) is now partitioned into:

\[ J = \{J_x, J'_y, J''_y, J'_z, J''_z, J_{xy}, J_{xz} \}. \]

A scheduling algorithm Scheduler\((y, z)\) based on this partition is given in Figure 2, where for job set \(J_y\), denote by \(s_y\) and \(f_y\) the starting and finishing times of \(J_x\), respectively, under the scheduling. Similarly we define \(s'_y, J'_y, s''_y, J''_y, s'_z, J'_z, s''_z, J''_z, J_{xy}, J_{xz}, f_x\), and \(f_y\).

An intuitive illustration of the scheduling is also given in Figure 2.

Lemma 3. The makespan of the scheduling \(S_{yz}\), in algorithm Scheduler\((y, z)\) is equal to \(\max\{\text{Opt}(J), |J'_y| + |J_{yz}| + |J'_z| + |J_{xz}| + |J''_y| + |J_{yz}| + |J''_z| + |J_{xz}|\}\).

Proof. Let \(t_0\) be the makespan of the scheduling \(S_{yz}\). We have \(t_0 = \max\{f'_y, f_{xz}\}\).

Suppose \(t_0 = f'_y\). If \(f''_y \geq f'_z\), then \(t_0 = |J_{xy}| + |J'_y| + |J_{yz}| + |J''_y| = T_0 \leq \text{Opt}(J)\), while if \(f''_y < f'_z\), then \(t_0 = |J'_y| + |J_{yz}| + |J''_y|\).

Now suppose \(t_0 = f_{xz}\). If \(f_x \geq f''_y\) then \(t_0 = |J_{xy}| + |J_x| + |J_{xz}| = T_x \leq \text{Opt}(J)\).

For \(f_x < f''_y\), if \(f''_y \geq f'_z\) then \(t_0 = |J_{xy}| + |J''_y| + |J_{yz}| + |J'_z| \leq \text{Opt}(J)\); while if \(f''_y < f'_z\), then \(t_0 = |J'_y| + |J_{yz}| + |J''_y| + |J_{xz}| = T_x \leq \text{Opt}(J)\).
Algorithm. Scheduler(y, z)
Input: a partition \( J = \{ J_y, J'_y, J''_y, J'_z, J''_z, J_{xy}, J_{xz}, J_{yz}, J_{zz} \} \) of the job set \( J \).
Output: a semi-normal scheduling \( S_{yz} \) of \( J \).
1. \( s_{xy} = 0; \quad s'_y = 0; \)
2. \( s_x = f_{xy}; \quad s''_y = f_{xy}; \)
3. \( s_{yz} = \max\{ f''_y, f'_y \}; \)
4. \( s'_y = f_{yz}; \quad s''_y = f_{yz}; \)
5. \( s_{xz} = \max\{ f_x, f'_z \}. \)

Fig. 2. Scheduling \( S_{yz} \) based on partitions of 1-job sets \( J_y \) and \( J_z \)

Thus, \( t_0 \leq \max\{ \text{Opt}(J), |J'_y| + |J_y| + |J'_y| + |J_{xy}| + |J_y| + |J''_y| + |J_{zz}| \}. \)

Consider the other direction. We obviously have \( t_0 \geq \text{Opt}(J) \). Moreover, note that in the scheduling \( S_{yz} \), \( \{ J'_y, J_y, J'_z \} \) and \( \{ J_{xy}, J''_y, J_y, J''_z, J_{xz} \} \) are the ordered sequences of job sets in which a job set will not start before the job set before it finishes. This implies directly that the makespan \( t_0 \) of \( S_{yz} \) is not smaller than \( |J'_y| + |J_y| + |J'_y| \) and \( |J_{xy}| + |J''_y| + |J_y| + |J''_z| + |J_{xz}| \).

By Lemma 3, to reduce the makespan of \( S_{yz} \), we should construct a partition of \( J_y \) and \( J_z \) to minimize the value \( \max\{ |J'_y|, |J'_y|, |J''_y| + |J_{yz}| \} \).

Definition 4. Let \( J \) be an instance for \( P_3|\text{fix}|C_{\text{max}} \). For each \( \{ y, z \} \subseteq \{ 1, 2, 3 \} \), let \( L_{yz} \) be the list that consists of the item \( \tau_{xy+zz} = |J_{xy}| + |J_{xz}| \) and the processing times of the jobs in \( J_y \cup J_z \). Let \( L_{yz}^D \) be the sublist of \( L_{yz} \) consisting of \( \tau_{xy+zz} \) and the items larger than \( K_j/4 \) in \( L_{yz} \).

Therefore, we should partition the list \( L_{yz} \) into two boxes \( B_{yz}' \) and \( B_{yz}'' \) so that the box size difference is minimized. To simplify the discussion, we will say “a job \( j \) is in a list \( L_k \) (e.g., \( L_{yz} \) or \( L_{yz}^D \))” if the processing time of the job \( j \) is in the list \( L \). This should not introduce any confusion.

Remark 3.1. For any \( J \), each of the sets \( J_{yz} \) and \( J_{xz} \) has at most three jobs in the list \( L_{yz}^D \) — otherwise we would have either \( |J_{yz}| > K_j \) or \( |J_{xz}| > K_j \).

Remark 3.2. If the instance \( J \) is nontrivial, then \( |J_{yz}| > K_j/8 \) for all index pairs \( \{ y, z \} \). Thus, each job subset \( J_{yz} \) can have at most two jobs in the list \( L_{yz}^D \). In fact, if \( J_y \) has three jobs in \( L_{yz}^D \), then \( |J_y| > (3/4)K_j \). This, together with \( \tau_{xy+yz} = |J_{xy}| + |J_{yz}| > K_j/4 \), would give \( T_y = |J_y| + |J_{xy}| + |J_{yz}| > K_j \).

We apply a variation of the classical Graham List Scheduling algorithm [11], to partition the list \( L_{yz} \) into two boxes \( B_{yz}' \) and \( B_{yz}'' \), as shown in Figure 3.

Remark 3.3. By Remark 3.1, the list \( L_{yz}^D \) consists of at most seven items. Thus, step 1 of Partition\((y, z)\) takes constant time, and the algorithm Partition\((y, z)\) runs in linear time.

Definition 5. Let \( B_{yz}' \) and \( B_{yz}'' \) be the boxes constructed by the algorithm Partition\((y, z)\). The item that is last added to the larger box among \( B_{yz}' \) and \( B_{yz}'' \).
Algorithm. **Partition**$(y, z)$

Input: the list $L_{yz}$

Output: a partition $(B'_{yz}, B''_{yz})$ of the list $L_{yz}$

1. start with a partition of the list $L^D_{yz}$ into the two boxes $B'_{yz}$ and $B''_{yz}$ so that the item $\tau_{xy+zz} = |J_{xy}| + |J_{xz}|$ is in the box $B_{yz}$ and the difference of the box sizes is minimized;

2. for each item $\tau$ in $L_{yz} - L^D_{yz}$ do
   \begin{enumerate}
   \item if $|B'_{yz}| \leq |B''_{yz}|$ then add $\tau$ to $B'_{yz}$ else add $\tau$ to $B''_{yz}$;
   \end{enumerate}

3. $J'_y = J_y \cap B'_{yz}$; $J''_y = J_y \cap B''_{yz}$; $J'_z = J_z \cap B'_{yz}$; $J''_z = J_z \cap B''_{yz}$.

**Fig. 3.** Partition of the job sets $J_y$ and $J_z$ is called the **covering item**, and the difference $|B'_y - B''_y|$ is called the **box difference**, denoted by $d_{yz}$.

**Remark 3.4.** Steps 1 and 2 of the algorithm **Partition**$(y, z)$ guarantees that the covering item is not smaller than the box difference $d_{yz}$.

**Lemma 4.** Let $(B'_{yz}, B''_{yz})$ be the partition of the list $L_{yz}$ from **Partition**$(y, z)$. Then the makespan of the semi-normal scheduling $S_{yz}$ based on this partition by **Scheduler**$(y, z)$ is equal to $\max\{\text{Opt}(J), |B'_{yz}| + |J_{yz}|, |B''_{yz}| + |J_{yz}|\}$, which is bounded by $\text{Opt}(J) + d_{yz}/2$.

**Proof.** The first conclusion is obvious. Moreover, we have

$$
\begin{align*}
\max\{|B'_{yz}| + |J_{yz}|, |B''_{yz}| + |J_{yz}|\} &= \max\{|B'_{yz}|, |B''_{yz}|\} + |J_{yz}| \\
&= (|B'_{yz}| + |B''_{yz}|)/2 + (|B'_{yz}| - |B''_{yz}|)/2 + |J_{yz}| \\
&\leq (|J'_y| + |J''_y|) + (|J'_z| + |J''_z|) + 2|J_{yz}| + 2|J_{yz}|/2 + d_{yz}/2 + |J_{yz}| \\
&= (|J'_y| + |J'_z| + |J_{xy}| + |J_{xz}| + 2|J_{yz}|) + d_{yz}/2 \\
&= (T_j + T_z)/2 + d_{yz}/2 \\
&\leq \text{Opt}(J) + d_{yz}/2
\end{align*}
$$

**Corollary 1.** If the covering item is not in the list $L^D_{yz}$, then the makespan of the scheduling $S_{yz}$ constructed by **Scheduler**$(y, z)$ is bounded by $(9/8)\text{Opt}(J)$.

**Proof.** By the definition of the list $L^D_{yz}$, if the covering item is not in $L^D_{yz}$, then it is bounded by $K_{j}/4$. By Remark 3.4, the box difference $d_{yz}$ is also bounded by $K_{j}/4$. Now since $K_{j} \leq \text{Opt}(J)$, the corollary follows directly from Lemma 4.

Our main algorithm, **SemiNormal**, for the $P_3|\text{fix}|C_{\text{max}}$ problem constructs a semi-normal scheduling for a given instance based on the algorithms **Scheduler** and **Partition**. The algorithm is given in Figure 4. The algorithm obviously runs in linear time. The rest of this paper is to show that the approximation ratio of the algorithm **SemiNormal** is bounded by 9/8.
Algorithm. SemiNormal
Input: an instance \( J \) of the \( P_3|\text{fix}|C_{\text{max}} \) problem.
Output: a semi-normal scheduling for \( J \).
1. for each index pair \( \{y, z\} \subseteq \{1, 2, 3\} \) do
   call Partition\((y, z)\) to partition the list \( L_{yz} \) into \((B'_y, B'_z)\);
   call Scheduler\((y, z)\) to construct a scheduling \( S_{yz} \) for \( J \) on the partition;
2. output the scheduling of the minimum makespan constructed in step 1.

Fig. 4. Main algorithm for the \( P_3|\text{fix}|C_{\text{max}} \) problem

4 On Job Sets with No Small 1-Jobs

In this section, we study the approximation ratio of our algorithm SemiNormal on instances of \( P_3|\text{fix}|C_{\text{max}} \) with a special structure.

Definition 6. An instance \( J \) is with no small 1-jobs if all 1-jobs in \( J \) have processing time > \( K_J/4 \).

A scheduling \( S_J \) of makespan \( t_0 \) for an instance \( J \) of \( P_3|\text{fix}|C_{\text{max}} \) can be naturally divided into disjoint job blocks, as follows. A 2-job block of mode \( \{p_x, p_y\} \) consists of the two processors \( p_x \) and \( p_y \) and a maximal time interval \([t, t'] \subseteq [0, t_0] \) in \( S_J \) such that from time \( t \) to \( t' \), the processors \( p_x \) and \( p_y \) are executing jobs of mode \( \{p_x, p_y\} \), and a 1-job block of mode \( \{p_x\} \) consists of the processor \( p_x \) and a maximal time interval \([t, t'] \subseteq [0, t_0] \) such that at any time during \([t, t'] \), the processor \( p_x \) is either executing a job of mode \( \{p_x\} \) or is idle.

Note that in a 2-job block, the two related processors remain busy during the entire time interval, while in a 1-job block, the related processor may become idle for a part or the entire time interval. Since no two 2-jobs of different modes can be executed in parallel, no two 2-job blocks in \( S_J \) can have their time intervals overlap. Thus, the 2-job blocks in \( S_J \) can be given in a list \( H(S_J) \), ordered increasing by their starting execution times. The list \( H(S_J) \) will be called the 2-job block list for \( S_J \). We will use the subscript to indicate the mode of a block.

For example, \( F_yz \) will be a 2-job block of mode \( \{p_y, p_z\} \).

Lemma 5. If two consecutive 2-job blocks in the 2-job block list \( H(S_J) \) have the same mode, then they can be merged into a single job block without increasing the makespan of the scheduling.

Lemma 6. Let \( S_J \) be a scheduling for a nontrivial instance \( J \) with no small 1-jobs. If there are more than two 2-job blocks of mode \( \{p_x, p_y\} \) in the 2-job block list \( H(S_J) \), then we can merge two 2-job blocks of mode \( \{p_x, p_y\} \) into a single one without increasing the makespan.

Lemma 7. Let \( S_J \) be a scheduling for a nontrivial instance \( J \) with no small 1-jobs. If the 2-job block list \( H(S_J) \) contains three consecutive 2-job blocks of the form \( \{F_{yz}, F_{yz}, F'_{yz}\} \), then two 2-job blocks in \( S_J \) can be merged into one without increasing the makespan.
Lemma 8. Let $J$ be an instance with no small 1-jobs. Then the scheduling constructed by the algorithm SemiNormal for $J$ has the minimum makespan over all semi-normal schedulings for $J$.

Proof. Let $S_J$ be a semi-normal scheduling for $J$ such that the makespan $t_0$ of $S_J$ is the minimum over all semi-normal schedulings for $J$. Let $H(S_J) = \{F_{xy}, F_{zy}, F_{xz}\}$ be the 2-job block list for $S_J$. Without loss of generality, we assume the job block $F_{xy}$ starts at time 0 (otherwise, we simply swap $F_{xy}$ with the 1-job blocks of mode $\{p_x\}$ and of mode $\{p_y\}$ before $F_{xy}$ in $S_J$). Similarly, we assume the job block $F_{xz}$ ends at time $t_0$.

Under these assumptions, there are exactly one 1-job block $F_x$ of mode $\{p_x\}$, at most two 1-job blocks $F'_y$ and $F''_y$ of mode $\{p_y\}$, and two 1-job blocks $F'_z$ and $F''_z$ of mode $\{p_z\}$, as illustrated in Figure 2, where each 1-job set is extended to include the neighboring idle time in the processor to form a 1-job block. By Lemmas 3 and 4, the makespan of $S_J$ is equal to $t_0 = \max\{|Opt(J)|, |B'_{yz}| + |J_{yz}|, |B''_{yz}| + |J_{yz}|\}$, where $(B'_{yz}, B''_{yz})$ is a partition of the list $L_{yz}$.

When we apply the algorithm SemiNormal to the instance $J$, in step 1 on the same index pair $(y, z)$, the algorithm SemiNormal calls the algorithm Partition(y, z) to partition the list $L_{yz}$ into $(B'_{yz}, B''_{yz})$, then constructs a scheduling $S_{yz}$ based on this partition. By Lemma 4, the makespan of the scheduling $S_{yz}$ is equal to $\max\{|Opt(J)|, |B'_{yz}| + |J_{yz}|, |B''_{yz}| + |J_{yz}|\}$. Since $J$ is an instance with no small 1-jobs, the lists $L_{yz}$ and $L_{yz}$ are identical. Thus, the partition $(B'_{yz}, B''_{yz})$ of the list $L_{yz}$ constructed by Partition(y, z) minimizes the box difference $|(B'_{yz} - |B''_{yz}|)$ (see step 1 of the algorithm Partition(y, z) in Figure 3), that is, $\max\{|B'_{yz}|, |B''_{yz}|\} < \max\{|B'_{yz}|, |B''_{yz}|\}$. Thus, the makespan of the scheduling $S_{yz}$ is not larger than $t_0$. The lemma follows since the algorithm SemiNormal picks the best semi-normal scheduling over all $S_{yz}$. □

Corollary 2. Let $J$ be an instance with no small 1-jobs. If $J$ is not nontrivial, then the semi-normal scheduling constructed by SemiNormal for $J$ has makespan bounded by $(9/8)Opt(J)$.

Thus, we only need to concentrate on nontrivial instances.

Lemma 9. Let $J$ be a nontrivial instance with no small 1-jobs in which the job subset $J_z$ has two jobs. Let $d_{xz}$ and $d_{yz}$ be the box differences of the partitions of the lists $L_{xz}$ and $L_{yz}$, respectively, constructed by the algorithm Partition. Then we have either $d_{xz} \leq \max\{(T_0 + T_1)/5, K_1/4\}$ or $d_{yz} \leq \max\{(T_0 + T_2)/5, K_1/4\}$.

Lemma 10. Let $J$ be an instance with no small 1-jobs. Then the makespan of the semi-normal scheduling for $J$ constructed by the algorithm SemiNormal is bounded by $(9/8)Opt(J)$.

Proof. By Corollary 2, we can assume that the instance $J$ is nontrivial. By Lemma 8, it suffices to show that in any case there is always a semi-normal scheduling for the instance $J$ whose makespan is bounded by $(9/8)Opt(J)$.

Let $S_{opt}$ be an optimal scheduling of makespan $Opt(J)$ for the job set $J$. Let $H(S_{opt})$ be the 2-job block list for $S_{opt}$. If $S_{opt}$ is semi-normal, then we are done.
So suppose $S_{\text{opt}}$ is not semi-normal. By Lemmas 5, 6, and 7, we can assume that (1) no two consecutive 2-job blocks in $H(S_{\text{opt}})$ are of the same mode; (2) each 2-processor mode has at most 2 job blocks in $H(S_{\text{opt}})$; and (3) in $H(S_{\text{opt}})$ there are no three consecutive 2-job blocks of the form $(F_{xy}, F_{yz}, F'_{xy})$. Under all these assumptions, the list $H(S_{\text{opt}})$ must be of one of the following three forms: $(F_{xy}, F'_{yz}, F_{xz}, F'_{xy}), (F_{xy}, F_{yz}, F'_{xz}, F'_{xy}),$ and $(F_{xy}, F_{yz}, F_{xz}, F'_{xy}, F'_{yz}, F'_{xz})$.

In case $H(S_{\text{opt}}) = (F_{xy}, F_{yz}, F_{xz}, F'_{xy}, F'_{yz}, F'_{xz})$, we can, similar as before, assume that $F_{xy}$ starts at time 0 and that $F'_{xz}$ ends at time $\text{Opt}(J)$. The scheduling $S_{\text{opt}}$ should have the configuration shown in Figure 5(A). The situations in which $H(S_{\text{opt}})$ has less than six 2-job blocks can also be represented by this configuration by properly setting certain blocks to have length 0.

![Fig. 5. Rearrangement for the structure \(\{F_{xy}, F_{yz}, F_{xz}, F'_{xy}, F'_{yz}, F'_{xz}\}\)](image)

If one of $F_x$ and $F'''_{yz}$ is empty, then we can easily merge $F_{xy}$ and $F'_{yz}$ into a single one without increasing the makespan. Therefore, we can assume that $F_x$ and $F'''_{yz}$ are not empty. Since $J$ is a nontrivial instance with no small 1-jobs, $J_z$ has at most two jobs. Thus, the 1-job blocks $F'_x$ and $F'''_{yz}$ must be empty.

**Case 1.** $|F_{xy}| + |F_x| + |F'''_{yz}| \leq |F_{xy}| + |F_{yz}| + |F'_{xz}| + \text{Opt}(J)/8$.

In this case, we rearrange the job blocks as shown in Figure 5(B). In this rearrangement, processors $p_y$ and $p_x$ still halt at time $\text{Opt}(J)$. To see this, note that after pushing $F_{xz}$ and $F'_{xz}$ to the beginning and $F_{yz}$ and $F'_{yz}$ to the end of the dashed area, the space left in processor $p_x$ is just enough for $F_x$, $F'_x$, $F'''_{xz}$, and $F'''_{yz}$. Moreover, from Figure 5(A), we have $|F'_y| \geq |F_{xz}| + |F'_{xz}|$ and $|F'''_{yz}| \geq |F_{xz}|$. Therefore, there is no “gap” between $F'''_{yz}$ and $F_{xy}$ in the rearrangement in Figure 5(B). It follows immediately that there is just enough space left in processor $p_y$ for $F_x$ and $F'''_{yz}$. Thus, the makespan of this rearrangement is

$$|F'_y| + |F'''_{yz}| + |F_{xy}| + |F'_{xy}| + |F_{xz}| + |F_x| + |F'''_{yz}|$$

which, under the assumption of this case, is not larger than

$$|F'_y| + |F_x| + |F_{yz}| + |F'_{xy}| + |F'_{xz}| + |F'''_{yz}| + \text{Opt}(J)/8$$

Since $|F'_y| + |F_x| + |F_{yz}| + |F'_{xy}| + |F'_{xz}| + |F'''_{yz}|$ is just the makespan $\text{Opt}(J)$ of $S_{\text{opt}}$ in Figure 5(A), the makespan of the rearrangement in Figure 5(B) is bounded by $(9/8)\text{Opt}(J)$. Moreover, the resulting scheduling is semi-normal.

**Case 2.** $|F_{xy}| + |F_x| + |F'''_{yz}| > |F_{xy}| + |F_{yz}| + |F'_{xz}| + \text{Opt}(J)/8$.
According to Figure 5(A) and the assumption of the Goemans, we have

\[ \text{Opt}(J) = |F_z| + |F_{yz}| + |F_{xz}| + |F_{yy}'| + |F_{yy}''| \]

\[ > |F_{zz}| + |F_{zy}'| + |F_{zy}''| + |F_{yx}| + |F_{yy}| + |F_{yy}''| + \text{Opt}(J)/8 \]

\[ \geq T_z + \text{Opt}(J)/8 \]

The second inequality is because the processor \( p_z \) is entirely idle in the 1-job blocks \( F_z' \) and \( F_z'' \). Thus \( T_z < (7/8)\text{Opt}(J) \).

Since both \( F_z' \) and \( F_z'' \) are nonempty, and \( J \) is with no small 1-jobs, the job subset \( J_z \) has exactly 2 jobs. By Lemma 9, the box differences \( d_{zz} \) and \( d_{zy} \) of the partitions of the lists \( L_{zz} \) and \( L_{zy} \) constructed by the algorithm \textbf{Partition} satisfy either \( d_{zz} \leq \max\{(T_z + T_x)/5, K_j/4\} \) or \( d_{zy} \leq \max\{(T_y + T_z)/5, K_j/4\} \). If \( d_{zz} \) or \( d_{zy} \) is bounded by \( K_j/4 \), then the lemma follows from Lemma 4. Thus, assume \( d_{zz} \leq (T_z + T_x)/5 \) (the proof is similar for the case \( d_{zy} \leq (T_y + T_z)/5 \). By Lemma 4, the semi-normal scheduling \( S_{zz} \) constructed by the algorithm \textbf{Scheduler} based on the partition \( (B_{zz}', B_{zz}'') \) given by the algorithm \textbf{Partition}(\( x, z \)) has makespan equal to \( \max(\text{Opt}(J), |B_{xz}'| + |J_{xz}|, |B_{zz}'| + |J_{zz}|) \). We have

\[ \max\{|B_{xz}'| + |J_{xz}|, |B_{zz}'| + |J_{zz}|\} = \max\{|B_{xz}'|, |B_{zz}'|\} + |J_{xz}| \]

\[ = (|B_{xz}'| + |B_{zz}'|)/2 + d_{xz}/2 + |J_{xz}| \]

\[ = (J_x + |J_{xz}| + |J_{yz}| + |J_{yy}| + 2|J_{zz}|)/2 + d_{xz}/2 \]

\[ = (T_x + T_y)/2 + d_{xz}/2 \leq (T_x + T_z)/2 + (T_y + T_z)/10 \]

\[ = (3/5)(T_x + T_z) \leq (3/5)(\text{Opt}(J) + (7/8)\text{Opt}(J)) \]

\[ = (9/8)\text{Opt}(J) \]

Thus, the semi-normal scheduling \( S_{zz} \) constructed by the algorithm \textbf{Scheduler} on index pair \( \{x, z\} \) has makespan bounded by \( (9/8)\text{Opt}(J) \). □

5 Concluding Analysis and Final Remarks

We are finally able to conclude the approximation ratio of our main algorithm \textbf{SemiNormal} on the \( P_3|\text{fix}|C_{\max} \) problem.

**Theorem 1.** The approximation ratio of the algorithm \textbf{SemiNormal} for the \( P_3|\text{fix}|C_{\max} \) problem is bounded by \( 9/8 \).

**Proof.** Let \( J \) be an instance for the \( P_3|\text{fix}|C_{\max} \) problem and let \( \bar{J} \) be the job set \( J \) with all 1-jobs of processing time bounded by \( K_j/4 \) removed. Thus, \( \bar{J} \) is an instance with no small 1-jobs.

By Lemma 8, on an index pair \( \{y, z\} \), based on the partition \( (B_{yz}', B_{yz}'') \) of the list \( L_{yz}^D \) given by the algorithm \textbf{Partition}, the algorithm \textbf{Scheduler} constructs the semi-normal scheduling \( \bar{S}_{yz} \) for the instance \( \bar{J} \) whose makespan is the minimum over all semi-normal schedulings of \( \bar{J} \). By Lemma 4 and Lemma 10, the makespan of \( \bar{S}_{yz} \) is equal to \( \max(\text{Opt}(J), |B_{yz}'| + |J_{yz}|, |B_{yz}'| + |J_{yz}|) \) and is
bounded by \((9/8)\text{Opt}(\tilde{J})\) (note that the job sets \(J\) and \(\tilde{J}\) have the same set of 2-jobs).

Applying the algorithm \textbf{Partition} to the list \(L_{yz}\) results in a partition
\((B'_{y1}, B''_{y1})\) of \(L_{yz}\). Applying the algorithm \textbf{Scheduler} on this partition gives a
scheduling \(S_{yz}\) of the job set \(J\), whose makespan is equal to \(\max\{\text{Opt}(J), |B'_{y1}| + |J_{y1}|, |B''_{y1}| + |J_{y1}|\}\). If the covering item of the partition \((B'_{y2}, B''_{y2})\) is not in the
list \(L^D_{y2}\), then by Corollary 1, the scheduling \(S_{yz}\) has makespan bounded by
\((9/8)\text{Opt}(J)\).

On the other hand, suppose the covering item of the partition \((B'_{y2}, B''_{y2})\) is in
the list \(L^D_{y2}\). By the algorithm \textbf{Partition}, the partition \((B'_{y2}, B''_{y2})\) is constructed by starting with the partition \((B'_{y2}, B''_{y2})\) of the list \(L^D_{y2}\) then applying Graham List Scheduling on the items in \(L_{yz} - L^D_{y2}\). Thus, if the covering item of \((B'_{y2}, B''_{y2})\)

is in \(L^D_{y2}\), then all items in \(L_{yz} - L^D_{y2}\) are in the smaller box among \(B'_{y2}\) and \(B''_{y2}\),
and we have

\[
\max\{|B'_{y2}|, |B''_{y2}|\} = \max\{|\tilde{B}'_{y2}|, |\tilde{B}''_{y2}|\}
\]

Thus, the makespan of the scheduling \(S_{yz}\) for \(J\) is bounded by

\[
\max\{\text{Opt}(J), |B'_{y2}| + |J_{y2}|, |B''_{y2}| + |J_{y2}|\} \leq \max\{\text{Opt}(J), (9/8)\text{Opt}(\tilde{J})\} \\
\leq (9/8)\text{Opt}(J)
\]

The last inequality is because \(\tilde{J}\) is a subset of \(J\) so \(\text{Opt}(\tilde{J}) \leq \text{Opt}(J)\).

The theorem now follows since the algorithm \textbf{SemiNormal} picks the best
scheduling \(S_{yz}\) among all index pairs \(\{y, z\}\).

We close this paper by a number of remarks.

Goemans’ algorithm allows splitting one 1-job set \(J_z\), while our algorithm
allows splitting two 1-job sets \(J_y\) and \(J_z\). It is easy to see that splitting further
1-job set will not get any improvement. In fact, our semi-normal scheduling only
requires that the 2-jobs of the same mode be executed consecutively, regardless
how the 1-jobs are split. Therefore, to achieve further improvement, we must
consider splitting 2-job sets.

The makespan of semi-normal schedulings cannot be arbitrarily close to the
optimal makespan. In fact, by Lemma 4 (and also see the proof of Lemma 8), an
optimal semi-normal scheduling for \(J\) can be obtained by an optimal partition
of the list \(L_{yz}\) for some index pair \(\{y, z\}\). It is well-known that the optimal list
partition problem has a fully polynomial time approximation scheme [9]. Thus,
if the makespan of semi-normal schedulings is arbitrarily close to the optimal
makespan, then the problem \(P_{3|fiz|C_{max}}\) would also have a fully polynomial
time approximation scheme, contradicting the fact that \(P_{3|fiz|C_{max}}\) is NP-hard
in the strong sense [13].

Despite the above fact, the approximation ratio of our algorithm is much
better than 9/8 in most cases, in particular for instances that do not have very
large 1-jobs. For example, if the processing time of 1-jobs in an instance \(J\) is
bounded by \(K_J/10\), then from Lemma 2 and Lemma 4, it is not difficult to
see that the scheduling constructed by our algorithm has makespan bounded by
\((21/20)\text{Opt}(J)\).
Approximation algorithms for multiprocessor job scheduling problems based on normal schedulings and their variations are in general very simple and seem to achieve very good approximation ratio. Besides the previous success \cite{8,10} and our current paper on the $P_k|fiz|C_{\text{max}}$ problem, we have recently extended our techniques successfully to achieve improved approximation ratio for systems with more than three processors \cite{12}. For example, for the $P_k|fiz|C_{\text{max}}$ problem for $k = 4$ and 5, our algorithms based on normal schedulings achieve approximation ratios 1.5 and 2, respectively, improving the previous best results \cite{6}. It should be interesting to further explore the potential of this method.
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Abstract. Packet losses in the current networks take place because of buffer shortage in a router. This paper studies how many buffers should be prepared in a router to eliminate packet losses in the context that an on-line scheduling algorithm in the router must decide the order of transmitting packets among m queues each of which corresponds to a single traffic stream. To exclude packet losses with a small amount of buffers, the maximum queue length must be kept low over the whole scheduling period. This new on-line problem is named the balanced scheduling problem (BSP). By competitive analysis, we evaluate the power of on-line algorithms regarding to the prevention of packet losses. The BSP accompanies tasks with negative costs. Solving an on-line problem which admits tasks with negative costs is our main theoretical contribution. We prove a simple greedy algorithm is $\Theta(\log m)$-competitive and nearly optimal, while the ROUND ROBIN scheduling cannot break the trivial upper bound of $m$-competitiveness. Finally, this paper examines another balancing problem whose objective is to balance the delay among the $m$ traffic streams.

1 Introduction

Network communication represented by the Internet has been expanded to public steadily during the past decade. However, the current Internet is inadequate for commercial use because of its best-effort nature which admits packet losses, when the network links are congested. In the current best-effort network the end source host has to retransmit the discarded packets like TCP protocol to recover the lost information when a packet loss occurs. Unfortunately this solution has the disadvantage that additional traffic may make the congestion worse. For this reason, it is marvelous if one can construct a network environment where the network itself guarantees no packet loss in the first place.

In general, packet losses are caused when buffers in a network router run short because of sudden burst traffic. Therefore, there are two means to prevent packet losses: (I): To restrict the amount of the total traffic flowing into the router and/or (II): To prepare many buffers in the router.

The former approach is called the admission control in the research area of QoS (quality-of-service) networks. As for the latter approach that is the
theme of this paper, avoiding packet losses is possible if the router is ideally
given infinite buffers. This paper studies the amount of buffers which should
be given to a router to eliminate packet losses in the context that \( m \) traffic
streams flowing into a router \( R \) shares the same output port and a scheduling
algorithm in \( R \) must decide the order of transmitting packets among \( m \) FIFO
queues each of which is responsible for exactly one traffic stream (Fig. 1). At
each time unit \( t \), \( N_t \) packets arrive at \( R \). Here \( N_t \) depends on \( t \) and \( N_t \geq 0 \).
To which traffic stream a packet belongs is identified by a label attached to the
packet. According to this label, the packet is once stored into the corresponding
FIFO queue. As for the output, \( R \) chooses one non-empty queue and outputs the
packet at its head per time unit. Therefore the phenomenon that \( N_t > 1 \) implies
some burst traffic is breaking out. This paper assumes a simple fair Complete
Buffer Partitioning (CBP [8]) scheme which fairly allocates the same number of
buffers to the \( m \) queues statically, i.e. reassigning buffers dynamically among the
queues is disallowed. It is very easy to implement the CBP scheme.

![Fig. 1. Scheduling in a router](image)

In the above setting, the number of buffers enough to exclude packet losses
is equal to \( m \) times the maximal queue length where the maximum is taken
over the whole period during which the scheduling algorithm in \( R \) serves all the
packets. This quantity depends on the scheduling policy, so that we can judge the
power of scheduling algorithms in terms of the prevention of packet losses from the
maximal queue length over the whole scheduling period. For this reason, this paper investigates a new on-line scheduling problem whose purpose is to
minimize the maximal queue length over the whole scheduling period. We name this
fresh problem the on-line balanced scheduling problem (BSP).

We evaluate the power of on-line algorithms for the BSP using competitive
analysis [9] which compares the performance of an on-line algorithm to that of the
optimal off-line algorithm. Concretely, we examine how many times on-line
algorithms must prepare as many buffers as the optimal off-line algorithm \( opt \)
which knows the entire packet arrival sequence in advance so as to eliminate
packet losses. Let \( L_A(\sigma) \) be the maximal queue length over the whole scheduling
period when a scheduling algorithm $A$ serves a packet arrival sequence $\sigma$. An on-line algorithm $A$ is called $c$-competitive if $L_A(\sigma) < c \times L_{opt}(\sigma)$ for any $\sigma$.

First in Sect. 2, the balanced scheduling problem is formally defined. In Sect. 3, the lower bounds of the competitiveness of on-line algorithms are investigated. We show that any deterministic/randomized on-line algorithm cannot exceed the competitiveness of $O(\log m)$. Specifically the popular algorithm ROUND ROBIN is not better than the trivial upper bound of $m$-competitiveness. In Sect. 4, the greedy algorithm named GREEDY which always selects the longest queue at each time unit is studied. We show that GREEDY is a nearly optimal on-line algorithm and achieves the competitiveness of $O(\log m)$. Thus, GREEDY is by far superior to ROUND ROBIN regarding to the prevention of packet losses.

We would like to emphasize that the basic essence of the BSP to balance some objective function among traffic streams is getting more and more important in QoS networks. While the BSP aims at balancing the queue length, balancing other objective functions, say delay, is also worth pursuing from the practical viewpoint. For example, a promising QoS model named Proportional Delay Differentiation Service [6] requires that the weighted delay per packet should be balanced among traffic streams so that each traffic stream may achieve a different level of service proportional to its importance. Motivated by this work, in Sect. 5, we consider an on-line problem whose purpose is to decrease the maximum sum-of-delays incurred in a single queue. This problem is named the delay balanced scheduling problem (DBSP). For the DBSP, no deterministic on-line algorithm is better than $O(\log m)$-competitive.

Here, we remark this paper does not argue that ROUND ROBIN is useless, because ROUND ROBIN achieves the throughput fairness among the streams which GREEDY does not. For practical use, GREEDY should be adopted after the length of the longest queue goes beyond some threshold value and another scheduling algorithm like ROUND ROBIN should be used till then.

1.1 Related Work

Theoretically the BSP is related to the on-line load balancing problem initiated by Graham [7]. In the load balancing problem, given $m$ servers, we must assign each incoming task to one of the $m$ servers in such a way that the maximum load on the servers is minimized. Each task arrives one by one and holds its own positive load vector of length $m$ whose coordinates indicate the increase in load when it runs on the corresponding server. Many variants of on-line load balancing problems have been considered so far. In the identical machines model [7] all the coordinates of a load vector are the same. In the restricted machines model [4], each task can be handled only by a subset of the servers, though all the coordinates of a load vector are the same. The natural greedy algorithm becomes $(2 - \frac{1}{m})$-competitive in the identical machines model [7] and $O(\log m)$-competitive in the restricted machines model [4] respectively. The temporal tasks model [2][3] assumes that tasks have a limited duration and disappear after their duration. The greedy algorithm becomes $O(m^{\frac{1}{m}})$-competitive [2] in this model.

The BSP differs greatly from the traditional on-line load balancing problem in that load of all the servers must be balanced by selecting departing packets.
By the procedure illustrated in Fig. 2, the BSP is transformed to a new online load balancing problem that must face two difficulties that all the previous models do not have:

- The coordinates of a load vector of a task may take a negative value.
- A subset of servers on which a individual task can run depends on the behavior of the scheduling algorithm.

Especially, handling the former difficulty is a large contribution of this paper, because tasks with negative costs usually make competitive analysis infeasible. Roughly speaking, the transformed BSP seems to be the extension of the restricted machines model that admits tasks with negative costs. Because GREEDY is $\Theta(\log m)$-competitive for the BSP, the complexity of the BSP does not differ from that of the restricted machines model of the on-line load balancing problem interestingly, despite tasks with negative costs are introduced. By contrast, GREEDY achieves a quite smaller upper bound in the BSP than in the temporal tasks model, though both problems admit tasks to leave servers. We infer the reason for this difference is that the scheduler decides aggressively the finish time of tasks in the BSP unlike the temporal tasks model.

1. A packet arrival in the BSP is mapped to a task of size 1 which only a single specific server can process.
2. A packet output from $R$ in the BSP is mapped to a task of size -1 which only non-idle servers can process.

Fig. 2. Transforming Procedure of the BSP

2 Problem Statement

2.1 Balanced Scheduling Problem

The balanced scheduling problem (BSP) is formally defined as follows. We are given $m$ FIFO queues $q_1, q_2, \ldots, q_m$ in a router $R$ and a sequence of packet arrivals at $R$. Initially at time $0$, all the $m$ queues are empty. At each time $t > 0$, $N_t$ packets expressed by $m$-tuples $(N^1_t, N^2_t, \ldots, N^m_t)$ first arrive at $R$, where each $N^i_t$ is a non-negative integer and $N_t = \sum_{i=1}^m N^i_t$. The packets that have just arrived are stored into the $m$ queues such that $N^i_t$ packets go into $q_i$ for $1 \leq i \leq m$.

Then a scheduling algorithm $A$ operating in $R$ selects one non-empty queue and outputs a packet at its head unless all the queues are empty. We assume that at least one queue is not empty until the end of the whole scheduling period. This assumption does not lose generality, because, if there is a time when all the queues are empty, we can partition the packet arrival sequence into multiple subsequences for each of which the BSP is separately solved.

Let $\ell_A(t)$ be the length of $q_i$ at time $t$ in the running of the scheduling algorithm $A$ after arriving packets are stored into the corresponding queue. Since
the length of a queue before $A$ outputs a packet from $R$ may differ from that after $A$ outputs it within the same time instance $t$, we distinguish the time after the output of the packet by attaching a superscript $a$ to $t$ like $t^{a}$ specially when necessary. Since the maximum instantaneous queue length must be considered to avoid packet losses, we normally pay attention to the length of the queues before $A$ outputs a packet, i.e. $l_{A}^{a}(t)$, not $l_{A}^{a}(t^{a})$. The notation of $t^{a}$ is used only for the analysis of algorithms. The maximal queue length at time $t$ by $A$ is defined as

$$l_{A}(t) = \max_{1 \leq i \leq m} \{l_{i, A}^{a}(t)\}.$$ 

Let $\sigma$ be a sequence of packet arrivals and $|\sigma|$ be the time of the last arrival. Then, the maximal queue length over the whole scheduling period for $\sigma$ by $A$ is defined as

$$L_{A}(\sigma) = \max_{0 \leq t \leq |\sigma|} l_{A}(t).$$ 

(1)

The purpose of the BSP is to find a scheduling algorithm $A$ that reduces $L_{A}(\sigma)$.

Let us describe the total number of packets stored in the $m$ queues at time $t$ as $C(t)$. Note that $C(t)$ does not depend on the scheduling algorithm, because the number of packets that have left $R$ before $t$ is independent of the scheduling algorithm. For any on-line algorithm $A$, $l_{A}(t) \leq C(t)$ trivially. For the optimal off-line algorithm opt, $l_{\text{opt}}(t) \geq \frac{C(t)}{m}$ because $C(t)$ packets are distributed among the $m$ queues. Therefore it holds that $l_{A}(t) \leq m \cdot l_{\text{opt}}(t)$ for any $t$. Thus, the obvious upper bound for the BSP is derived as Theorem 1.

**Theorem 1.** Any on-line algorithm for the BSP is $m$-competitive at worst.

### 2.2 Delay Balanced Scheduling Problem

To describe the DBSP, we need to explain what the term "delay" means. Suppose that a packet $p$ arrives at $R$ at time $t_{1}$ and leaves $R$ at time $t_{2}$. Then the delay of the packet, $d_{p}$, is $t_{2} - t_{1}$. Let $P_{i}$ be the set of all the packets assigned to $q_{i}$ over the whole scheduling period. Then the total delay $D_{i, A}^{t}$ of a queue $q_{i}$ incurred by the scheduling algorithm $A$ is defined as $\sum_{p \in P_{i}} d_{p}$. The purpose of the DBSP is to construct a scheduling algorithm $A$ which minimizes $\max_{1 \leq i \leq m} D_{i, A}^{t}$.

In analyzing algorithms for the DBSP, we suppose a packet $p$ incurs a delay of 1 per time unit over its duration, rather than it incurs a delay of $d_{p}$ all at once at the end of its duration. Then the total delay of $q_{i}$ up to time $t$ by $A$, $D_{i, A}^{t}(t)$, is defined as follows.

$$D_{i, A}^{t}(1) = 0.$$ 

$$D_{i, A}^{t}(t + 1) = \begin{cases} D_{i, A}^{t}(t) + t_{i}^{a}(t) - 1, & \text{if } q_{i} \text{ is selected by } A \text{ at time } t. \\ D_{i, A}^{t}(t) + t_{i}^{a}(t), & \text{if } q_{i} \text{ is not selected by } A \text{ at time } t. \end{cases}$$

The function $D_{i, A}^{t}(t)$ is equal to $D_{i, A}^{t}$ at the end of the scheduling period. If we define $D_{A}(t)$ as $\max_{1 \leq i \leq m} D_{i, A}^{t}(t)$, $D_{A}(t)$ is equal to $\max_{1 \leq i \leq m} D_{i, A}^{t}$ at the end of the scheduling period similarly. In Sect. 5, we deal with the function $D_{A}(t)$. 
3 The Lower Bound

3.1 Lower Bounds for General On-line Algorithms

At the beginning, we obtain lower bounds for general on-line algorithms. A technique similar to the lower bound technique [4] for the restricted machines model of the on-line load balancing problem is exploited. In the proof, an adversary constructs a packet arrival sequence $\sigma$ which annoys on-line algorithms.

**Theorem 2.** Let $A$ be any deterministic on-line algorithm for the BSP. Then $A$ is not better than $(1 + \lfloor \log_2 m \rfloor)$-competitive.

**Proof.** Let $j$ be the largest integer satisfying $2^j \leq m$, i.e., $j = \lfloor \log_2 m \rfloor$. The adversary constructs $\sigma$ by dividing it into $j + 1$ phases. For $1 \leq k \leq j$, the $k$-th phase starts at time $1 + \sum_{r=1}^{k-1} 2^{j-r}$ and lasts for $2^{j-k}$ time units. The final $(j + 1)$-th phase starts at time $1 + \sum_{r=1}^{j} 2^{j-r}$ and continues only for one time unit. For example, the first phase starts at time 1 and finishes at time $2^{j-1}$, the second phase starts at time $1 + 2^{j-1}$ and finishes at time $2^{j-1} + 2^{j-2}$ and so on.

How to construct $\sigma$ in the $k$-th phase is shown below in detail.

- **Step 1:** $2^{j-k+1}$ packets arrive at $R$ when the $k$-th phase starts, so that exactly one new packet is assigned to each of the $2^{j-k+1}$ longest queues in $A$’s running. Ties are broken arbitrarily. Note that the adversary predicts accurately the lengths of all the $m$ queues since $A$ is deterministic.

- **Step 2:** No more packet arrives during the $k$-th phase after Step 1.

$\sigma$ has a property that the number of leaving packets in the $k$-th phase is equal to the number of arriving packets in the $(k + 1)$-th phase for $1 \leq k \leq j$. From now on, we show that $L_A(\sigma)$ reaches $1 + \lfloor \log_2 m \rfloor$ while $L_{opt}(\sigma) = 1$. Let $T_k$ be the time when the $k$-th phase begins.

As for $opt$, in the $k$-th phase, $opt$ selects the $2^{j-k}$ queues to which a packet is assigned in the $(k + 1)$-th phase exactly once. This scheduling keeps the invariant that, at the beginning of every phase, exactly $2^j$ queues hold just one packet and the rest of the queues are empty. That is, for any $t$, $l_{opt}(t) = 1$. Hence, $L_{opt}(\sigma) = 1$.

As for $A$, by induction on the index of phases $k$, we prove that the $2^{j-k+1}$ longest queues have a length of $k$ at time $T_k$. The base case is trivial, since $2^j$ queues have a length of 1 at time 1 from the structure of $\sigma$. Assume that the $2^{j-k+1}$ longest queues have a length of $k$ at time $T_k$ in $A$’s running. $2^{j-k}$ packets leave $R$ in the $k$-th phase because its duration is $2^{j-k}$. Thus, at least $2^{j-k+1} - 2^{j-k} = 2^{j-k}$ queues still have a length of $k$ when the $k$-th phase terminates. Because the $2^{j-k}$ longest queues increase their lengths by 1 at the beginning of the next phase, it follows that the $2^{j-k}$ longest queues have a length of $k+1$ at $T_{k+1}$, which completes the proof of the induction step. Thus it holds that $l_A(T_k) = k$ for $1 \leq k \leq j + 1$. Therefore, $L_A(\sigma) = 1 + \lfloor \log_2 m \rfloor = (1 + \lfloor \log_2 m \rfloor) \cdot L_{opt}(\sigma)$. \qed

The proof technique in Theorem 2 enables us to derive a randomized lower bound also. The proof is omitted here.

**Theorem 3.** Let $A$ be any randomized on-line algorithm for the BSP. Then $A$ is not better than $(1 + \log_2 m)$-competitive against the oblivious adversary.
3.2 Lower Bound for ROUND ROBIN

Next we examine the lower bound of a popular algorithm ROUND ROBIN. Unfortunately ROUND ROBIN cannot exceed the trivial upper bound of $m$.

**Algorithm ROUND ROBIN**: Initially the algorithm may select any non-empty queue. On condition that the algorithm selects a queue $q_i$ at time $t$, the queue selected at time $t + 1$ is the queue $q_{(r+i) \mod m}$. Here $r$ is the minimum positive integer satisfying the condition that $q_{(r+i) \mod m}$ is not empty.

**Theorem 4.** ROUND ROBIN is not better than $m$-competitive.

*Proof.* Without loss of generality, we assume that ROUND ROBIN selects $q_1$ initially. Again an adversary passes a bad packet arrival sequence $\sigma$ to ROUND ROBIN. $\sigma$ is constructed in the next way.

- Step1: At time 1, $m^2$ packets arrive at $R$ such that $m$ packets are assigned to each $q_i$ for $1 \leq i \leq m$.
- Step2: At time $km + 1$ for $1 \leq k \leq m$, $m$ new packets are assigned to $q_m$.

The analysis advances by dividing the scheduling period into $m + 1$ phases. The $k$-th phase begins at time $(k-1)m + 1$ and finishes at time $km$ for $1 \leq k \leq m + 1$. Note that the number of packets that leave $R$ in the $k$-th phase is equal to the number of arriving packets in the $(k + 1)$-th phase for $1 \leq k \leq m$.

The optimal off-line algorithm $opt$ chooses $q_m$ all the time. This assures that the length of $q_m$ equals 0 at the end of each phase and that it increases to $m$ at the beginning of the $k$-th phase for $k \geq 2$. The lengths of all the other queues take a constant value of $m$ all the time. Hence it holds that $l_{opt}(t) = m$ for an arbitrary time $t$. Thus, $L_{opt}(\sigma) = m$.

On the other hand, ROUND ROBIN selects all the $m$ queues once in each phase except the last $(m + 1)$-th phase, since all the queues have at least one packet at the beginning of the $k$-th phase ($k \leq m$). Since the algorithm initially selects $q_1$, $q_m$ is always the longest queue in the running of ROUND ROBIN. The length of $q_m$ at the beginning of the $k$-th phase ($k \leq m + 1$) is calculated as:

$$l_{ROUND ROBIN}((k-1)m + 1) = mk - (k-1) = (m-1)k + 1.$$  

This value reaches to the maximum when $m + 1$ is substituted for $k$. Hence, $L_{ROUND ROBIN}(\sigma) = (m-1)(m+1) - 1 = m^2 = m \cdot L_{opt}(\sigma)$.  

4 The Upper Bound

This section analyzes the performance of a specific algorithm GREEDY. Since simple greedy policies are analyzed in many load-balancing problems [1][2][4][7], measuring the performance of GREEDY enables us to estimate the relative difficulty of the BSP to other problems.

**Algorithm GREEDY**: At any time, GREEDY selects the longest queue. Ties are broken arbitrary.

**Theorem 5.** GREEDY is $(3 + \lfloor \log_2 m \rfloor)$-competitive.
Theorem 5 together with Theorem 2 claims that GREEDY is a nearly optimal on-line algorithm. We extend the proof technique for the restricted machines model of the on-line load balancing problem [4].

**Proof.** We introduce a function named gap which maps packets in a FIFO queue in GREEDY’s running to some integers. Let \( \sigma \) be an arbitrary packet arrival sequence. Suppose \( p \) is the \( \tau \)-th packet from the top (i.e. the output port) of a FIFO queue \( q_i \) at time \( t \) in GREEDY’s running. Then the gap of the packet \( p \) at time \( t \), denoted by \( \text{gap}(p, t) \), is defined as \( \tau - t_{\text{opt}}^{q_i}(t) \). Intuitively, the function gap expresses the height of packets in a FIFO queue in GREEDY’s running relative to the length of the corresponding queue in \( \text{opt} \).

According to the value of gap, we partition FIFO queues in GREEDY’s running into layers as follows. Denote \( L_{\text{opt}}(\sigma) \) by \( l \). See Fig. 3(A). The \( k \)-th layer of a queue \( q_i \) at time \( t \) consists of packets \( p \) stored in \( q_i \) at \( t \) in GREEDY’s running such that \((k - 1)l + 1 \leq \text{gap}(p, t) \leq kl \). The number of packets contained in the \( k \)-th layer of \( q_i \) is expressed as \( W_k^i(t) \). The next property about \( W_k^i(t) \) is crucial in the analysis of GREEDY.

**Lemma 1.** For any \( k \geq 1 \), \( W_k^i(t) = l \) if \( W_{k+1}^i(t) > 0 \).

**Proof.** Because \( W_{k+1}^i(t) > 0 \), \( t_{\text{opt}}^{q_i}(t) + kl \). Hence, the number of packets in \( q_i \) whose gaps are greater than or equal to \((k - 1)l + 1 \) but less than or equal to \( kl \) is exactly \( l \) in GREEDY’s running.

**Corollary 1.** For any \( k \geq 1 \), \( W_k^i(t) \geq W_{k+1}^i(t) \).

![Fig. 3. Partition of a queue into layers](image)

Furthermore, the following notations are required to proceed the proof.

- \( R_k^i(t) = \sum_{j=k}^{\infty} W_j^i(t) \).
- \( W_k(t) = \sum_{i=1}^{\infty} W_k^i(t) \).
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\[ R_k(t) = \sum_{j > k} W_j(t). \]

\( R'_k(t) \) is equal to the total number of packets in \( q_i \) contained in the layers strictly higher than the \( k \)-th layer. \( W_k(t) \) presents the total number of packets contained in the \( k \)-th layer over all the \( m \) queues, while \( R_k(t) \) presents the total number of packets contained in the layers strictly higher than the \( k \)-th layer over all the \( m \) queues. Therefore, it holds, for any \( k \geq 1 \), that

\[ R_{k+1}(t) = R_k(t) - W_{k+1}(t). \]  \( \text{(2)} \)

Note that \( W_k(t^* \) = \( W_k(t + 1) \) and \( R_k(t^*) = R_k(t + 1) \) because the number of packets in each layer of a certain queue \( q_i \) is not affected even if the same number of packets arrive at \( q_i \) at the beginning of time \( t + 1 \) both in \( \text{opt} \) and in \( \text{GREEDY} \). By contrast \( W_k(t^*) \) (\( R_k(t^*) \) may be different from \( W_k(t) \) (\( R_k(t) \) respectively) depending on the queues selected by the two algorithms at time \( t \).

Our strategy is to compare the simultaneous running of the two algorithms \( \text{GREEDY} \) and \( \text{opt} \) on an arbitrary packet arrival sequence \( \sigma \) and to prove the next relation is maintained all the time for all \( k \geq 1 \).

\[ W_k(t) \geq R_k(t). \]  \( \text{(3)} \)

Assume that \( (3) \) is correct. Then, from \( (2) \) and \( (3) \), we have \( R_{k+1}(t) = R_k(t) - W_{k+1}(t) \leq R_k(t) - R_{k+1}(t) \). Thus,

\[ R_{k+1}(t) \leq \frac{1}{2} R_k(t). \]

Then, by applying this inequality \( \lceil \log_2 m \rceil \) times, the next inequality is derived. Note that \( R_{1}(t) \leq m \), because \( L_{\text{opt}}(\sigma) = 1 \).

\[ R_{\lceil \log_2 m \rceil + 1}(t) \leq \left( \frac{1}{2} \right)^{\lceil \log_2 m \rceil} R_{1}(t) \leq \left( \frac{1}{2} \right)^{\log_2 m} R_{1}(t) = \frac{1}{m} R_{1}(t) \leq \frac{m l}{m} = l. \]

Therefore the number of packets included in the layers strictly higher than the \( (\lceil \log_2 m \rceil + 1) \)-th layer is at most \( l \). As the result, the length of the longest queue in \( \text{GREEDY} \)’s running at time \( t \) is bounded from above as follows.

\[ l_G(t) \leq L_{\text{opt}}(t) + (\lceil \log_2 m \rceil + 1)l + l \leq (3 + \lceil \log_2 m \rceil)l. \]  \( \text{(4)} \)

Since \( (4) \) holds without regard to time \( t \), the proof of Theorem 5 is complete.

From now on we verify \( (3) \) for all \( k \geq 1 \) and for any \( t \). Pick up an arbitrary positive integer as \( k \). The proof makes use of the induction on time \( t \). As for the base case, \( (3) \) is trivial at time 1 before packets are output, since all the \( m \) queues have the same number of packets both in \( \text{opt} \) and in \( \text{GREEDY} \).

In the next, suppose that \( W_k(t) \geq R_k(t) \) at \( t \) before the two algorithms select queues from which a packet is output. It suffices to show that

\[ W_k(t^*) \geq R_k(t^*), \]

because \( W_k(t + 1) = W_k(t^*) \) and \( R_k(t + 1) = R_k(t^*) \). Assume \( q_i \) is the queue selected by \( \text{opt} \) and \( q_i \) is the one selected by \( \text{GREEDY} \) at \( t \). If \( q_i \) is identical
with $q_j$, it is obvious that $W_k(t^a) = W_k(t) \geq R_k(t) = R_k(t^a)$. Let us suppose $q_i \neq q_j$ hereafter. Because $W_k(t) = W_k(t^a)$ and $R_k(t) = R_k(t^a)$ for any queue $q_a$ except $q_i$ and $q_j$, we may concentrate on how $q_i$ and $q_j$ behave only.

First consider the behavior of $q_i$. If $t_i^G(t) < t_{opt}^i(t)$, $t_i^G(t^a) \leq t_{opt}^i(t^a)$. So that

$$W_k^i(t) = W_k^i(t^a) = 0 \quad \text{and} \quad R_k^i(t) = R_k^i(t^a) = 0. \quad (5)$$

If $t_i^G(t) \geq t_{opt}^i(t)$, the next arithmetic expressions are obtained from the definition of $W_k^i(t)$ and $R_k^i(t)$, where $Y$ is defined as $\left\lfloor \frac{t_i^G(t) - t_{opt}^i(t)}{t_i^G(t)} \right\rfloor + 1$. See Fig. 3(B).

$$W_k^i(t^a) = \begin{cases} W_k^i(t), & \text{if } k \neq Y \\ W_k^i(t) + 1, & \text{if } k = Y \end{cases} \quad (6)$$

$$R_k^i(t^a) = \begin{cases} R_k^i(t) + 1, & \text{if } k < Y \\ R_k^i(t), & \text{if } k \geq Y \end{cases} \quad (7)$$

Next consider the behavior of $q_j$. If $t_j^G(t) \leq t_{opt}^j(t)$, $t_j^G(t^a) < t_{opt}^j(t^a)$. Thus,

$$W_k^j(t) = W_k^j(t^a) = 0 \quad \text{and} \quad R_k^j(t) = R_k^j(t^a) = 0. \quad (8)$$

In case $t_j^G(t) > t_{opt}^j(t)$, let $X = \left\lfloor \frac{t_j^G(t) - t_{opt}^j(t)}{t_j^G(t)} \right\rfloor$. From the definition of $W_k^j(t)$ and $R_k^j(t)$, the next arithmetic formulas are obtained.

$$W_k^j(t^a) = \begin{cases} W_k^j(t), & \text{if } k \neq X \\ W_k^j(t) - 1, & \text{if } k = X \end{cases} \quad (9)$$

$$R_k^j(t^a) = \begin{cases} R_k^j(t) - 1, & \text{if } k < X \\ R_k^j(t), & \text{if } k \geq X \end{cases} \quad (10)$$

From the equations from (5) to (10) and the assumption that $W_k(t) \geq R_k(t)$ at $t$, at least either of the next two conditions must be satisfied to break the relation (3) at $t^a$: (TYPE I) $W_k^j(t^a) = W_k^j(t) - 1$, or (TYPE II) $R_k^j(t^a) = R_k^j(t) + 1$. From now on, we show that (3) is preserved even if either of the above conditions takes place.

(TYPE I): Suppose that $W_k^j(t^a) = W_k^j(t) - 1$. From (9), $t_j^G(t) > t_{opt}^j(t)$ and $k$ must be $X$. Hence $t_j^G(t) \leq t_{opt}^j(t) + lX$. We show the $(X + 2)$-th layers of all the $m$ queues are empty at $t^a$ by contradiction. Since $t_j^G(t) \leq t_{opt}^j(t) + lX$, $t_j^G(t^a) = t_j^G(t) - 1 \leq t_{opt}^j(t^a) + lX$ and the $(X + 2)$-th layer of $q_i$ is empty at $t^a$. Assume there exists a queue $q_h(\neq q_j)$ whose $(X + 2)$-th layer contains some packets at $t^a$. Since $q_h$ is not selected by $GREEDY$ at $t$, we have

$$t_j^G(t) = t_j^G(t^a) \geq (X + 1)l + 1 \quad \text{(since } q_h \text{'s } (X + 2)\text{-th layer is not empty)}$$

$$> t_{opt}^j(t) + lX \geq t_j^G(t).$$
This contradicts the fact that $q_j$ is selected by $\text{GREEDY}$ at $t$. Thus the $(X+2)$-th layers of all the $m$ queues must be empty at $t^o$. Thus, by applying Corollary 1, $W_{X}(t^o) \geq W_{X+1}(t^o) = R_X(t^o)$, which shows (3) holds for this case. (TYPE II). Suppose that $R_k(t^o) = R_k(t) + 1$. Since $R_k(t^o) \geq k + 1$, we have $\bar{l}_{\text{opt}}(t) = \bar{l}_{\text{opt}}(t^o) \geq k + 1$. Since $\text{GREEDY}$ selects not $q_i$ but $q_j$, we have

$$l_{\text{opt}}(t) \geq \bar{l}_{\text{opt}}(t) \geq k + 1 \geq \bar{l}_{\text{opt}}(t^o) + (k - 1)l + 1.$$ 

Especially if $\bar{l}_{\text{opt}}(t^o) + (k - 1)l + 1 \leq \bar{l}_{\text{opt}}(t) \leq \bar{l}_{\text{opt}}(t) + kl$, we can show that the $(k+2)$-th layers of all the $m$ queues are empty at $t^o$ exactly in the same way as the previous paragraph. Thus, from Corollary 1, $W_{k}(t^o) \geq W_{k+1}(t^o) = R_k(t^o)$.

By contrast, if $l_{\text{opt}}(t) > \bar{l}_{\text{opt}}(t) + kl$, we have $R_k(t) > 0$. Hence, $R_k(t^o) = R_k(t) - 1$ after $\text{GREEDY}$ outputs a packet at $t$ from $q_j$. By comparing this with (8) and with (10), we have $l_{\text{opt}}(t) > \bar{l}_{\text{opt}}(t)$ and $k < X$.

\begin{align*}
R_k(t^o) &= R_k(t^o) + R_k(t^o) + \sum_{h \neq \ell, j} R_h(t^o) \\
&= (R_k(t) + 1) + (R_k(t) - 1) + \sum_{h \neq \ell, j} R_h(t) = R_k(t). 
\end{align*}

(11)

About $W_k(t)$, it follows that $W_k(t^o) \geq W_k(t)$ from (6) and that $W_k(t^o) = W_k(t)$ from (9) as $k \neq X$. Hence, $W_k(t^o) \geq W_k(t)$.

From (11) and (12), it follows that $W_k(t^o) \geq W_k(t) \geq R_k(t) = R_k(t^o)$. Thus, we have proved (3) for all the possible cases, the entire proof of Theorem 5 ends.

5 The Lower Bound for the DBSP

Delay is another important performance measure for QoS networks. The purpose of the DBSP is to balance the total delay per queue. Here the total delay of a queue $q_i$ is defined as the sum of delays of all the packets assigned to $q_i$. This section studies the deterministic lower bound of the competitiveness for the DBSP. Interestingly the DBSP contains the BSP as a subproblem and the lower bound for the BSP in Theorem 2 applies to the DBSP almost as it is.

The next lemma compares any deterministic on-line algorithm with some off-line algorithm $\text{off}$ which may not be necessarily optimal.

**Lemma 2.** Consider an arbitrary deterministic on-line algorithm $A$ for the DBSP. Suppose that there exists a time $t$ such that $l_{A}(t) = X$ and $l_{\text{off}}(t) = Y$, where $\text{off}$ is a certain off-line algorithm in whose execution there are at least two non-empty queues at $t$ before off selects a queue. Then $A$ is not better than $\frac{X+1}{Y}$-competitive.

The condition on $\text{off}$ simply guarantees $l_{\text{off}}(t^o)$ grows still $Y$ and is not crucial.
Proof. Let $q_i$ be the longest queue in $A$'s running and let $q_j$ be the longest queue in $off$'s running at time $t$. In case multiple queues are the longest at $t$ simultaneously in $off$'s running, $q_j$ is chosen so that $D_{off}^j(t)$ may be larger than any other candidates. Since $l_A^j(t) = X$, $l_A^j(t) ≥ X - 1$. On the other hand, since $l_{off}^j(t) = Y$, we have $l_{off}^j(t) = Y$ provided that $off$ does not select $q_j$ at $t$.

Suppose that exactly one packet is assigned to $q_i$ per time unit and that no packet is assigned to the rest of the queues after $t$. Since any scheduling algorithm cannot output more than one packet at each time unit, the length of $q_i$ in $A$ is always greater than $X - 1$ after $t$. On the other hand, $off$ keeps on outputting the packet that have just arrived immediately and keeps the length of the longest queue $q_j$ to $Y$ after $t$. Hence for any $t' > t$, we have

$$D_A(t') ≥ D_A^j(t') ≥ D_A^j(t) + (X - 1)(t' - t).$$

As for $off$, $q_j$ always becomes the longest after $t$. Moreover, $D_{off}^j(t)$ is larger than any other queues that have the same length as $q_j$ at $t$. Hence, for sufficiently large values of $t' > t$, it follows that

$$D_{off}(t') = D_{off}^j(t) + Y(t' - t).$$

The lower bound of competitiveness for the DBSP is obtained by dividing $D_A(t')$ by $D_{off}(t')$ as follows.

$$\frac{D_A(t')}{D_{off}(t')} ≥ \frac{D_A^j(t) + (X - 1)(t' - t)}{D_{off}^j(t) + Y(t' - t)}.$$ 

This value comes close to $\frac{Y}{X}$ as $t'$ goes to $\infty$. \]

By applying the bad request sequence $\sigma$ for the BSP in Sect. 3 to the DBSP, the lower bound for the DBSP is derived as Theorem 6.

**Theorem 6.** No deterministic on-line algorithm $A$ for the DBSP is better than $\lceil \log_2 m \rceil$-competitive.

Proof. Let $opt$ be the optimal off-line algorithm for the BSP in the proof of Theorem 2. By using $opt$ as the base algorithm of $off$ in Lemma 2, we can prove no deterministic on-line algorithm is better than $\frac{1 + \lceil \log_2 m \rceil - 1}{\lceil \log_2 m \rceil} = \lceil \log_2 m \rceil$-competitive for the DBSP. \]

6 Conclusion

This paper investigates the balanced scheduling problem (BSP) to evaluate the power of scheduling algorithms in a router in terms of prevention of packet losses. The BSP is a fresh on-line load balancing problem that faces a new difficulty that tasks can have negative costs.

There are many open problems regarding to the balanced scheduling problem. One important open problem is to find the optimal off-line algorithm. This enables us to compute the actual number of buffers in order for $\textsc{greedy}$ to eliminate packet losses, since this paper has made clear the competitiveness of $\textsc{greedy}$. The problems below are also worth pursuing.
– Extending the BSP to dynamic buffer allocation policy. In this model, a traffic stream with higher priority can also use the buffer memories prepared for the streams with lower priority. To form this model, the BSP must be combined with the hierarchical server topology studied by [5].
– Changing the amount of buffers assigned to each queue.
– Discovering a competitive on-line algorithm for the DBSP.
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Abstract. We study a variant of broadcasting; each node has a pre-
determined ordered list of neighbors (regardless of the node, called the
source, from which the message is originated to be transmitted to all
nodes in a network) and transmits a received message to neighbors in or-
der of the list. This problem was introduced in [3]. We propose a new mea-
sure of the efficiency of a broadcasting scheme, which is obtained from
the competitive analysis [4,7], and we design new broadcasting schemes
for lines, complete k-ary trees, grids, complete graphs, and hypercubes.

1 Introduction

Broadcasting is the process of transmitting a message held in one node, called
the source, to every node in a network. In this process, each node which has
already received the message transmits it to one of neighbors in a unit of time
(, called a step).

A broadcasting algorithm determines the order of message transmissions to
neighbors at every node, which can be viewed as an assignment of an ordered list
of neighbors to every node. In classical broadcasting [5], the list assigned to each
node may depend on the source. To execute broadcasting from any possible
source, each node needs to have large local memory enough to store a lot of
lists corresponding to different sources and needs to know the source to choose
the corresponding list for each particular broadcasting. This requires substantial
local memory at each node and increases the number of message bits circulated
in a network since messages should contain the names of the sources which they
are originated from.

We define a broadcasting scheme as a function assigning to every node a single
ordered list(, called universal list,) of its neighbors regardless of the source
such that after transmissions in order of the list at each node, all nodes re-
ceive the source message. (Here, we use the term of broadcasting scheme to
be distinguished from the classical broadcasting algorithm.) Also we refer to as
the optimal (classical) broadcasting scheme the broadcasting algorithm that can
complete a broadcasting at every source in the minimum step under the classical
model.

The problem of broadcasting with universal lists was introduced in [3]. Diks
and Pelc considered two models: adaptive and nonadaptive. In the adaptive
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model, each node knows which neighbors the obtained messages came from and can skip those neighbors in its list. But in the nonadaptive model, each node does not know the neighbors from which it receives the messages and may retransmit the messages to those neighbors. Thus each node obliviously sends the source message to neighbors in order of its list. In some applications such as radio communication, nodes may not know from where messages come [1,2]. In this paper, we concentrate only on the nonadaptive model.

Given a graph $G$ and a source $s$ in $G$, we define $OPT(G, s)$ to be the number of steps in which the optimal broadcasting scheme, denoted by $OPT$, completes a broadcasting at $s$ in $G$. Let $OPT(G)$ be the maximum of $OPT(G, s)$ over all sources $s$. Also $B_{\sigma}(G, s)$ is defined to be the number of steps used by a scheme $\sigma$ to complete a broadcasting at $s$ in $G$. Let $B(G, s)$ be the minimum of $B_{\sigma}(G, s)$ over all schemes $\sigma$ and $B(G)$ be the maximum of $B(G, s)$ over all sources $s$. Then $B(G)$ is called the broadcasting time of $G$ (for the nonadaptive model). In [3], they were able to establish $B(G)$ precisely for lines, rings, and grids, and gave an upper bound of $B(G)$ for trees, tori, and complete graphs. By definition, $B(G) \leq \max_{\sigma} B_{\sigma}(G, s)$ for any broadcasting scheme $\sigma$. Thus they designed broadcasting schemes which give the equalities for lines, rings, grids, and the upper bounds for trees, tori, complete graphs, respectively.

In this paper, we propose a new measure of the efficiency of a broadcasting scheme using a competitive analysis [4,7]: A broadcasting scheme is in the absence of complete information, i.e., ignorant of the source. The performance of a broadcasting scheme is compared with that of the optimal broadcasting scheme. A broadcasting scheme $\sigma$ in $G$ is said to be $c$-competitive if there exists a constant $d$ such that

$$B_{\sigma}(G, s) \leq c \cdot OPT(G, s) + d,$$

for all possible sources $s$. The infimum over all $c$ such that $\sigma$ is $c$-competitive, equivalently, $\max_{\sigma} B_{\sigma}(G, s) / OPT(G, s)$, is called the competitive ratio of the broadcasting scheme $\sigma$ in $G$ and denoted by $C(G, \sigma)$. Also we define the competitiveness of broadcasting (with universal lists) in $G$ as the competitive ratio of the best possible broadcasting scheme, that is, $\min_{\sigma} C(G, \sigma)$, where $\sigma$ ranges over all broadcasting schemes in $G$.

Let $L_n$ be the line of $n$ (even) nodes. In [3], they proved that $B(L_n) = \frac{3}{2}(n - 1) = \frac{1}{2}$. In Figure 1, it is shown the broadcasting scheme $\sigma_0$ of $L_n$ to give the equality. (The arrows represent the direction to the node which each node first passes a message to.) But the scheme $\sigma_0$ has the competitive ratio of at least two since $B_{\sigma_0}(L_n, c) = n - 1 = 2OPT(L_n, c) - 1$. We consider another broadcasting scheme $\sigma_0$ in Figure 1. For any node $s$ in $L_n$, it is easily shown that $B_{\sigma_0}(L_n, s) \leq \frac{3}{2}OPT(L_n, s)$. Also we can show that the scheme $\sigma_0$ is best possible, that is, the competitiveness of broadcasting in $L_n$ is $\frac{3}{2}$. Given any broadcasting scheme $\sigma$. The worst case time $\max_s B_{\sigma}(L_n, s)$ is given at the left or right end node, and w.l.o.g., assume the maximum is taken at the right end node $r$. Since $B_{\sigma}(L_n, r) \geq B(L_n)$ and $OPT(L_n, r) = n - 1$, $B_{\sigma}(L_n, r) \geq \frac{3}{2}OPT(L_n, r) - \frac{1}{2}$. Thus the competitive ratio of the scheme $\sigma_0$ is best possible over all broadcasting schemes
in $L_u$. This example gives a motivation to investigate the new measure and to
design new broadcasting schemes with better performances \textit{w.r.t.} the measure.

For any symmetric graph $G$, $OPT(G, s)$ are identical for all sources $s$, that
is, $OPT(G, s) = OPT(G), \forall s$. Thus if a broadcasting scheme $\sigma$ is $c$-competitive,
then an upper bound of $B(G)$ can be given by $c \cdot OPT(G)$.

![Broadcasting schemes $\sigma_0'$ and $\sigma_0$ in the line](image)

2 Trees

In this section, we begin with proving an upper bound for the competitiveness
of broadcasting in trees. Following this, we give a lower bound for the competi-
tiveness.

Let $T$ be a tree and $u$, $v$ be nodes in $T$. Then the \textit{distance} from $u$ to $v$, $d(u, v)$,
is the least length of a path from $u$ to $v$. The \textit{eccentricity} of $u$ is the maximum
of its distances to other nodes. In the tree $T$, the diameter and radius are the
maximum and minimum of the node eccentricities, respectively. The \textit{center} of $T$
is the subgraph induced by the nodes of minimum eccentricity, called \textit{central
nodes}. It is well known that the center of a tree is one node or one edge [8].

The set of nodes $u$ in $T$ for which $OPT(T, u)$ is minimum is called the
\textit{broadcasting center} of $T$, briefly, $b$-center, and denoted by $BC(T)$. The number
$OPT(T, u)$ for a node $u$ in $BC(T)$ is called the \textit{broadcasting number} of $T$,
denoted by $b(T)$. In fact, $BC(T)$ consists of a star with at least two nodes [6].
Cockayne et.al. [6] designed a linear time algorithm to find the $b$-center $BC(T)$
of $T$ and showed that for any node $v$ in $T$, $OPT(T, v)$ can be given from the
broadcasting number $b(T)$.

Actually, in OPT, each node can receive only a single list regardless of the
source but it can skip which neighbors the received messages came from. Speci-
fically, for two adjacent nodes $u$ and $v$ in $T$, $T(u, v)$ and $T(v, u)$ denote the subtrees
obtained by deleting the edge $(u, v)$ from $T$ that contain $u$ and $v$, respectively. In OPT,
wherever the source message is, each node $u$ has a list $L_u = \{u_1, \cdots, u_k\}$
such that

$$OPT(T(u_1, u), u_1) \geq OPT(T(u_2, u), u_2) \geq \cdots \geq OPT(T(u_k, u), u_k),$$

and skips the node from which it receives a message.

Let $u$ be the center node of the star $BC(T)$ and have the list $L_u = \{u_1, \cdots, u_k\}$
defined by (1). Choose the smallest index $j$ such that $j + OPT(T(u_j, u), u_j) =
b(T)$. Then, $BC(T) = \{u, u_1, \cdots, u_j\}$. See [6] for details.
Lemma 1. [6] Let \( v \) be a node of a tree \( T \) which is not in the \( k \)-center of \( T \) and let the shortest distance from \( v \) to a node \( w \) in the \( k \)-center of \( T \) be \( k \). Then \( OPT(T, v) = k + OPT(T, w) = k + OPT(T(w, w'), w) = k + b(T) \), where \( w' \) is the node adjacent to \( w \) on the path \( P \) from \( v \) to \( w \).

Lemma 1 says that by \( OPT \) with a source \( v \), the source message \( M \) is transmitted to \( w \) on \( P \) with no delay and then it is propagated in \( T(w, w') \), the total time for which transfers are executed dominates the optimal broadcasting time.

2.1 Upper Bound

To give an upper bound for the competitiveness of broadcasting in trees, we investigate the competitive ratio of a broadcasting scheme \( \sigma_1 \), described as follows: In \( \sigma_1 \), each node \( u \) initially has the list \( L_u = (u_1, \ldots, u_k) \) defined by (1). Then, except a central node \( c \), each node \( u \) modifies \( L_u \) by moving, in front of the list, its parent in \( T \), the tree \( T \) rooted at \( c \). Let \( \hat{L}_1(u) \) and \( L_1(u) \) denote the first element of the initial list \( L_u \) and of the modified list of \( \sigma_1 \), respectively, for every node \( u \) in \( T \). Then either \( \hat{L}_1(u) = L_1(u) \) or \( \hat{L}_1(u) \) is the second element of the list of \( \sigma_1 \).

In [3], it was shown that \( B_{\sigma_1}(T) \leq \frac{3}{2} OPT(T) \). Here we give an upper bound of the competitive ratio of \( \sigma_1 \).

Theorem 1. Let \( T \) be a tree. For the broadcasting scheme \( \sigma_1 \) of \( T \),

\[
B_{\sigma_1}(T, s) \leq OPT(T, s) + r \quad \text{for all sources } s,
\]

where \( r \) is the radius of \( T \).

Proof. Let \( s \) be a source in \( T \) and \( c \) be the central node of \( T \) in \( \sigma_1 \). Assume \( s \) is not in the \( k \)-center of \( T \). By Lemma 1, there is a node \( e \) in the \( k \)-center of \( T \) closest to \( s \) such that \( OPT(T, s) = d(s, e) + OPT(T, e) \). Let \( \mathcal{P} = x_0x_1 \cdots x_k \) be the path from \( s \) to \( e \), where \( x_0 = s \) and \( x_k = e \). (It may be that \( x_1 = e \) or \( x_{k-1} = s \).) For \( i = 1, \ldots, k - 1, T_i \) denotes \( T(x_i, x_{i+1}) \cap T(x_i, x_{i+1}) \), and \( T_0 \) and \( T_k \) denote \( T(x_0, x_1) \) and \( T(x_k, x_{k-1}) \), respectively. Then we can see that the tree \( T \) is decomposed of the subtrees \( T_i, i = 0, \ldots, k \). According to the location of \( c \), there are three cases.

Case 1: \( c \) is in \( T_0 \). While \( M \) is passed from \( x_0 \) to \( x_k \), each node \( x_i \) in \( P \) has one delay, that is, the retransmission to \( x_{i-1} \), since \( c \in T_0 \). For each \( i = 1, \ldots, k \), after \( M \) arrives at \( x_i \), it is propagated in \( T_i \). We consider \( T_i \) as the tree rooted at \( x_i \). Since \( c \) is in \( T(x_{i-1}, x_i) \), in the propagation of \( M \) in \( T_i \), each node has only the retransmission to its parent in \( T_i \), guaranteeing the broadcasting time \( OPT(T_i, x_i) \). Thus all nodes in \( T_i \) are informed in \( OPT(T, s) + d(x_0, x_i) + d_i \) steps, where \( d_i \) is the depth of \( T_i \). Let \( \hat{d} \) be the maximum of values \( d(x_0, x_i) + d_i, i = 1, \ldots, k \). Then all nodes in \( \cup_{1 \leq i \leq k} T_i \) are informed in \( OPT(T, s) + \hat{d} \).

Next, we consider the propagation of \( M \) in \( T_0 \). Assume that \( s \neq c \). Let \( \mathcal{P}' = y_0 \cdots y_h \) be the path from \( s \) to \( c \), where \( y_0 = s \) and \( y_h = c \). Then \( T_0 \)
is also decomposed of the subtrees $T_i'$, $i = 0, \ldots, h$, where $T_i' = T(y_i, y_{i+1}) \cap T(y_0, x_1) \cap T(y_0, y_1)$, and $T_0' = T(y_0, y_{h-1})$. Fix any node $y_j$, $j \neq h$. Since both $c$ and $e$ are out of $T_i'$, $\ell_1(y_j) = y_{j-1}$ and $\ell_1(y_h) = y_{j+1}$. Thus, before $M$ is transferred to $T_i'$, it can be delayed for two steps at $y_j$. Similarly as before, all other nodes in $T_i'$, $i = 0, \ldots, h - 1$, and all nodes in $T_h'$ have only one delay of $M$. Thus all nodes in $T_0$ are informed in $OPT(T, s) = \max\{d_1 + 1, d_2\}$, where $d_1$ is the maximum of depths of $T_i'$, $i = 1, \ldots, h$, and $d_2$ is the depth of $T_0'$. If $s = c$, then all nodes in $T_0$ are informed in $OPT(T, s) + d_2$.

Consequently, the broadcasting is completed in $OPT(T, s) + r$ since $d$ and $\max\{d_1 + 1, d_2\}$ are less than or equal to $r$.

The other cases in which $c$ is in $T_0$ or $c$ is not in $T_0 \cup T_h$ have similar analyses, and when $s$ is in the center it is also similar. □

Corollary 1. The broadcasting scheme $\sigma_1$ is 2-competitive.

In the following subsection, we will show that for $k$-ary trees, the competitive ratio of the broadcasting scheme $\sigma_1$ is $1 + \frac{1}{k}$, which matches the upper bound obtained in Theorem 1. Thus it states that the upper bound is tight.

2.2 Complete $K$-ary Trees

Here we are concerned with a special class of trees, namely, complete $k$-ary trees. For complete $k$-ary trees, the competitive ratio of the broadcasting scheme $\sigma_1$ is given, and another broadcasting scheme $\sigma_2$ which gives a better competitive ratio is proposed.

Proposition 1. Let $T_k$ be a complete $k$-ary tree. Then,

$$C(T_k, \sigma_1) = 1 + \frac{1}{k}.$$  

Now, we describe another broadcasting scheme $\sigma_2$, which has a better competitive ratio. Consider $T_2$, the tree $T_k$ rooted at $x$. Let $D(\gamma) = \{v \in T_k : d(x, v) \geq \gamma\}$. The broadcasting scheme $\sigma_2$ is given as follows: Initially, each node has the same list as in $\sigma_1$. Next, each node in $D(\gamma)$ moves the first node in its list to the last. Then, we choose $\gamma = [\alpha]$ such that

$$\alpha = \frac{k^2d}{k^2 + 1 - 1/d},$$

where $d$ is the depth of $T_k$. Here $\alpha$ is derived from the condition under which the ratio of the broadcasting time of $\sigma_2$ to the optimal broadcasting time at one neighbor of $x$ is equal to that at any leaf of $T_k$. The details are included in the full paper.

Proposition 2. Let $T_k$ be a complete $k$-ary tree and $d$ the depth of $T_k$. Then it is satisfied that

$$C(T_k, \sigma_2) \leq 1 + \frac{k}{k^2 + 1 - 1/d}.$$
2.3 Lower Bound

Let \( L \) be the set of all leaf nodes of \( T \). We define a positive integer \( \lambda \) to be the distance between \( BC(T) \) and \( L \), that is, the minimum distance between \( u \) and \( v \) for all \( u \in BC(T) \) and \( v \in L \). Here the lower bound for the competitiveness of broadcasting in trees is given.

**Theorem 2.** For any broadcasting scheme \( \sigma \) of a tree \( T \), there is a node \( s_0 \) such that

\[
B_\sigma(T, s_0) \geq OPT(T, s_0) + \lambda.
\]

**Proof.** Fix a broadcasting scheme \( \sigma \). Let \( c \) be the center node of the star \( BC(T) \). Choose a node \( v_1 \) which are last informed by \( \sigma \) from the source \( c \). Then it is a leaf node of \( T \). Let \( P_1 \) be the path from \( v_1 \) to \( c \) and \( c_1 \) the node adjacent to \( c \) on \( P_1 \). Assume \( c_1 \) is not in \( BC(T) \). (Similarly, we can prove for the case \( c_1 \) is in \( BC(T) \).) The \( \sigma \) can also be viewed as a broadcasting scheme in \( T(c, c_1) \) and let \( v_2 \), be a node informed by \( \sigma \) from \( c \) in \( T(c, c_1) \) at \( B_\sigma(T(c, c_1), c) \)-th step. Then \( P_2 \) denotes the path from \( c \) to \( v_2 \) (does not contain \( c \) and \( c_2 \) the node adjacent to \( c \) on \( P_2 \).

Consider the path \( P \) which consists of \( P_1 \) and \( P_2 \). We assign a label \( Up \) or \( Down \) to each node in \( P_1 \) and \( P_2 \). If a node \( v \) in \( P_1 \) or \( P_2 \), except \( c \), has its parent in \( T \), as the first node of its list in \( \sigma \), the label \( Up \) is assigned to \( v \), where \( T \) is the tree \( T \) rooted at \( c \). Otherwise, the label \( Down \) to \( v \). If \( c_1 \) is prior to \( c_1 \) in the list of \( c \) in \( \sigma \), \( Up \) is assigned to \( v \) and otherwise, \( Down \) to \( v \). Let \( U_i \) and \( D_i \) be the set of nodes labeled by \( Up \) and \( Down \), respectively, on the path \( P_i \), for \( i = 1, 2 \). If \( |U_2| + |D_1| \geq |U_1| + |D_2| \), the adversary chooses \( v_1 \) as the source, and otherwise, she does \( v_2 \). For the former case, until the source message \( M \) reaches \( v_2 \) by being transferred to \( c \) and propagated in \( T(c, c_1) \), it is delayed for at least \( |U_2| + |D_1| \geq \frac{1}{2}d(v_1, v_2) \geq \lambda \). Thus we get

\[
B_\sigma(T, v_1) \geq d(v_1, c) + B_\sigma(T(c, c_1), c) + \lambda
\]
\[
\geq d(v_1, c) + OPT(T(c, c_1), c) + \lambda \geq OPT(T, v_1) + \lambda.
\]

In the latter case, we can also get

\[
B_\sigma(T, v_2) \geq d(v_2, c) + B_\sigma(T, c) + \lambda
\]
\[
\geq d(v_2, c) + OPT(T, c) + \lambda \geq OPT(T, v_2) + \lambda.
\]

\[\blacksquare\]

Consider the line \( L_n \) of \( n \) (even) nodes. Then \( \lambda = n/2 - 1 \). As shown in the previous section, for the broadcasting scheme \( \sigma_0 \), \( B_{\sigma_0}(L_n, s) \leq OPT(L_n, s) + \lambda \), for all sources \( s \). It says that the given bound in Theorem 2 is tight.

Let \( \lambda' \) be the maximum distance between \( u \) and \( v \) for all \( u \in BC(T) \) and \( v \in L \), that is, the maximum of all eccentricities of \( u \) in \( BC(T) \).

**Corollary 2.** Let \( T \) be a tree and \( D \) be the maximum degree of nodes in \( T \). Then no broadcasting scheme of \( T \) can be better than \( (1 + \frac{\lambda}{\lambda'}) \)-competitive.
3 Grids

In this section, we investigate the competitiveness of broadcasting in grids. First, it is shown that the competitive ratio of the broadcasting scheme given in [3], denoted by $\sigma_3$, can be relatively large, and then a new broadcasting algorithm $\sigma_4$ is described, which gives an upper bound for the competitiveness. We will also provide a lower bound.

3.1 Broadcasting Scheme in [3]

Let $G_{m,n}$ be a grid with $m$ rows and $n$ columns, for $m \leq n$. Each node of $G_{m,n}$ is labeled with a coordinate $(x, y)$ such that $1 \leq x \leq m$, $1 \leq y \leq n$, and $(1, 1)$ is the lower left-corner of $G_{m,n}$. Here we describe the broadcasting scheme $\sigma_3$ of $G_{m,n}$ given in [3]. The grid $G_{m,n}$ is partitioned into layers $L_1, \cdots, L_{[m/2]}$ defined as follows:

$$L_i = \{(x, y) : x \in \{i, m - i + 1\} \text{ and } i \leq y \leq n - i + 1 \} \text{ or} $$
$$i \leq x \leq m - i + 1 \text{ and } y \in \{i, n - i + 1\}\}.$$

A layer is called degenerate if all its $x$-coordinates are equal. Figure 2 and 3 show the lists of nodes in $\sigma_3$. In [3], they showed that $B_{\sigma_3}(G_{m,n}) = m + n - 1 = OPT(G_{m,n}) + 1$. But we show that the broadcasting scheme $\sigma_3$ has a large competitive ratio.

**Theorem 3.** Let $G_{m,n}$ be an $m \times n$ grid ($m \leq n$). For the broadcasting scheme $\sigma_3$ of $G_{m,n}$,

$$B_{\sigma_3}(G_{m,n}, s) \leq OPT(G_{m,n}, s) + \left\lfloor \frac{n}{2} \right\rfloor,$$

for all sources $s$, and there is a node $s_0$ such that

$$B_{\sigma_3}(G_{m,n}, s_0) \geq OPT(G_{m,n}, s_0) + \left\lfloor \frac{m}{2} \right\rfloor - 2.$$
By Theorem 3, for a grid $G_{n,n}$, the competitive ratio of $\sigma_3$ is (asymptotically) at least $\frac{4}{3}$. In the next subsection, we provide a new broadcasting scheme which is 1-competitive, that is, whose broadcasting time has only constant difference from the optimal for all sources.

### 3.2 New Broadcasting Scheme

We propose another broadcasting scheme $\sigma_4$ of $G_{m,n}$ with a better competitive ratio. First, choose integers $\alpha$ and $\beta$ such that $m - 1 = \alpha \cdot 4 + \beta$, where $0 \leq \beta < 4$ and $m \geq 6$. Let $\gamma = \left\lceil \frac{\alpha + 2}{4} \right\rceil$. Then we consider horizontal lines $H_{k+1}$ each of which consists of nodes with x-coordinate of $\nu_{k+1} = 1 + \gamma + k\alpha$, $k = 0, 1, 2, 3$, respectively, called horizontal highways. Also each vertical line consisting of nodes on a column is called a vertical highway.

Now, we describe a broadcasting scheme $\sigma_4$. Given a node $u = (x, y)$ in $G_{m,n}$. First, we consider the node $u$ such that $3 \leq y \leq n - 2$. If $u$ is on the horizontal highway $H_1$ or $H_3$, then it first transmits a message into the node $(x, y+1)$, and has the list given in (1) ($y$: odd) or (2) ($y$: even) in Figure 4 (a). If $u$ is on $H_2$ or $H_4$, then it first transmits a message into $(x, y-1)$, and has the list given in (3) ($y$: odd) or (4) ($y$: even) in Figure 4 (a). However, if $n$ is even, we have exceptional nodes $\chi_1$ and $\chi_2$ given by $(\nu_1, n-2)$ and $(\nu_4, 3)$, respectively. The nodes $\chi_1$ and $\chi_2$ have the list given in (4) and (2), respectively, in Figure 4 (b).

If $u$ is not on any horizontal highway and is on a vertical highway of odd column, i.e. $y$ is odd, then it first sends a message to $(x+1, y)$, and has the list given in (1) ($\nu_2 < x < \nu_3$) or (2) (o.w.) in Figure 4 (b). If $u$ is not on any horizontal highway and is on a vertical highway of even column, it first to $(x-1, y)$, and the list given in (3) ($\nu_2 < x < \nu_3$) or (4) (o.w.) in Figure 4 (b). Finally, if $u$ is on the vertical highway of $k$-th column, $k = 1, 2, n-1, n$, then it has the list given in (1) ($y$: odd), (3) ($y = 2$), or (4) ($y = n-1, n$: odd) in Figure 4 (b).

**Theorem 4.** Let $G_{m,n}$ be an $m \times n$ grid ($n \geq m \geq 6$). For the broadcasting scheme $\sigma_4$ of $G_{m,n}$,

$$B_{\sigma_4}(G_{m,n}, s) \leq OPT(G_{m,n}, s) + 4,$$

for all sources $s$.

**Proof.** Let $s = (x, y)$ be a source. Assume $m$ and $n$ are even and $\frac{m}{2} + 1 \leq x \leq m$ and $1 \leq y \leq \frac{n}{2}$. Then we can see that $OPT(G_{m,n}, s) = n + x - y - 1$, which is the length of a shortest path from $s$ to $f = (1, n)$. We define the regions $\mathcal{R}_k$ and $\mathcal{R}'_k$, $k = 0, \ldots, 4$ in $G_{m,n}$ as follows: $\mathcal{R}_k = \{(v, w) : \nu_k \leq v \leq \nu_{k+1}, y < w \leq n\}$ and $\mathcal{R}'_k = \{(v, w) : \nu_k \leq v \leq \nu_{k+1}, 1 \leq w \leq y\}$, where $\nu_0 = 1$ and $\nu_4 = m$.

Suppose that $s$ is on a vertical highway of odd column, that is, $y$ is odd.

![Fig. 3. List of nodes in the degenerate layer in $\sigma_3$](image)
Case 1: $x < \nu_3$. Let $a = (x, y + 1)$, $b = (\nu_0, y + 1)$, $c = (\nu_0, n - 1)$, and $d = (\nu_0, n)$. We consider the path $P$ from $s$ to $f$ defined by $P = s\ a\ b\ c\ d\ f$. (See Figure 5.) Imagine the source message $M$ transferred through $P$ by $\sigma_4$. After one transfer to $(x + 1, y)$ at $s$, $M$ is sent to $a$, and it is transmitted to $b$ with one delay on $H_2$ through the vertical highway of $(y + 1)$-th column. Then, $M$ is moved to $c$ with one delay at $\chi_1$ through $H_1$.

Let $t$ be the number of steps after which $M$ reaches $e$ from $s$. Then $t = d(s, c) + 3$. We also consider the path $P_1 = s\ (\nu_3, y)$ $e$, where $e = (\nu_4, n - 1)$. After the source message $M$ departs from $s$, it is transferred to $e$ with no delay through $P_1$. Since $d(s, e) \leq d(s, c)$, $M$ can reach $e$ in $t - 3$ steps. During this transfer, all nodes on vertical highways of odd columns in $R_3$ and of even columns in $R_2$ except $n$-th column are informed. With two additional steps at $(\nu_3, n - 1)$, that is, in $t - 1$ steps, all nodes on the $n$-th column in $R_2$ are informed. In fact, all nodes in $R_2 \cup R_3$ are informed in $t - 1$ steps. Let $P_2$ and $P_3$ be the paths $s\ (\nu_4, y)$ $g$ and $s\ (x, y - 1)$ $(\nu_2, y - 1)$ $(\nu_2, 2)$ $h$, respectively, where $g = (\nu_4, 2)$ and $h = (\nu_1, 2)$. After $M$ starts to move from $s$, it reaches $g$ with two delays on $H_3$ and at $\chi_2$ through $P_2$ and $h$ with two delays at $s$ through $P_3$. Since $d(s, g) \leq d(s, c) - 3$ and $d(s, h) \leq d(s, c) - 3$, we can see that $M$ is transmitted to $g$ and $h$ in $t - 4$ steps. Also during the transfer from $s$ to $h$, all nodes on vertical highways of even columns in $R'_2$ and of odd columns in $R'_2$.

Fig. 5. Broadcasting scheme $\sigma_4$ of $G_{m,n}$
except the first column are informed. With two additional steps at \((\nu_2, 2)\), that is, in \(t - 2\) steps, all nodes on the first column in \(R'_2\) are informed, and so all nodes in \(R'_1 \cup R'_2\) are informed in \(t - 2\) steps.

Imagine the situation of message transmissions after \(\gamma\) steps, that is, at \(t + \gamma\). Let \(R_{11}\) and \(R'_{11}\) be the set of nodes \((v, w)\) with \(\nu_1 \leq v \leq \nu_1 + \lceil \frac{\gamma}{2} \rceil\) and \(\nu_3 \leq v \leq \nu_3 + \lceil \frac{\gamma}{2} \rceil\), respectively, and let \(R_{12} = R_1 \setminus R_{11}\) and \(R'_{12} = R'_1 \setminus R'_{11}\). Then all nodes on vertical highways of odd columns in \(R_{11}\) and \(R'_{11}\) and of even columns in \(R_{12}\) and \(R'_{12}\) are informed, because \(\lceil \frac{\gamma}{2} \rceil \leq \gamma\). Also all nodes on vertical highways of odd columns in \(R_4\) and \(R'_4\) and of even columns in \(R'_5\) and \(R_6\) except \(n\)-th column in \(R_6\) are informed. Thus we can see that after two additional steps, that is, at \(t + \gamma + 2\), all nodes in \(G_{m,n}\) except on the \(n\)-th column in \(R_0\) are informed. Consider the nodes on \(n\)-th column. They are on the path \(P\). The source message \(M\) has reached \(c\) in \(t\) steps and then after one delay at \(c\), it is transferred to \(f\) with no delay through \(P\). Therefore they are informed in \(t + \gamma + 2\) steps. Consequently, the broadcasting is completed in \(d(s, f) + 4\) steps, that is, \(OPT(G_{m,n}, s) + 4\).

The case that \(\nu_1 \leq x \leq m\) is omitted for the lack of space and the case in which \(s\) is on a vertical highway of even column has a similar analysis. Also in each case in which \(m\) or \(n\) is odd, the analysis is slightly different but the arguments are very similar. The details are included in the full paper. 

\[
3.3 \quad \text{Lower Bound}
\]

Here we give a lower bound of the competitiveness of broadcasting in grids.

**Theorem 5.** For any broadcasting scheme \(\sigma\) of an \(m \times n\) grid \(G_{m,n}\), there is a node \(s_0\) such that

\[
B_{\sigma}(G_{m,n}, s_0) \geq OPT(G_{m,n}, s_0) + 2.
\]

4 Complete Graphs

Let \(G\) be a symmetric graph and \(\sigma\) be a broadcasting scheme in \(G\). If the competitive ratio of \(\sigma\) is given by \(c\), then \(\max_s B_{\sigma}(G, s) = c \cdot OPT(G)\) since \(OPT(G, s) = OPT(G)\) vs. Also since \(B(G) \leq \max_s B_{\sigma}(G, s)\), it is obtained that \(B(G) \leq c \cdot OPT(G)\).

For a complete graph \(K_n\) of \(n\) nodes, it was shown in [3] that \(B(K_n) \leq \lfloor \log n \rfloor + 2\sqrt{\log n}\). In this section, we improve the upper bound of \(B(K_n)\) by proving that \(\max_s B_{\sigma_5}(K_n, s) = \log n + 2\log \log n + 3\), for a broadcasting scheme \(\sigma_5\).

First, we construct a multi-level broadcasting tree \(T\) with a specific node \(x\) as a root, which contains a minimum broadcasting tree in each level. (Here a minimum broadcasting tree with the root \(r\) refers to a tree obtained by an optimal broadcasting at the source \(r\).) Initially, we pick one node as \(x\) and \(\log n - 1\) of other nodes from which a minimum broadcasting tree, denoted by
Lemma 2. The multi-level tree $T$ constructed in the above, has at least $\frac{n}{2}$ nodes $(n \geq 8)$.

Here, a broadcasting scheme $\sigma_5$ of $K_n$ is described. By Lemma 2, we can assign a node of $T$ to each node in $K_n \setminus T$ and the node assigned a node $u$ in $T$ is called the twin node of $u$.

In $\sigma_5$, a node $u$ belonging to a level-$i$ subtree $T_u^i$ first passes a message $M$ on $T_u^i$, and then on $T_u^{i+1}$. After finishing the transmissions on $T_u^i$ and $T_u^{i+1}$, a nonleaf node $u$ transmits $M$ to its twin node if there is, and a leaf node $u$ first sends $M$ to the root $x$ of $T$ and then to its twin. Note the leaf node $u$ has no transmissions on $T_u^i$.

Theorem 6. Let $K_n$ be a complete graph of $n$ nodes $(n \geq 8)$. For the broadcasting scheme $\sigma_5$ of $K_n$,

$$\max_s B_{\sigma_5}(K_n, s) = \text{OPT}(K_n) + 2 \log \log n + 3.$$  

5 Hypercubes

In this section, we give a simple broadcasting scheme $\sigma_6$ in hypercubes. The hypercube of dimension $n$ is given by $H_n = \{v = (v_1, \ldots, v_n) : v_i = 0 \text{ or } 1\}$. Let $H_{n-1}^0 = \{v : v \in H_n \text{ and } v_n = 0\}$ and $H_{n-1}^1 = \{v : v \in H_n \text{ and } v_n = 1\}$. Then $H_{n-1}^0$ and $H_{n-1}^1$ are hypercubes of dimension $n - 1$. Consider a binomial subtree $T$ of $H_{n-1}^0$ obtained by OPT with the source $0 = (0, \ldots, 0)$, that is, from the source 0, the broadcasting is completed on $T$ in $n - 1$ steps. Then leaf nodes of $T$ form a hypercube of dimension $n - 2$ which has a binomial subtree $T'$ with the root $1' = (1, \ldots, 1, 0)$.

Now, we describe a broadcasting scheme $\sigma_6$ of $H_n$. For each node $v = (w, 0)$ in $H_{n-1}^0$, if $v$ is a nonleaf node of $T$, it first passes a message $M$ through $T$ like OPT with source 0 and after finishing the transmissions on $T$, it sends $M$ to the node $(w, 1)$ in $H_{n-1}^1$. If $v$ is a leaf node of $T$, it has only two transmissions, the first to its parent in $T'$ and the second to $(w, 1)$. For each node $v$ in $H_{n-1}^1$, if $v$ has a list $L_v = (v_1, \ldots, v_k)$ in $\sigma_6$, then $v$ in $H_{n-1}^0$ has the list $L_v = (\bar{v}_1, \ldots, \bar{v}_k)$. 


Theorem 7. Let $H_n$ be a hypercube of dimension $n$. For the broadcasting scheme $\sigma_6$ of $H_n$,
\[ \max_s B_{\sigma_6}(H_n, s) = 2 \cdot OPT(H_n). \]

6 Concluding Remarks

We proposed a new analysis for the problem of broadcasting with universal lists, and the competitiveness of broadcasting in specific graphs, i.e., trees, grids, complete graphs, and hypercubes were investigated. For trees and grids, there is a gap between the lower and upper bound. For complete graphs and hypercubes, the competitive ratio of the broadcasting scheme gives an upper bound of the broadcasting time. It was given as open problems in [3] to find the broadcasting time for complete graphs and other important graphs: hypercubes, CCC, de Bruijn graphs, etc. We gave answers for complete graphs and hypercubes. For hypercubes, we tried to design a broadcasting scheme using the binary encoding of the nodes, but failed to find a better scheme than the simple broadcasting scheme.
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Abstract. We first consider adaptive serial diagnosis for multiprocessor systems. We present an adaptive diagnosis algorithm using \(N + t - 1\) tests, which is the smallest possible number, for an \(N\)-processor system modeled by a \((2t - 1)\)-connected graph with at most \(t\) faulty processors. We also present an adaptive diagnosis algorithm using minimum number of tests for a system modeled by cube-connected cycles. We consider adaptive parallel diagnosis as well. We show that for adaptive parallel diagnosis of an \(N\)-processor system modeled by a hypercube, three testing rounds are necessary and sufficient if the number of faulty processors is at most \(\log N - \lfloor \log \log N \rfloor + 4\). We also show that three testing rounds are necessary and sufficient for adaptive parallel diagnosis of a system modeled by cube-connected cycles of dimension greater than three.

1 Introduction

The system diagnosis has been extensively studied in the literature in connection with fault-tolerant multiprocessor systems. An original graph-theoretical model for system diagnosis was introduced in a classic paper by Preparata, Metze, and Chien [16]. In this model, each processor is either faulty or fault-free. The fault-status of a processor does not change during the diagnosis. The processors can test each other only along communication links. A testing processor evaluates a tested processor as either faulty or fault-free. The evaluation is accurate if the testing processor is fault-free, while the evaluation is unreliable if the testing processor is faulty. The system diagnosis is to identify all faulty processors based on test results.

A system is \(t\)-diagnosable if all faulty processors can always be identified provided that the number of faulty processors does not exceed \(t\). It is well-known that a system with \(N\) processors is \(t\)-diagnosable only if \(t < N/2\) and each processor is connected with at least \(t\) distinct other processors by communication links [16]. A complete characterization of \(t\)-diagnosable system was shown by Hakimi and Amin [9]. The original model is nonadaptive in the sense that all tests must be determined in advance. It can be shown that each processor must be tested by at least \(t\) distinct other processors in nonadaptive diagnosis if as many
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as \( t \) processors may be faulty. It follows that at least \( tN \) tests are necessary for nonadaptive diagnosis of an \( N \)-processor system with at most \( t \) faulty processors.

In adaptive diagnosis introduced by Nakajima [15], tests can be determined dynamically depending on previous test results. Bleicher [7] and Wu [17] showed that \( N + t - 1 \) tests are sufficient for adaptive diagnosis of an \( N \)-processor system with at most \( t \) faulty processors if the system is modeled by a complete graph and \( t < N/2 \). Moreover, Bleicher [7] showed that \( N + t - 1 \) is also the lower bound for the number of tests in the worst case. The adaptive diagnosis of some practical systems modeled by sparse graphs has been considered in the literature [4,5,6,8,12,13,14]. Among others, Kranakis, Pelc, and Spatharis [14] showed adaptive diagnosis algorithms using minimum number of tests in the worst case for systems modeled by trees, cycles, and tori. Björklund [6] showed an adaptive diagnosis algorithm for an \( N \)-processor system modeled by a hypercube with at most \( t \) faulty processors. The algorithm uses \( N + t - 1 \) tests if \( t = \log N \), and \( N + t \) tests if \( t < \log N \).

This paper shows an adaptive diagnosis algorithm using minimum number of tests for systems modeled by cube-connected cycles. We also show an adaptive diagnosis algorithm using \( N + t - 1 \) tests for an \( N \)-processor system modeled by a \((2t-1)\)-connected graph with at most \( t \) faulty processors. This is an extension of a previous result on systems modeled by complete graphs in the sense that an \( N \)-vertex complete graph \( K_N \) is \((2t-1)\)-connected if \( t < N/2 \). Notice that our algorithm uses \( N + t - 1 \) tests for an \( N \)-processor system modeled by a hypercube with at most \( t \) faulty processors if \( t \leq (\log N + 1)/2 \), since an \( N \)-vertex hypercube is \( \log N \)-connected.

The adaptive parallel diagnosis has been considered as well in the literature [1,2,3,6,11,13]. In adaptive parallel diagnosis, each processor may participate in at most one test, either as a testing or tested processor, in each testing round. Beigl, Hurwood, and Kahale [1] showed that for adaptive parallel diagnosis of an \( N \)-processor system modeled by \( K_N \) with at most \( t \) faulty processors, 4 testing rounds are necessary and sufficient if \( 2\sqrt{2N} \leq t \leq 0.03N \), 5 testing rounds are necessary if \( t \geq 0.49N \), and 10 testing rounds are sufficient if \( t < N/2 \). Since at least \( N + t - 1 \) tests are necessary for adaptive parallel diagnosis of an \( N \)-processor system with at most \( t \) faulty processors and there are at most \( N/2 \) tests in each testing round, \( \lceil (N + t - 1)/(N/2) \rceil \), which is 3 if \( t \geq 2 \), is a general lower bound for the number of testing rounds [2]. Björklund [6] showed that 4 testing rounds are sufficient for adaptive parallel diagnosis of an \( N \)-processor system modeled by a hypercube with at most \( \log N \) faulty processors. It is still open whether 3 testing rounds are sufficient for such systems, as mentioned in [6].

We partially answer the question above by showing that for adaptive parallel diagnosis of an \( N \)-processor system modeled by a hypercube, 3 testing rounds are necessary and sufficient if the number of faulty processors is at most \( \log N - \lceil \log(\log N - \lceil \log \log N \rceil + 4) \rceil + 2 \). We also show that 3 testing rounds are necessary and sufficient for adaptive parallel diagnosis of systems modeled by cube-connected cycles of dimension greater than 3.
2 Preliminaries

A multiprocessor system is modeled by a graph in which the vertices represent processors and edges represent communication links. Each vertex is either faulty or fault-free. A pair of adjacent vertices can test each other. A test performed by \( u \) on \( v \) is represented by an ordered pair \((u, v)\). The outcome of a test \( (u, v) \) is 1(0) if \( u \) evaluates \( v \) as faulty(fault-free). The outcome is accurate if \( u \) is fault-free, while the outcome is unreliable if \( u \) is faulty. A graph is t-diagnosable if all faulty vertices can always be identified from test results provided that the number of faulty vertices is not more than \( t \). If an \( N \)-vertex graph \( G \) is t-diagnosable then \( t < N/2 \) and the minimum degree of a vertex is at least \( t \) [16].

We denote the vertex set and edge set of a graph \( G \) by \( V(G) \) and \( E(G) \), respectively. For \( S \subseteq V(G) \), \( G - S \) is the graph obtained from \( G \) by deleting the vertices in \( S \). For a positive integer \( k \), a graph \( G \) is said to be \( k \)-connected if \( G - S \) is connected for any \( S \subseteq V(G) \) with \(|S| \leq k - 1 \). A graph is said to be \( k' \)-connected for any integer \( k' \leq 0 \) for convenience. We denote a cycle, path and complete graph with \( N \) vertices by \( C_N \), \( P_N \), and \( K_N \), respectively. \( C_N \) is called an even cycle if \( N \) is even, and odd cycle otherwise. The product of graphs \( G \) and \( H \) is a graph \( G \times H \) with vertex set \( V(G) \times V(H) \), in which \((u,v)\) is adjacent to \((u',v')\) if and only if either \( u = u' \) and \((v,v') \in E(H) \) or \( v = v' \) and \((u,u') \in E(G) \).

An \( n \)-dimensional cube \( Q(n) \) is recursively defined as follows: \( Q(1) = P_2 \); \( Q(n) = Q(n-1) \times P_2 \). It follows that \( Q(n) = Q(p) \times Q(q) \) for any positive integers \( p \) and \( q \) such that \( p + q = n \). \( Q(n) \) has \( 2^n \) vertices, and the degree of a vertex is \( n \).

The \( n \)-dimensional cube-connected cycles(CCC) is constructed from \( Q(n) \) by replacing each vertex of \( Q(n) \) with \( C_n \) in CCC. For any positive integer \( k \), \([k]\) denotes \( \{0,1,\ldots,k-1\} \). For any positive integer \( n \) and \( \mathbf{x} = x_{n-1}x_{n-2}\cdots x_0 \in [2]^n \) and \( i \in [n] \), let \( \chi_i(\mathbf{x}) = x_{n-1}\cdots x_{i+1}1x_{i-1}\cdots x_0 \), where \( t = 1 - x_i \) that is the complement of \( x_i \). The \( n \)-dimensional CCC, denoted by \( CCC(n) \), is the graph defined as follows:

\[
V(CCC(n)) = [2]^n \times [n];
E(CCC(n)) = \{([\mathbf{x}, i], [\chi_i(\mathbf{x}), i]) : i \in [n] \} \cup \{([\mathbf{x}, i], [\mathbf{x}, j]) : j = (i \pm 1) \bmod n \}.
\]

\( CCC(n) \) has \( n2^n \) vertices, and the degree of a vertex is 3.

3 Adaptive Diagnosis

In nonadaptive diagnosis, all tests are scheduled in advance. It is known that at least \( tN \) tests are necessary for nonadaptive diagnosis of an \( N \)-vertex graph with at most \( t \) faulty vertices [16].

In adaptive diagnosis, tests can be determined dynamically depending on previous test results. The following theorem shows a general lower bound for the number of tests necessary to adaptively diagnose a graph.
Theorem 1 [7] If $G$ is an $N$-vertex graph with at most $t$ faulty vertices then $N + t - 1$ tests are necessary to adaptively diagnose $G$ in the worst case.

The following theorem shows upper bounds for the number of tests sufficient to adaptively diagnose hypercubes.

Theorem II [6] $Q(n)$ is adaptively $t$-diagnosable using at most $N - t + 1$ tests if $t = n$, and using at most $N + t$ tests if $t < n$, where $N = 2^n$ is the number of vertices in $Q(n)$.

3.1 $(2t - 1)$-Connected Graphs

In this section, we prove the following theorem.

Theorem 1. Let $G$ be an $N$-vertex graph and $t$ be a positive integer. If $G$ is $(2t - 1)$-connected and $t < N/2$ then $G$ is adaptively $t$-diagnosable using at most $N + t - 1$ tests.

Since $K_N$ is $(N - 1)$-connected and $Q(n)$ is $n$-connected, we have the following corollaries:

Corollary I [7,17] $K_N$ is adaptively $t$-diagnosable using at most $N + t - 1$ tests if $t < N/2$. □

Corollary 1. $Q(n)$ is adaptively $t$-diagnosable using at most $N + t - 1$ tests if $t \leq (n + 1)/2$ and $n \geq 2$, where $N = 2^n$ is the number of vertices in $Q(n)$. □

3.1.1 Proof of Theorem 1 We need a preliminary result.

Lemma 1. Let $G$ be a $t$-connected graph, and $F$ be a set of all faulty vertices with $|F| \leq t$. If $H_0 \subseteq V(G) - F$, $H_0 \neq \emptyset$, and $F_0 \subseteq F$ then Function Expand shown in Fig. 1 identifies $F$ using at most $|V(G)| - |H_0 \cup F_0|$ tests.

Proof. We prove the lemma by a series of claims. 


definition of Expand function 

Fig. 1. Function Expand
Claim 1. If $H \cup F' \neq V(G)$, $H \neq \emptyset$, and $|F'| < t$ then there is a vertex $v \in V(G) - (H \cup F')$ such that $(u, v) \in E(G)$ for some vertex $u \in H$.

Proof (of Claim 1). Since $|F'| < t$ and $G$ is $t$-connected, $G - F'$ is connected. Since $V(G) - (H \cup F') \neq \emptyset$ and $H \neq \emptyset$, there is a vertex $v \in V(G) - (H \cup F')$ such that $(u, v) \in E(G)$ for some vertex $u \in H$. □

The following claim is obvious.

Claim 2. $H \subseteq V(G) - F$, $H \neq \emptyset$, and $F' \subseteq F$.

Claim 3. If $H \cup F' = V(G)$ or $|F'| = t$ then $F = F'$.

Proof (of Claim 3). If $F \neq F'$ then we conclude by Claim 2 that $H \cup F' \neq V(G)$ and $|F'| < |F| \leq t$, which is a contradiction. Hence, $F = F'$. □

By Claims 1 and 3, Function Expand identifies $F$. Since each vertex of $V(G) - (H_0 \cup F_0)$ is tested at most once, Function Expand uses at most $|V(G)| - |H_0 \cup F_0|$ tests. □

Now we are ready to prove Theorem 1. Let $G$ be a $(2t - 1)$-connected graph, and $F$ be a set of all faulty vertices with $|F| \leq t$. We prove the theorem by induction on $t$.

Since we can identify $F = \emptyset$ correctly with no test, the theorem holds for $t = 0$.

Let $t$ be a positive integer. For inductive step, assume that the theorem holds for any non-negative integer $t' < t$. Select any $v \in V(G)$. Let $u_1, u_2, \ldots, u_k$ be the vertices adjacent to $v$. We perform a sequence of tests $\langle u_1, v \rangle, \langle u_2, v \rangle, \ldots, \langle u_k, v \rangle$, and add $u_i$ to $T_j$ if the outcome of test $\langle u_i, v \rangle$ is $j$ ($j = 0, 1$) until either of the following two events occurs: (i) $|T_0| = t$; (ii) $|T_1| = |T_0| + 1$. It should be noted that $k \geq 2t - 1$ because $G$ is $(2t - 1)$-connected. Thus, either of (i) and (ii) always occurs. It is easy to see the following:

Claim 4. $T_1 \subseteq F$ if $v$ is fault-free, and $T_0 \cup \{v\} \subseteq F$ otherwise. □

We distinguish two cases.

(i) $|T_0| = t$: Since $|T_0 \cup \{v\}| = t + 1$ and $|F| \leq t$, $v$ is fault-free and $T_1 \subseteq F$ by Claim 4. Hence, by Lemma 1, $\text{Expand}(G, \{v\}, T_1, t)$ identifies $F$. The total number of tests performed is at most $|T_0| + |T_1| + (N - |T_1| - 1) = N + t - 1$.

(ii) $|T_1| = |T_0| + 1$: Let $s = |T_1|$ and $G' = G - (T_0 \cup T_1 \cup \{v\})$. By Claim 4, there exists at least $s$ faulty vertices in $T_0 \cup T_1 \cup \{v\}$, and so $G'$ has at most $t - s$ faulty vertices. It should be noted that $|T_0 \cup T_1 \cup \{v\}| = 2s$. Since $G$ is $(2t - 1)$-connected and $|V(G)| = N \geq 2t + 1$, $G'$ is $(2(t - s) - 1)$-connected and $|V(G')| = N - 2s \geq 2(t - s) - 1$. Thus, by inductive hypothesis, we can identify $F \cap V(G')$ using at most $(N - 2s) + (t - s) - 1 = N + t - 3s - 1$ tests. Let $H' = V(G') - F$. We further distinguish two cases.

(ii)-(a) $H' \cap \{u_1, u_2, \ldots, u_k\} \neq \emptyset$: Let $u \in H' \cap \{u_1, u_2, \ldots, u_k\}$. If the outcome of test $\langle u, v \rangle$ is 0 then $v$ is fault-free, and so $T_1 \subseteq F$ by Claim 4. Thus, by Lemma 1, $\text{Expand}(G, H' \cup \{v\}, (F \cap V(G')) \cup T_1, t)$ identifies $F$. The total number
Algorithm 1 [14]

Step 1
Perform the first series of tests along all edges of $C_N$ in the clockwise direction.

Step 2
If there is a sequence $a \xrightarrow{1} b \xrightarrow{1} c \xrightarrow{0} d \xrightarrow{0} e$ in test outcomes of Step 1
then perform one additional test $(e, d)$;
If there is a sequence $a \xrightarrow{1} b \xrightarrow{1} c \xrightarrow{0} d$ and there are only two 1’s in test outcomes of Step 1
then perform one additional test $(d, c)$;
If there is a sequence $a \xrightarrow{1} b \xrightarrow{0} c \xrightarrow{0} d$ and there are only two 1’s in test outcomes of Step 1
then perform one additional test $(e, d)$;
If there is a sequence $a \xrightarrow{1} b \xrightarrow{0} c \xrightarrow{0} d$ and there is only one 1 in test outcomes of Step 1
then perform one additional test $(d, c)$.

Fig. 2. Algorithm 1

of tests performed is at most $(2s - 1) + (N + t - 3s - 1) + 1 + s - 1 = N + t - 2$. If the outcome of test $\{u, v\}$ is 1 then $v$ is faulty, and so $T_0 \cup \{v\} \subseteq F$ by Claim 4. Thus, by Lemma 1, Expand$(G, H', (F \cap V(G')) \cup T_0 \cup \{v\}, t)$ identifies $F$. The total number of tests performed is at most $(2s - 1) + (N + t - 3s - 1) + 1 + s = N + t - 1$.

(ii)-(b) $H' \cap \{u_1, u_2, \ldots, u_k\} = \emptyset$: Since $2t - 1 \leq |T_0| + |T_1| + |F \cap V(G')| \leq t + s - 1$, we have $s \geq t$. On the other hand, $|T_0| \leq t - 1$, and so we have $s = |T_1| = |T_0| + 1 \leq t$. Thus, we conclude that $s = t$. Since $|T_0 \cup \{v\}| = |T_1| = t$, we have by Claim 4 that $F = T_0 \cup \{v\}$ or $F = T_1$. Notice that $H' = V(G')$ and $F \cap V(G') = \emptyset$. Thus, $T_0 \cup T_1 = \{u_1, u_2, \ldots, u_k\}$. Since $G$ is $(2t - 1)$-connected and $|T_0| = t - 1 \leq 2(t - 1)$, $G - T_0$ is connected, and so there exists some vertex $w \in T_1$ such that $(w, u) \in E(G)$ for some $x \in V(G') = H'$. If the outcome of test $\{x, w\}$ is 0 then $w$ is fault-free, and so we conclude that $F = T_0 \cup \{v\}$. If the outcome of test $\{x, w\}$ is 1 then $w$ is faulty, and so we conclude that $F = T_1$. Hence, we can identify $F$ using at most $(2t - 1) + (N - 2t - 1) + 1 \leq N + t - 1$ tests.

3.2 Cycles
We will use the following results on cycles proved in [14].

Theorem III [14] Algorithm 1 shown in Fig. 2 adaptively diagnoses $C_N$ using at most $N + 1$ test if the number of faults is at most 2 and $N \geq 5$.

3.3 CCC’s
Theorem 2. CCC$(n)$ is adaptively 3-diagnosable using at most $N + 2$ tests if $n \geq 4$, where $N = n2^n$ is the number of vertices in CCC$(n)$. 
Proof. Suppose \( n \geq 4 \) and \( F \subseteq V(\text{CCC}(n)) \) is a set of all faulty vertices with \( |F| \leq 3 \).

Let \( p = \lceil n/2 \rceil \) and \( q = n - p \) (= \( \lceil n/2 \rceil \)). For any \( k \in [2^{n-2}], \) set \( m_k = 4p \) if \( k < 2^{n-2}, \) and \( m_k = 4q \) otherwise. Notice that \( m_k \geq 8 \) since \( n \geq 4. \) For any \( k \in [2^{n-1}] \) and any \( i \in [m_k], \) define \( v_{k,i} \) as follows: If \( k < 2^{n-2} \) then

\[
v_{k,i} = \begin{cases} 
  b_1 \cdot 0 \cdot b_0 \cdot 0, i & \text{if } i < p, \\
  b_1 \cdot 1 \cdot b_0 \cdot 0, 2p - i & \text{if } p \leq i < 2p, \\
  b_1 \cdot 0 \cdot b_0 \cdot 1, i - 2p & \text{if } 2p \leq i < 3p, \\
  b_1 \cdot 1 \cdot b_0 \cdot 1, 4p - i & \text{if } 3p \leq i, 
\end{cases}
\]

where \( b_1 \in [2]^q \) and \( b_0 \in [2]^{2^{n-2}} \) are the \( q \) most and \( p - 2 \) least significant bits of the \((n-2)\)-bit binary representation of \( k, \) respectively, and \( a \cdot b \) denotes the concatenation of \( a \) and \( b; \) If \( k \geq 2^{n-2} \) then

\[
v_{k,i} = \begin{cases} 
  [0 \cdot b'_1 \cdot 0 \cdot b'_0, i + p] & \text{if } i < q, \\
  [1 \cdot b'_1 \cdot 0 \cdot b'_0, n - 1 + q - i] & \text{if } q \leq i < 2q, \\
  [1 \cdot b'_1 \cdot 1 \cdot b'_0, i + p - 2q] & \text{if } 2q \leq i < 3q, \\
  [0 \cdot b'_1 \cdot 1 \cdot b'_0, n - 1 + 3q - i] & \text{if } 3q \leq i, 
\end{cases}
\]

where \( b'_1 \in [2]^q \) and \( b'_0 \in [2]^p \) are the \( q - 2 \) most and \( p \) least significant bits of the \((n-2)\)-bit binary representation of \( k - 2^{n-2}, \) respectively. Define that if \( k < 2^{n-2} \) then

\[
\overline{v}_{k,i} = \begin{cases} 
  [x, n - 1] & \text{if } j = 0, \\
  [x, p] & \text{if } j = p - 1, \\
  \chi_j(x), j & \text{otherwise,}
\end{cases}
\]

and if \( k \geq 2^{n-2} \) then

\[
\overline{v}_{k,i} = \begin{cases} 
  [x, p - 1] & \text{if } j = p, \\
  [x, 0] & \text{if } j = n - 1, \\
  \chi_j(x), j & \text{otherwise,}
\end{cases}
\]

where \( v_{k,i} = [x, j]. \) For any \( k \in [2^{n-1}], \) let \( V_k = \{ v_{k,i} : i \in [m_k] \}. \) It is easy to see the following claims:

Claim 5. \((V_0, \ldots, V_{2^{n-2}-1})\) is a partition of \( V(\text{CCC}(n)). \)

Claim 6. \( (v_{k,i}, \overline{v}_{k,i}) \in E(\text{CCC}(n)) \) and \( \overline{v}_{k,i} \in V(\text{CCC}(n)) \) \( - V_k \) for any \( k \in [2^{n-1}]. \)

Claim 7. The subgraph of \( \text{CCC}(n) \) induced by \( V_k \) is isomorphic to a cycle \( C_{m_k} \) for any \( k \in [2^{n-1}]. \) In particular, \( (v_{k,i}, v_{k,(i+1) \mod m_k}) \in E(\text{CCC}(n)). \)

Let \( E_k = \{ (v_{k,i}, v_{k,(i+1) \mod m_k}) : i \in [m_k] \} \) for any \( k \in [2^{n-1}] \) and any \( i \in [m_k]. \) For each \( k \in [2^{n-1}], \) perform test \( \langle v_{k,i}, v_{k,(i+1) \mod m_k} \rangle \) in order of \( i = 0, 1, \ldots, m_k - 1 \) until the outcome of test \( \langle v_{k,i}, v_{k,(i+1) \mod m_k} \rangle \) is 1 for some \( i \) or we have \( m_k \) tests. Let \( X = \{ (v_{k,i}, v_{k,(i+1) \mod m_k}) : \text{the outcome of test } \langle v_{k,i}, v_{k,(i+1) \mod m_k} \rangle \text{ is 1} \}. \) Then, it is easy to see the followings:
Claim 8. $|E_k \cap X| \leq 1$ for any $k \in [2^n-1]$.

Claim 9. If $E_k \cap X = \emptyset$ then every vertex of $V_k$ is fault-free.

Claim 10. If $(v_{k,i}, v_{k,(i+1)} \mod m_k) \in X$, at least one of $v_{k,i}$ and $v_{k,(i+1)} \mod m_k$ is faulty.

We have $|X| \leq |F| \leq 3$ by Claims 8 and 10. There are four cases.

(i) $|X| = 3$: Let $Y$ denote the set of vertices incident with an edge in $X$. Every vertex of $V(CCC(n)) - Y$ is fault-free since $Y$ has three faulty vertices by Claims 8 and 10. If $(v_{k,i}, v_{k,(i+1)} \mod m_k) \in X$ then one of $v_{k,i}$ and $v_{k,(i+1)} \mod m_k$ is faulty and the other is fault-free by Claim 10. If $i \geq 1$ then $v_{k,i}$ is fault-free, for otherwise $|Y| \geq \{(v_{k,0}, v_{k,1}, \ldots, v_{k,i})\} + |X - (v_{k,i}, v_{k,(i+1)} \mod m_k)| \geq 4$, which is a contradiction. Since $v_{k,i}$ is fault-free, $v_{k,(i+1)} \mod m_k$ is faulty. If $i = 0$ then test $v_{k,0}$ by $v_{k,n-1} \in V(CCC(n)) - Y$. If the outcome of test ($v_{k,n-1}, v_{k,0}$) is 1 then $v_{k,0}$ is faulty, and otherwise $v_{k,1}$ is faulty. Hence, we can identify $F$ using at most $N = n \times 2^n$ tests.

(ii) $|X| = 2$: If $E_k \cap X = \emptyset$ then every vertex of $V_k$ is fault-free by Claim 9. Thus, we can diagnose $V_k$ with $m_k$ tests. If $E_k \cap X \neq \emptyset$ then $|E_k \cap X| = 1$ by Claim 8, and so $|X - E_k| = 1$. It follows that $V_k$ has at most two faulty vertices by Claim 10. Thus, from Claim 7 and the fact that $m_k > 8$, we can diagnose all vertices of $V_k$ by applying Algorithm 1 for $C_{m_k}$. Notice that if $(v_{k,i}, v_{k,(i+1)} \mod m_k) \in E_k \cap X$ then it suffices for Algorithm 1 to perform at most $(m_k - i)$ additional tests in order to diagnose $V_k$, since the outcome of $i + 1$ tests $(v_{k,i}, v_{k,(i+1)} \mod m_k)(j \in [i+1])$ can be used to diagnose $V_k$. Thus, we can diagnose $V_k$ with at most $m_k + 1$ tests. Since $|[k : E_k \cap X]| = |X| = 2$, we can identify $F$ with at most $\sum_{i=0}^{m_k-1} m_k + |X| = N + 2$ tests.

(iii) $|X| = 1$: Let $v_{k,i} \in X$ for some $k \in [2^n-1]$ and $i \in [m_k]$. Then, every vertex of $V(CCC(n)) - V_k$ is fault-free. We further distinguish three cases.

(iii)-(a) $i = 0$ or $i = 1$: We can identify $F$ by testing $v_{k,j}$ by $v_{k,i}$ for every $j \in [m_k]$, since $v_{k,j} \in V(CCC(n)) - V_k$ by Claim 6. The total number of tests performed is at most $N - m_k + (i + 1) + m_k \leq N + 2$.

(iii)-(b) $2 \leq i \leq m_k - 2$: Perform test $(v_{k,j}, v_{k,i})$ in order of $j = 0, 1, \ldots$ until the outcome of test $(v_{k,0}, v_{k,j})$ is 0 for some $j = l$. Notice that $v_{k,i}$ is fault-free since $v_{k,i} \in V(CCC(n)) - V_k$ by Claim 6. Thus,

$$
\begin{align*}
&v_{k,0}, v_{k,1}, v_{k,2} \in F & \text{if } l = 3, \\
v_{k,0}, v_{k,1}, v_{k,i+1} \in F & \text{if } l = 2, \\
v_{k,0}, v_{k,i+1} \in F & \text{if } l = 1, \text{ and} \\
v_{k,i+1} \in F & \text{if } l = 0.
\end{align*}
$$

If $l \leq 1$ then we test $v_{k,j}$ by $v_{k,j}$ for every integer $j$, $i + 2 \leq j \leq m_k - 1$. If the outcome of test $(v_{k,j}, v_{k,j})$ is 1 then $v_{k,j}$ is faulty. Hence, we can identify $F$ using at most $N - m_k + (i + 1) + 2 + (m_k - i - 2) \leq N + 1$ tests.

(iii)-(c) $i = m_k - 1$: In this case, $v_{k,0}$ is faulty and $v_{k,j}$ is fault-free for any integer $j$, $3 \leq j \leq m_k - 1$. Thus, if the outcome of test $(v_{k,1}, v_{k,1})$ is 0, then $F = \{v_{k,0}\}$; If the outcome of test $(v_{k,1}, v_{k,1})$ is 1 and the outcome of test
If \( (v_{k,2}, v_{k,2}) \) is 0, then \( F = \{v_{k,0}, v_{k,1}\} \); if the outcome of test \( (v_{k,1}, v_{k,1}) \) is 1 and the outcome of test \( (v_{k,2}, v_{k,2}) \) is 1, then \( F = \{v_{k,0}, v_{k,1}, v_{k,2}\} \). Hence, we can identify \( F \) using at most \( N + 2 \) tests.

(iv) \( |X| = 0 \): By Claim 9, we can identify \( F = \emptyset \) using \( N \) tests.

By (i), (ii), (iii), and (iv), we can diagnose \( CCC(n) \) using at most \( N + 2 \) tests.

\[ \square \]

4 Adaptive Parallel Diagnosis

In adaptive parallel diagnosis, several tests may be performed simultaneously in a testing round, but each vertex can participate in at most one test. That is, the tests in a testing round are a directed matching on the vertices. Since at least \( N + t - 1 \) tests are necessary for adaptive parallel diagnosis of an \( N \)-vertex graph with at most \( t \) faulty vertices and there are at most \( N/2 \) tests in each testing round, \( \lceil (N + t - 1)/(N/2) \rceil \) is a general lower bound for the number of testing rounds. Thus we have the following.

**Theorem IV** [2] If \( G \) is a graph with at most \( t \) faulty vertices then 3 testing rounds are necessary to adaptively diagnose \( G \) provided that \( t \geq 2 \).

4.1 Even Cycles

The following theorem will be used in the next section.

**Theorem 3.** An even cycle \( C_N \) can be adaptively diagnosed in 3 testing rounds if the number of faults is not more than 2 and \( N \geq 6 \).

**Proof.** In Step 1 of Algorithm 1 shown in Figure 2, all tests can be performed in two rounds, since \( N \) is even. In Step 2, just one test is performed, and this can be done in a testing round. Thus we have the theorem.

4.2 Hypercubes

The following theorem is shown in [6].

**Theorem V** [6] \( Q(n) \) can be adaptively diagnosed in 4 testing rounds if the number of faults is not more than \( n \) and \( n \geq 3 \).

We prove the following theorem.

**Theorem 4.** \( Q(n) \) can be adaptively diagnosed in 3 testing rounds if the number of faults is not more than \( n - \lceil \log(n - \lceil \log(n) + 4 \rceil) \rceil + 2 \) and \( n \geq 4 \).
4.2.1 Proof of Theorem 4 Let \( t = n - \lceil \log(n - \lceil \log n \rceil + 4) \rceil + 2 \). \( Q(n) \) is represented as \( Q(n - t + 2) \times Q(t - 2) \). Notice that \( t \geq 3 \) since \( n \geq 4 \). We need a few technical lemmas.

**Lemma 2.** \( |V(Q(n - t + 2))| > t \).

*Proof.* \( |V(Q(n - t + 2))| = 2^{n-t+2} = 2^{\lceil \log(n - \lceil \log n \rceil + 4) \rceil} \geq n - \lceil \log n \rceil + 4 > t \). \( \Box \)

**Lemma 3.** For any \( S \subseteq V(Q(n)) \) with \( |S| \leq n \), each vertex in \( S \) has a distinct adjacent vertex in \( V(Q(n)) - S \).

*Proof.* We prove the lemma by induction on \( n \). The case when \( n = 1 \) is trivial. Assume that the lemma holds if \( n = k \). Let \( S \) be a set of vertices of \( Q(k + 1) \) with \( |S| \leq k + 1 \). Since \( Q(k + 1) = Q(k) \times P_2 \), \( Q(k + 1) \) can be decomposed into two disjoint copies of \( Q(k) \), say \( Q_1(k) \) and \( Q_2(k) \). We distinguish two cases.

(i) \( S \subseteq V(Q_1(k)) \): The vertices in \( Q_2(k) \) corresponding to the vertices in \( S \) are the desired vertices.

(ii) \( S \cap V(Q_1(k)) \neq \emptyset \) and \( S \cap V(Q_2(k)) \neq \emptyset \): Let \( S_i = S \cap V(Q_i(k)) \) (i = 1, 2). Since \( |S_i| \leq k \), \( S_i \) has a desired set of vertices in \( Q_i(k) \) by the inductive hypothesis. \( \Box \)

Now we are ready to describe our algorithm. Our algorithm works in two steps. It is well-known that \( Q(n) \) has a Hamilton cycle. In the first step, we perform in two testing rounds all tests along a Hamilton cycle in all copies of \( Q(n - t + 2) \) in the clockwise direction. A copy of \( Q(n - t + 2) \) is said to be fault-free if it has no faulty vertex, and faulty otherwise. The following is immediate from Lemma 2.

**Lemma 4.** A copy of \( Q(n - t + 2) \) is faulty if and only if the tests along a Hamilton cycle have an outcome of 1.

Let \( F \) be the set of all faulty copies of \( Q(n - t + 2) \).

The second step of our algorithm is distinguished in three cases depending on \( |F| \).

If \( |F| = t \) then each faulty copy of \( Q(n - t + 2) \) has just one faulty vertex, which we can identify from the test results in the first step.

If \( |F| = t - 1 \) then each faulty copy of \( Q(n - t + 2) \) has at most two faulty vertices, which we can identify in one more testing round by Theorem 3.

If \( |F| \leq t - 2 \) then for each faulty copy \( Q_F \) of \( Q(n - t + 2) \), there is a distinct fault-free copy \( Q_H \) of \( Q(n - t + 2) \) in which each vertex \( v_H \) is adjacent to the corresponding vertex \( v_F \) in \( Q_F \) by Lemma 3. By performing the tests \( \langle v_H, v_F \rangle \) for all faulty copies of \( Q(n - t + 2) \) in one testing round, we can identify all the faults.

Our algorithm is summarized in Fig. 3.

4.3 CCC’s

The following theorem is proved based on adaptive serial diagnosis for CCC’s in Section 3.3.
Algorithm 2

Step 1
Perform in 2 testing rounds all tests along a Hamilton cycle in all copies of \(Q(n - t + 2)\) in the clockwise direction. Let \(\mathcal{F}\) be the set of all faulty copies of \(Q(n - t + 2)\).

Step 2
If \(|\mathcal{F}| = t\)
then identify the faults;
If \(|\mathcal{F}| = t - 1\)
then perform tests in one more testing round according to Step 2 of Algorithm 1, and identify the faults;
If \(|\mathcal{F}| < t - 2\)
then diagnose all vertices in all faulty copies of \(Q(n - t + 2)\) by corresponding vertices in distinct fault-free copies of \(Q(n - t + 2)\) in one more testing round.

Theorem 5. CCC\((n)\) can be adaptively diagnosed in 3 testing rounds if the number of faults is not more than 3 and \(n \geq 4\).

Proof. Let \((V_0, V_1, \ldots, V_{2^n-1})\) be a partition of \(V(\text{CCC}(n))\) defined in the proof of Theorem 2. Our algorithm works in two steps. By Claim 7, every block \(V_k (k \in [2^n-1])\) is isomorphic to \(C_{m_k}\). In the first step, we perform in two testing rounds all tests along a cycle \(C_{m_k}\) in all block \(V_k\) in the clockwise direction. A block \(V_k\) is said to be fault-free if it has no faulty vertex, and faulty otherwise. Since every block \(V_k\) has \(4\lceil n/2 \rceil \geq 4\) vertices, we have the following.

Lemma 5. \(V_k\) is faulty if and only if the tests along a cycle \(C_{m_k}\) have an outcome of 1.

Let \(\mathcal{F}\) be the set of all faulty blocks. \(|\mathcal{F}| \leq 3\) by the assumption. The second step of our algorithm is distinguished in four cases depending on \(|\mathcal{F}|\).

(i) \(|\mathcal{F}| = 3\): Each block \(V_k \in \mathcal{F}\) has only one faulty vertex since there are at most three faulty vertices. Thus faulty vertices can be identified from the test results in the first step.

(ii) \(|\mathcal{F}| = 2\): Each block \(V_k \in \mathcal{F}\) has at most 2 faulty vertices, which we can identify in one more testing round by Theorem 3.

(iii) \(|\mathcal{F}| = 1\): It is easy to see from Claim 6 that each vertex \(v_F\) in the block \(V_F \in \mathcal{F}\), there exists a distinct vertex \(v_F' \in V(\text{CCC}(n)) - V_F\) adjacent with \(v_F\). We perform tests \(\langle v_F', v_F \rangle\) for all vertices \(v_F\) in \(V_F\) in one testing round.

(iv) \(|\mathcal{F}| = 0\): From the test results in the first step, we know that there is no fault.

5 Concluding Remarks

1. We can prove that 4 testing rounds are necessary and sufficient to adaptively diagnose an odd cycle \(C_N\) if the number of faulty vertices is at most 2 and \(N \geq 5\).
2. We can prove that $CCC(3)$ is also adaptively 3-diagnosable using at most $N + 2$ tests. The proof is similar to that of Theorem 2. Notice that $CCC(2)$ is just $C_8$. We can show that $CCC(3)$ can be adaptively diagnosed in 4 testing rounds if the number of faults is at most 3. It is open if 3 testing rounds are sufficient for $CCC(3)$.

3. $Q(3)$ can be adaptively diagnosed in 3 testing rounds if the number of faults is at most 3, as mentioned in [13]. Notice that $Q(2)$ is just $C_4$. We can prove that $Q(n)$ can be adaptively diagnosed in 3 testing rounds if the number of faults is not more than $n - \lfloor \log(n - \lfloor \log n \rfloor + 3) \rfloor + 2$ and $n \geq 3$. The proof is similar to that of Theorem 4 but more complicated. It is still open whether 3 testing rounds are sufficient to adaptively diagnose $Q(n)$ with at most $t$ faulty vertices even if $n - \lfloor \log(n - \lfloor \log n \rfloor + 3) \rfloor + 3 \leq t \leq n$. A similar approach based on the decomposition of $Q(n)$ into subcubes can be found in [13], in which it is shown that $Q(n)$ is adaptively $n$-diagnosable using $N + 3n/2$ tests if $n \geq 3$, and $Q(n)$ is adaptively diagnosable in 11 testing rounds if the number of faulty vertices is not more than $n$ and $n \geq 3$.

4. We can prove that a $d$-dimensional torus can be adaptively diagnosed in 3 testing rounds if the number of faulty vertices is at most $2d$ and the number of vertices in the side is even. We can also show that a $d$-dimensional mesh can be adaptively diagnosed in 3 testing rounds if the number of faulty vertices is at most $d$. The details will appear in the forthcoming full version of the paper.
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Abstract. We consider the routing for a special type of communication requests, called a multicast, consisting of a fixed source and a multiset of destinations in a wavelength division multiplexing all optical network. We prove a min-max equality that the minimum number of wavelengths necessary for routing a multicast is equal to the maximum of the average number of paths that share a link in a cut of the network. Based on the min-max equality above, we propose an on-line algorithm for routing a multicast, and show that the competitive ratio of our algorithm is equal to the ratio of the degree of the source to the link connectivity of the network. We also show that 4/3 is a lower bound for the competitive ratio of an on-line algorithm for routing a multicast.

1 Introduction

A WDM (Wavelength Division Multiplexing) all-optical network consists of routing nodes interconnected by point-to-point unidirectional fiber-optic links, which support a certain number of wavelengths. The same wavelength on two input ports cannot be routed to a same output port due to the interference. A fundamental problem for WDM all-optical networks is the optical routing, which assigns a path and a wavelength for each communication request in such a way that no two paths that traverse a common link are assigned the same wavelength by using as few wavelengths as possible. This paper considers the on-line optical routing for a special collection of communication requests called a multicast.

A WDM all-optical network is modeled as a symmetric digraph (directed graph) $G$ with vertex set $V(G)$ and arc (directed edge) set $A(G)$ such that if $(u, v) \in A(G)$ then $(v, u) \in A(G)$, where the vertices represent the routing nodes and each arc represents a point-to-point unidirectional fiber-optic link connecting a pair of routing nodes.

Let $P(x, y)$ denote a dipath (directed path) in $G$ from the vertex $x$ to $y$ which consists of consecutive arcs beginning at $x$ and ending at $y$. A request is an ordered pair of vertices $(x, y)$ in $G$ corresponding to a message to be sent from $x$ to $y$, and an instance $I$ is a collection (multiset) of requests. A routing for an instance $I$ is a collection of dipaths $R = \{P(x, y) | (x, y) \in I\}$.

Given a symmetric digraph $G$, an instance $I$, and a routing $R$ for $I$, $w(G, I, R)$ is the minimum number of wavelengths that can be assigned to the dipaths in $R$.
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so that no two dipaths sharing an arc have the same wavelength. Let \( \omega(G, I) \)
 denote the smallest \( \omega(G, I, R) \) over all routings \( R \) for \( I \). The load of an arc
\( \alpha \in A(G) \) in \( R \), denoted by \( \pi(G, I, R, \alpha) \), is the number of dipaths in \( R \)
containing \( \alpha \). Let \( \pi(G, I, R) \) denote the largest \( \pi(G, I, R, \alpha) \) over all arcs \( \alpha \in A(G) \),
and \( \pi(G, I) \) denote the smallest \( \pi(G, I, R) \) over all routings \( R \) for \( I \). It is known that
computing \( \omega(G, I) \) and \( \pi(G, I) \) is NP-hard in general [2]. It is not difficult to see
that \( \omega(G, I) \geq \pi(G, I) \) for an instance \( I \) in a symmetric digraph \( G \) and that the
inequality can be strict in general [2].

Beauquier, Hell, and Perennes [3] proved that for a multicast \( I \) in a symmetric
digraph \( G \), \( \omega(G, I) = \pi(G, I) \) and both \( \omega(G, I) \) and \( \pi(G, I) \) can be computed
in polynomial time. An instance \( I \) is called a multicast if \( I \) is of the form
\( \{(x, y) | y \in Y\} \) for a fixed vertex \( x \in V(G) \), called the source, and a collection \( Y \)
of vertices in \( V(G) \), called the destinations.

This paper shows a min-max equality on \( \omega(G, I) \) for a multicast \( I \) in a
symmetric digraph \( G \) by means of the cut in \( G \). For a digraph \( G \) and a nonempty
proper subset \( S \subset V(G) \), a cut \((S, \overline{S})\) is the set of arcs beginning in \( S \) and
ending in \( \overline{S} \), where \( \overline{S} = V(G) - S \). For a multicast \( I = \{(x, y) | y \in Y\} \) and a cut
\( (X, \overline{X}) \) with \( x \in X \subset V(G) \), let \( \mu(G, I, X) \) denote \([|Y \cap X|/|(X, \overline{X})|]\), and
\( \mu(G, I) \) denote the largest \( \mu(G, I, X) \) over all cuts \( (X, \overline{X}) \) with \( x \in X \subset V(G) \).
Notice that \( \mu(G, I, X) \) is a lower bound on the average load of an arc in \( (X, \overline{X}) \)
for any routing for \( I \). We prove a min-max equality that \( \omega(G, I) = \mu(G, I) \),
which is used as a basis for on-line multicasting. Let \( \delta(x) \) denote the outdegree
of \( x \) and \( \lambda(x) \) denote \( \min\{|(X, \overline{X})| | x \in X \subset V(G)\} \). Notice that \( \delta(x) \geq \lambda(x) \).
If \( I \) is a broadcast, that is \( I = \{(x, y) | y \in V(G) - x\} \) and \( \delta(x) = \lambda(x) \) then
our min-max equality implies that \( \omega(G, I) = |V(G) - 1|/\delta(x) \), which is essentially
Theorem 3.1 in [4] proved by Bermond, Gargano, Perennes, Rescigno, and
Vaccaro.

Given a symmetric digraph \( G \) and a sequence of requests \( (x_i, y_i) \), an on-line
algorithm assigns a dipath \( P(x_i, y_i) \) and a wavelength to \( P(x_i, y_i) \), so that no
two dipaths sharing an arc are assigned the same wavelength. The performance
measure for an on-line algorithm is the competitive ratio defined as the worst-case
ratio over all request sequences between the number of wavelengths used by
the on-line algorithm and the optimal number of wavelengths necessary on the
same sequence. Bartal and Leonardi [1] showed on-line algorithms with competitive
ratio of \( O(\log N) \) for any instances in \( N \)-vertex digraphs associated with meshes,
trees, and trees of rings, where the digraph associated with a graph \( H \)
is the symmetric digraph obtained when each edge \( e \) of \( H \) is replaced by two oppositely
oriented arcs with the same ends as \( e \). They also proved a matching
lower bound of \( \Omega(\log N) \) for digraphs associated with meshes, and a lower bound
of \( \Omega(\log K/\log \log N) \) for digraphs associated with trees and trees of rings [1].

We show here an on-line algorithm for a multicast \( I = \{(x, y) | y \in Y\} \) in
a symmetric digraph \( G \). We prove that the competitive ratio of our algorithm
is \( [\delta(x)/\lambda(x)] \). It follows that if \( \delta(x) = O(1) \) then the competitive ratio of our
algorithm is \( O(1) \). Moreover, if \( \delta(x) = \lambda(x) \) then our algorithm is optimal. We
also show a complementary result that if \( \delta(x) > \lambda(x) \) then there is no optimal
on-line algorithm. Moreover, we show that the competitive ratio of any on-line algorithm is at least $4/3$. We also consider the dynamic multicasting.

2 Off-Line Multicasting

We prove in this section the following min-max equality, which will be used in the subsequent sections.

**Theorem 1.** $\omega(G, I) = \mu(G, I)$ for a multicast $I$ in a symmetric digraph $G$.

2.1 Proof of Theorem 1

Let $G$ be a symmetric digraph and $I = \{(x, y) | y \in Y\}$ be a multicast in $G$.

**Proof of $\omega(G, I) \geq \mu(G, I)$.** It is well-known and easily verified that

$$\omega(G, I) \geq \pi(G, I).$$

Since $\mu(G, I, X)$ is a lower bound on the average load of an arc in a cut $(X, \overline{X})$ with $x \in X \subset V(G)$ for any routing $R$ for $I$, we have

$$\pi(G, I, R) \geq \mu(G, I, X)$$

for any routing $R$ for $I$ and any cut $(X, \overline{X})$ with $x \in X \subset V(G)$. Thus, it follows that

$$\pi(G, I) \geq \mu(G, I).$$

Combining (1) and (2), we have

$$\omega(G, I) \geq \mu(G, I).$$

**Proof of $\omega(G, I) \leq \mu(G, I)$.** It is proved in [3] that for a multicast $I = \{(x, y) | y \in Y\}$ in a symmetric digraph $G$ we have

$$\omega(G, I) = \pi(G, I),$$

by using flow networks derived from $G$.

In a flow network, we denote by $c(u, v)$ the capacity of an arc $(u, v)$, and by $c(T, \overline{T})$ the capacity of a cut $(T, \overline{T})$. Although $Y$ is a collection (multiset) in general, we assume without loss of generality that $Y$ is just a set, as mentioned in [3].

In order to compute $\pi(G, I)$ the following flow network $F_p$ is introduced in [3]. Let $s$ and $t$ be two new vertices which will be the source and sink in $F_p$,
respectively. The flow network $F_p$ is defined as follows:

$$V(F_p) = \{s, t\} \cup V(G)$$

$$A(F_p) = \{\{s, x\} \cup A(G) \cup \bigcup_{y \in Y} \{\{y, t\}\}$$

$$c(s, x) = \infty$$

$$c(u, v) = p \text{ for all } (u, v) \in A(G)$$

$$c(y, t) = 1 \text{ for all } y \in Y.$$ 

The following theorem is immediate from the definitions.

**Theorem 1** [3] $\pi(G, I) \leq p$ if and only if $F_p$ has a flow of value $|Y|$.

By (3) and Theorem 1 above, it suffices to show that $F_{\mu(G, I)}$ has a flow of value $|Y|$. We prove this by showing that any cut in $F_{\mu(G, I)}$ separating $s$ and $t$ has capacity at least $|Y|$. Any cut in $F_{\mu(G, I)}$ separating $s$ and $t$ can be represented as $(S \cup \{s\}, \overline{S} \cup \{t\})$ for a subset $S$ of $V(G)$ and $\overline{S} = V(G) - S$. It is easy to see that

$$c(S \cup \{s\}, \overline{S} \cup \{t\}) = \begin{cases} |Y \cap S| + \mu(G, I) \cdot |(S, \overline{S})| & \text{if } x \in S \\ \infty & \text{if } x \in \overline{S} \end{cases}$$

where $(S, \overline{S})$ is a cut in $G$. It follows that we may assume that $x \in S$. Then we have

$$c(S \cup \{s\}, \overline{S} \cup \{t\}) = |Y \cap S| + \mu(G, I) \cdot |(S, \overline{S})|$$

$$= |Y \cap S| + \max \left\{ \frac{|Y \cap X|}{|X|} \right\} \quad x \in X \subset V(G)$$

$$\geq |Y \cap S| + \frac{|Y \cap S|}{|(S, \overline{S})|} \cdot |(S, \overline{S})|$$

$$\geq |Y \cap S| + \frac{|Y \cap S|}{|(S, \overline{S})|} \cdot |(S, \overline{S})|$$

$$= |Y \cap S| + |Y \cap \overline{S}| = |Y|,$$

as desired.

3 On-Line Multicasting

3.1 Upper Bounds

Let $G$ be a symmetric digraph, and $(x_1, y_1), (x, y_2), \ldots, (x, y_j), \ldots$ be a sequence of multicast requests in $G$. Let $I_j$ denote the collection $\{(x, y_1), (x, y_2), \ldots, (x, y_j)\}$, and $Y_j$ denote the collection $\{y_1, y_2, \ldots, y_j\}$. We assume without loss of generality that $x$ is not a cut-vertex in $G$. We also assume that the wavelengths are labeled with positive integers. Our on-line algorithm is based on the following classic theorem due to Edmonds [5]. For a vertex $u$ of a digraph $G$, a-ary arborescence $H(u)$ in $G$ is an acyclic spanning subdigraph of $G$ such that for every vertex $v \in V(G)$ there is exactly one dipath in $H(u)$ from $u$ to $v$. 
Theorem II. [5] For a digraph $G$ and a vertex $u \in V(G)$, the maximum number of arc-disjoint $u$-arborescences in $G$ is equal to $\lambda(u)$.

Let $\mathcal{H} = \{H_1(x), H_2(x), \ldots, H_{\lambda(x)}(x)\}$ be a set of arc-disjoint $x$-arborescences in $G$. For each request, our on-line algorithm, called ARB, assigns a dipath in an $x$-arborescence in $\mathcal{H}$. Given a request $(x, y_j)$, ARB finds an $x$-arborescence $H_k(x)$ such that the number of dipaths in $H_k(x)$ assigned to the existing requests is minimal, assigns the unique dipath $P(x, y_j)$ in $H_k(x)$, and assigns the lowest available wavelength to $P(x, y_j)$.

Theorem 2. The competitive ratio of ARB is $[\delta(x)/\lambda(x)]$.

Proof. From Theorem 1, we have that for any $j$,

$$\omega(G, I_j) = \mu(G, I_j)$$
$$= \max \left\{ \left\lceil \frac{|Y_j \cap \overline{X}|}{|X, \overline{X}|} \right\rceil \mid x \in X \subset V(G) \right\}$$
$$\geq \frac{|Y_j \cap (V(G) - \{x\})|}{|\{x\}, V(G) - \{x\}|} = \frac{|Y_j|}{[\delta(x)]}$$
$$\geq \frac{|Y_j|}{[\delta(x)]}.$$ 

Let $\omega(G, I_j, ALG)$ denote the number of wavelengths used by an on-line algorithm ALG for $I_j$. We have that

$$\omega(G, I_j, ALG) = \left\lceil \frac{|Y_j|}{\lambda(x)} \right\rceil$$
$$\leq \left\lceil \frac{\omega(G, I_j) \cdot [\delta(x)]}{\lambda(x)} \right\rceil$$
$$\leq \left\lceil \frac{[\delta(x)] \cdot \omega(G, I_j)}{\lambda(x)} \right\rceil.$$ 

as desired. \qed

The following corollaries are immediate. An on-line algorithm ALG is said to be optimal for $G$ if $\omega(G, I_j, ALG) = \omega(G, I_j)$ for any $j$.

Corollary 1. If $\delta(x)$ is $O(1)$ then the competitive ratio of ARB is $O(1)$.

Corollary 2. If $\delta(x) = \lambda(x)$ then ARB is optimal for $G$.

Corollary 3. ARB is optimal for digraphs associated with trees, cycles, tori, hypercubes, and cube-connected cycles.
3.2 Lower Bounds

The following is a complementary result to Corollary 2.

**Theorem 3.** If \( d(z) > \lambda(z) \) then there is no online algorithm optimal for \( G \).

**Proof.** We prove the theorem by contradiction. Let \( G \) be a symmetric digraph, and \( z \) be a vertex in \( G \) with \( d(z) > \lambda(z) \). Assume that there exists a digraph \( G' \) and a vertex \( x \in V(G) \) such that there is an online algorithm \( \text{ALG} \) optimal for \( G' \) and \( x \) be a vertex in \( G \) such that \( x \in V(G) \).

**Proof.** By Corollary 2, the competitive ratio of any online algorithm for \( G' \) is at least 2. Since \( \text{ALG} \) is optimal for \( G' \), \( \text{ALG} \) assigns the request \( (x, w) \) to a different wavelength \( \lambda \).

Let \( \lambda \) be the wavelength associated with \( (x, w) \). The vertices \( v \) and \( y \) are adjacent, so \( H \) is a subgraph of \( G' \). Let \( \lambda(v, y) = \lambda \).

On the other hand, we have the following corollary.

**Corollary 4.** There is an online algorithm optimal for \( G' \) and only if \( d(z) = \lambda(z) \).

Let \( \lambda \) be the wavelength associated with \( (x, w) \). The vertices \( v \) and \( y \) are adjacent, so \( H \) is a subgraph of \( G' \). Let \( \lambda(v, y) = \lambda \).

On the other hand, we have the following corollary.

**Corollary 4.** There is an online algorithm optimal for \( G' \) and only if \( d(z) = \lambda(z) \).

Let \( \lambda \) be the wavelength associated with \( (x, w) \). The vertices \( v \) and \( y \) are adjacent, so \( H \) is a subgraph of \( G' \). Let \( \lambda(v, y) = \lambda \).

On the other hand, we have the following corollary.

**Corollary 4.** There is an online algorithm optimal for \( G' \) and only if \( d(z) = \lambda(z) \).

Let \( \lambda \) be the wavelength associated with \( (x, w) \). The vertices \( v \) and \( y \) are adjacent, so \( H \) is a subgraph of \( G' \). Let \( \lambda(v, y) = \lambda \).
following sequence of $4l$ requests $I_{4l}$:

$$\{(x,u_1), \ldots, (x,u_1), (x,u_2), \ldots, (x,u_2), (x,u_3), \ldots, (x,u_3), (x,u_4), \ldots, (x,u_4)\}.$$ (4)

If $\omega(G_M, I_{4l}, \text{ALG}) \geq 4l/3$ then we are done, because $\omega(G_M, I_{4l}) = l$ as easily seen, and we have

$$\omega(G_M, I_{4l}, \text{ALG}) \geq \frac{4l}{3} = \frac{4}{3}\omega(G_M, I_{4l}).$$

If $\omega(G_M, I_{4l}, \text{ALG}) < 4l/3$ then we consider the following sequence of additional $4l$ requests $I'_{4l}$:

$$\{(x,v), (x,v), \ldots, (x,v)\}.$$ (5)

Suppose that ALG uses $l+i$ ($0 \leq i < l/3$) wavelengths for the sequence (4), and let $W = \{w_1, w_2, \ldots, w_{l+i}\}$ be the set of wavelengths used for the sequence (4). Since the outdegree of $x$ is 4, the maximum number of requests for which we can assign wavelengths in $W$ is $4(l+i)$. Since the number of requests in the sequence (4) is $4l$, ALG can use the wavelengths in $W$ for at most $4(l+i) - 4l = 4i$ requests in the sequence (5). Since the indegree of $v$ is 2, ALG needs at least $(4l-4i)/2 = 2l-2i$ additional wavelengths not in $W$ for the sequence (5). Thus, ALG uses at least $(l+i) + (2l-2i) = 3l-i$ wavelengths for the concatenation of the sequences (4) and (5). Since $i < l/3$, we have

$$\omega(G_M, I_{4l} \cup I'_{4l}, \text{ALG}) \geq 3l - i > 3l - \frac{1}{3}l = \frac{8}{3}l.$$ On the other hand, it is easy to see that $\omega(G_M, I_{4l} \cup I'_{4l}) = 2l$. Thus we have

$$\omega(G_M, I_{4l} \cup I'_{4l}, \text{ALG}) > \frac{4}{3}\omega(G_M, I_{4l} \cup I'_{4l}),$$ as desired. \qed

Notice that $\omega(G_M, I, \text{ARB}) \leq 2\omega(G_M, I)$ for any multicast $I$.

Our general upper bound for the competitive ratio is $[\delta(x)/\lambda(x)]$, and the general lower bound is $4/3$. It is an interesting open problem to close the gap between upper and lower bounds above.

### 4 Dynamic Multicasting

Given a symmetric digraph $G$ and a sequence of request arrivals and terminations for a multicast $I = \{(x,y) | y \in Y\}$, a dynamic algorithm assigns a dipath $P(x,y)$ and a wavelength to $P(x,y)$, so that no two dipaths sharing an arc are assigned the same wavelength if a request $(x,y)$ arrives, and deletes $P(x,y)$ together with the wavelength assigned if a request $(x,y)$ terminates.
Let $I_j$ denote a collection of the existing requests just after $j$th request arrival or termination in the sequence. We denote by $\omega(G, x, L, \text{ALG}, I_j)$ the number of wavelengths used by a dynamic algorithm ALG for $I_j$ provided that $\mu(G, I_j) \leq L$ for any $j$. Let $\omega(G, x, L, \text{ALG})$ denote $\max_j \omega(G, x, L, \text{ALG}, I_j)$ and $\omega(G, x, L)$ denote the smallest $\omega(G, x, L, \text{ALG})$ over all dynamic algorithms ALG. Notice that $\omega(G, x, L) \geq L$.

Our dynamic algorithm ARB’ is obtained from ARB by just adding an operation that when an existing request terminates, ARB’ deletes the dipath assigned for the request together with wavelength assigned. The following results are immediate from the corresponding results in the previous section.

Theorem 5.

$$\omega(G, x, L, \text{ARB’}) \leq \left\lfloor \frac{L \cdot \delta(x)}{\lambda(x)} \right\rfloor.$$  

Corollary 5. If $\delta(x) = O(1)$ then $\omega(G, x, L, \text{ARB’}) = O(L)$.

Theorem 6. $\omega(G, x, L) = L$ if and only if $\delta(x) = \lambda(x)$.

Theorem 7.

$$\omega(G_M, x, L) \geq \frac{4}{3} L.$$  

It should be noted that the performance of dynamic optical routing is considerably less than that of on-line optical routing in general, as mentioned in [6]. Our results indicate that the performance of dynamic multicasting is comparable to that of on-line multicasting.
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Abstract. A plane drawing of a graph is called a floorplan if every face (including the outer face) is a rectangle. A based floorplan is a floorplan with a designated base line segment on the outer face. In this paper we give a simple algorithm to generate all based floorplans with at most $n$ faces. The algorithm uses $O(n)$ space and generates such floorplans in $O(1)$ time per floorplan without duplications. The algorithm does not output entire floorplans but the difference from the previous floorplan. By modifying the algorithm we can generate without duplications all based floorplans having exactly $n$ faces in $O(1)$ time per floorplan. Also we can generate without duplications all (non-based) floorplans having exactly $n$ faces in $O(n)$ time per floorplan.
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1 Introduction

Generating all graphs with some property without duplications has many applications, including unbiased statistical analysis [6]. A lot of algorithms to solve these problems are already known [1,2,6, etc]. See nice textbooks [3,4].

In this paper we wish to generate all “based” floorplans, which will be defined precisely in Section 2. All based floorplans with three rooms are shown in Fig. 1. Such floorplans play an important role in many algorithms, including VLSI floorplanning. By checking all (or some of) based floorplans, we can find the best (or possibly nice) floorplan with respect to some given property. Also we can have a catalog of floorplans.

Fig. 1. Based floorplans with three rooms
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To solve these all-graph-generating problems some types of algorithms are known.

Classical method algorithms \([3, \text{ p57}]\) first generate all the graphs with given property allowing duplications, but output only if the graph has not been output yet. Thus this method requires quite a huge space to store a list of graphs that have already been output. Furthermore, checking whether each graph has already been output requires a lot of time.

Orderly method algorithms \([3, \text{ p57}]\) need not to store the list, since they output a graph only if it is a “canonical” representative of each isomorphism class.

Reverse search method algorithms \([1]\) also need not to store the list. The idea is to implicitly define a connected graph \(H\) such that the vertices of \(H\) correspond to the graphs with the given property, and the edges of \(H\) correspond to some relation between the graphs. By traversing an implicitly defined spanning tree of \(H\), one can find all the vertices of \(H\), which correspond to all the graphs with the given property.

The main idea of our algorithm is that for some problems \([5]\) we can define a tree (not a general graph) as the graph \(H\) of reverse search method. Thus our algorithm does not need to find a spanning tree of \(H\), since \(H\) itself is a tree. With some other ideas we give the following simple but efficient algorithms.

Our first algorithm generates all based floorplans with “at most” \(n\) rooms. A based floorplan is a floorplan with a designated base line segment on the outer face. For instance, there are six based floorplans with exactly three rooms, as shown in Fig. 1. The base line segments on the outer face are depicted by thick lines. However, there are only two (non-based) floorplans with exactly three rooms. See Fig. 2. The algorithm uses \(O(n)\) space and runs in \(O(f(n))\) time, where \(f(n)\) is the number of nonisomorphic based floorplans with at most \(n\) rooms. The algorithm generates floorplans without duplications. So the algorithm generates each floorplan in \(O(1)\) time on average. The algorithm does not output entire floorplans but the difference from the previous floorplans.

By modifying our first algorithm we can generate without duplications all based floorplans having “exactly” \(n\) rooms in \(O(1)\) time per floorplan. The algorithms uses \(O(n)\) space. Also we can generate all (non-based) floorplans having exactly \(n\) rooms in \(O(n)\) time (on average) per floorplan. The algorithms also uses \(O(n)\) space.

The rest of the paper is organized as follows. Section 2 gives some definitions. Section 3 shows a tree structure among based floorplans. Section 4 presents our
first algorithm. By modifying the algorithm we give two more algorithms in Section 5. Finally Section 6 is a conclusion.

2 Preliminaries

In this section we give some definitions.

Let \( G \) be a connected graph. A tree is a connected graph with no cycle. A rooted tree is a tree with one vertex \( r \) chosen as its root. For each vertex \( v \) in a tree, let \( P(v) \) be the unique path from \( v \) to \( r \). If \( P(v) \) has exactly \( k \) edges then we say the depth of \( v \) is \( k \). The parent of \( v \neq r \) is its neighbor on \( P(v) \), and the ancestors of \( v \neq r \) are the vertices on \( P(v) \) except \( v \). The parent of \( r \) and the ancestors of \( r \) are not defined. We say if \( v \) is the parent of \( u \) then \( u \) is a child of \( v \), and if \( v \) is an ancestor of \( u \) then \( u \) is a descendant of \( v \). A leaf is a vertex having no child.

A drawing of a graph is plane if it has no two edges intersect geometrically except at a vertex to which they are both incident. A plane drawing divides the plane into connected regions called faces. The unbounded face is called the outer face, and other faces are called inner faces. We regard the contour of a face as the clockwise cycle formed by the line segments on the boundary of the face. Two faces \( F_1 \) and \( F_2 \) are ns-adjacent if they share a horizontal line segment. Two faces \( F_1 \) and \( F_2 \) are ew-adjacent if they share a vertical line segment.

A floorplan is a plane drawing in which every face (including the outer face) is a rectangle. In this paper we only consider floorplans which has no vertex shared by four (or more) rectangles. A based floorplan is a floorplan with one designated bottom line segment on the contour of the outer face. The designated bottom line segment is called the base, and we always draw the base as the lowermost line segment of the drawing. For examples, based floorplans with three faces are shown in Fig. 1, in which each base is depicted by a thick line. If two floorplans \( P_1 \) and \( P_2 \) have a one-to-one correspondence between faces preserving ns- and ew-adjacency, then we say \( P_1 \) and \( P_2 \) are isomorphic. If two based floorplans \( P_1 \) and \( P_2 \) have a one-to-one correspondence between faces preserving ns- and ew-adjacency, and in which each base corresponding to the other, then we say \( P_1 \) and \( P_2 \) are isomorphic.

3 The Sweeping Sequence and the Genealogical Tree

Let \( S_n \) be the set of all non-isomorphic based floorplans having at most \( n \) faces. In this section we explain a tree structure among the floorplans in \( S_n \).

Let \( R_1 \) be the floorplan having exactly one inner face. Assume \( R \) is a based floorplan in \( S_n \) except \( R_1 \). Let \( F \) be the inner face of \( R \) having the upper-left corner of the outer rectangle of \( R \). We call such a face the first face of the based floorplan \( R \). “First faces” of based floorplans are shaded in Fig. 3–6. The first face \( F \) is upward removable if \( R \) has a vertical line segment with upper end \( v \) where \( v \) is the lower-right corner of \( F \). See Fig. 3(a). Otherwise, \( R \) has a horizontal line segment with left end \( v \), and the first face \( F \) is leftward removable.
See Fig. 3 (b). Since $R$ is not $R_1$, for any $R$ the first face is either upward removable or leftward removable. If $F$ is upward removable then by continually shrinking the first face into the uppermost horizontal line of $R$ with preserving the width of $F$, and enlarging the faces below $F$, as shown in Fig. 4, eventually we have a floorplan with one less faces. Similarly, if $F$ is leftward removable then by continually shrinking the first face into the leftmost line of $R$ with preserving the height of $F$, eventually we have a floorplan with one less faces. If we remove the first face from $R$ then the resulting floorplan is again a based floorplan in $S_n$ with one less faces. We denote such floorplan as $P(R)$. Thus we can define the based floorplan $P(R)$ in $S_n$ for each $R$ in $S_n$ except $R_1$. We say $R$ is a child floorplan of $P(R)$.

Given a floorplan $R$ in $S_n$, by repeatedly removing the first face, we can have the unique sequence $R, P(R), P(P(R)), \ldots$ of floorplans in $S_n$ which eventually ends with $R_1$, which is the floorplan having exactly one inner face. See an example in Fig. 5, in which the first faces are shaded.

By merging those sequences we can have the genealogical tree $T_n$ of $S_n$ such that the vertices of $T_n$ correspond to the floorplans in $S_n$, and each edge corresponds to each relation between some $R$ and $P(R)$. For instance, $T_4$ is shown

Fig. 3. (a) An upward removable face and (b) a leftward removable face

Fig. 4. Removing an upward removable face

Fig. 5. The removing sequence
Fig. 6. Genealogical tree $T_4$
in Fig. 6, in which the first faces are shaded, each edge corresponds to upward removing is depicted by a solid line, and each edge corresponds to leftward removing is depicted by a dotted line. We call the vertex in $T_n$ corresponding to $R_1$ the root of $T_n$.

4 Algorithm

Given $S_n$ we can construct $T_n$ by the definition, possibly with huge space and much running time. However, how can we construct $T_n$ efficiently only given an integer $n$? Our idea is by reversing the removing procedure as follows.

Given a based floorplan $R$ in $S_n$ with at most $n – 1$ faces, we wish to find all child floorplans of $R$.

We need some definitions here. Assume $R$ is a floorplan in $S_n$. Let $P_N$ be the uppermost horizontal line segment of $R$, and vertices $u_0, u_1, \cdots, u_x$ are vertices on $P_N$ each of which is an upper end of a vertical line segment. Assume $u_0, u_1, \cdots, u_x$ appear on $P_N$ from left to right in this order. See an example in Fig. 7(a). Let $F_i$ be the inner face of $R$ with upper-right corner $u_i$, for $1 \leq i \leq x$. We can observe that if $F_i$ has $k$ neighbor faces to the right, the $R$ has exactly $k$ child floorplans $R_i$ such that the first face of $R_i$ is upward removable, the first face has $i$ neighbor faces to the bottom. We denote by $R(U, s, e)$ the child floorplan of $R$ such that (1) the first face of $R(U, s, e)$ is upward removable, and (2) the first face of $R(U, s, e)$ has $s$ neighbor faces to the bottom and $e$ neighbor face to the right. For instance, face $P_3$ of floorplan $R$ in Fig. 7(a) has three neighbor faces to the right, therefore $R$ has exactly three child floorplans $R(U, 5, 1)$, $R(U, 5, 2)$, $R(U, 5, 3)$ in each of which the first face has five neighbor faces to the bottom. Similarly we denote by $R(L, s, e)$ the child floorplan of $R$ such that (1) the first face of $R(L, s, e)$ is leftward removable, and (2) the first face of $R(L, s, e)$ has $s$ neighbor faces to the bottom and $e$ neighbor face to the right. In Fig. 6 the labels $(U, s, e)$ and $(L, s, e)$ are shown.

Thus, given a based floorplan $R$ in $S_n$ with at most $n – 1$ faces, we can find all child floorplans $R(U, 1, 1), \cdots$ of $R$ in $S_n$. If $R$ has $k$ child floorplans then we can find them in $O(k)$ time, since if we have $R(U, s, e)$ then we can have each of
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$R(U, s + 1, c)$ and $R(U, s, e + 1)$ in $O(1)$ time, respectively. This is an intuitive reason why our algorithm generates each floorplan in $O(1)$ time on average.

And recursively repeating this process from the root of $T_n$ corresponding to $R_1$, we can traverse $T_n$ without constructing whole $T_n$. During the traversal of $T_n$, we assign a label either $(U, s, c)$ or $(L, s, e)$ to each edge connecting $R$ and $P(R)$ in $T_n$, as shown in Fig. 6. Each label denotes how to generate a child floorplan of $R$, and each sequence of labels on a path starting from the root specifies a floorplan in $S_n$. For instance $(U, 1, 1), (U, 1, 1), (U, 1, 1)$ specify the uppermost floorplan in Fig. 6. During our algorithm we will maintain these labels only on the path from the root to the “current” vertex, because those are enough information to generate the “current” floorplan. To generate next floorplan, we need to maintain some more information only for the floorplans on the “current” path, which has length at most $n$. This is an intuitive reason why our algorithm uses only $O(n)$ space, while the number of floorplans may not be bounded by a polynomial in $n$.

Our algorithm is as follows.

Procedure find-all-child-floorplans($R$)
begin
1. Output $R$ { Output the difference from the previous tree.}
2. if $R$ has exactly $n$ faces then return
3. Let $F_1, F_2, \ldots, F_x$ are the inner face of $R$ sharing the uppermost horizontal line segment of $R$, and assume that they appear from left to right in this order.
4. for $i = 1$ to $x$
5. Assume $F_i$ has $e(i)$ neighbors to the right.
6. for $j = 1$ to $e(i)$
7. find-all-child-floorplans($R(U, i, j)$)
8. Let $F'_1, F'_2, \ldots, F'_y$ are the inner face of $R$
sharing the leftmost vertical line segment of $R$,
and assume that they appear from top to bottom in this order.
9. for $i = 1$ to $y$
10. Assume $F'_i$ has $a(i)$ neighbors to the bottom.
11. for $j = 1$ to $a(i)$
12. find-all-child-floorplans($R(L, j, i)$)
end

Algorithm find-all-floorplans($n$)
begin
1. find-all-child-floorplans($R_1$)
end

Theorem 1. The algorithm uses $O(n)$ space and runs in $O(f(n))$ time, where $f(n)$ is the number of non-isomorphic based floorplan with at most $n$ faces.

Proof. Given a based floorplan $R$, we can find all $k$ child floorplans in $O(k)$ time. For other part, our algorithm needs only a constant time of computations
for each edge of the tree. Thus the algorithm runs in $O(f(n))$ time. For each recursive call we need a constant number of space, and the depth of recursive call is bounded by $n – 1$. Thus the algorithm uses $O(n)$ space.

5 Modification of the Algorithm

Then we consider our second problem.

Let $S_n$ be the set of non-isomorphic based floorplans having exactly $n$ faces. We wish to generate all floorplans in $S_n$ without duplications. Clearly all such floorplans are in $S_n$ but with other floorplans. How can we output only floorplans in $S_n$, furthermore efficiently? We have the following lemma.

**Lemma 1.** Let $g(n)$ be the number of floorplans in $S_n$. Then $S_n$ has at most $2 \cdot g(n)$ floorplans.

**Proof.** Each floorplan $R$ with $n – 1$ or less faces has at least two child floorplans $R(U, 1, 1)$ and $R(L, 1, 1)$. By the definition of the genealogical tree each vertex with depth $n – 1$ in $T_n$ is a leaf, and the number of those vertices is $g(n)$. Thus $T_n$ has at most $2 \cdot g(n)$ vertices, so $S_n$ has at most $2 \cdot g(n)$ floorplans.

Modifying our first algorithm so that it output only based floorplans having exactly $n$ faces, which corresponds to leaves of $T_n$, we can have the following lemma.

**Lemma 2.** The modified algorithm uses $O(n)$ space and output based floorplans having exactly $n$ faces $O(1)$ time per floorplan without duplications.

We modify the algorithm further so that it output all (non-based) floorplans having exactly $n$ faces, as follows.

At each leaf $v$ of the genealogical tree $T_n$, the floorplan $R$ corresponding to $v$ is checked whether the removing sequence of $R$ with the base is the lexicographically first one among the four based floorplans each of which is derived from $R$ by rotating $R$ and then choosing the bottom line segment as the base, and only if $R$ has the lexicographically first one $R$ is output. Thus we can output only the canonical representative of each isomorphism class.

**Theorem 2.** The modified algorithm uses $O(n)$ space and runs in $O(n \cdot h(n))$ time, where $h(n)$ is the number of non-isomorphic (non-based) floorplans having exactly $n$ faces.

**Proof.** Given a based floorplan $R$, we can find the removing sequence in $O(n)$ time. For each floorplan corresponding to a leaf of $T_n$, we construct four removing sequences, and find the lexicographically first one in $O(4n)$ time, and for each output floorplan our tree contains at most four isomorphic ones corresponding to the four choices of the base. Thus the algorithm runs in $O(n \cdot h(n))$ time. The algorithm clearly uses $O(n)$ space. \qed
6 Conclusion

In this paper we have given three simple algorithms to generate all graphs with some property. Our algorithms first define a genealogical tree such that each vertex corresponds to each graph with the given property, then output each graph without duplications by traversing the tree.

To find other all-something-generating problems to which our method can be applied is remained as an open problem.
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Abstract. An undirected biconnected graph $G$ with non negative weights on the edges is given. In the cycle space associated with $G$, a subspace of the vector space of $G$, we define as weight of a basis the maximum among the weights of the cycles of the basis. The problem we consider is that of finding a basis of minimum weight for the cycle space. It is easy to see that if we do not put additional constraints on the basis, then the problem is easy and there are fast algorithms for solving it. On the other hand if we require the basis to be fundamental, i.e. to consist of the set of all fundamental cycles of $G$ with respect to the chords of a spanning tree of $G$, then we show that the problem is NP-hard and cannot be approximated within $2 - \epsilon, \forall \epsilon > 0$, even with uniform weights, unless P=NP. We also show that the problem remains NP-hard when restricted to the class of complete graphs; in this case it cannot be approximated within $13/11 - \epsilon, \forall \epsilon > 0$, unless P=NP; it is instead approximable within 2 in general, and within 3/2 if the triangle inequality holds.

1 Introduction

Let $G = (V, E)$ be an undirected graph having $m$ edges and $n$ vertices. It is known that there is associated with $G$ a vector space over $GF(2)$, of dimension $m$, consisting of all subsets of $E$, including the empty set. An important subspace of this vector space is the cycle space, consisting of all circuits (including the null circuit) and all unions of edge-disjoint circuits of $G$. If $p$ denotes the number of connected components of $G$ then the dimension of this subspace is known to be $m - n + p$, called the nullity or cyclomatic number of $G$.

In this paper we are interested in finding cycle bases, i.e. bases for the cycle space, of an undirected biconnected graph $G$. When $G$ is connected there are special cycle bases that can be derived from the spanning trees of $G$, which we call fundamental cycle bases. If $T$ is a spanning tree of $G$ having branches denoted by $b_1, b_2, ..., b_{n-1}$ and chords denoted by $c_1, c_2, ..., c_{m-n+1}$ then the set of cycles obtained by inserting into $T$ each chord, which is called the set of fundamental cycles with respect to $T$, is a fundamental cycle basis.

Cycle bases have been used in graph analysis, to examine the cyclic structure of a graph, in theory of algorithms, to analyze algorithms, and in other theoretical contexts. Cycle bases have had practical applications instead in electrical
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networks, since the time of Kirchoff, and in biology; fundamental cycle bases have been used in the frequency analysis of computer program [4], and also by organic chemists interested in the coding of ring compounds [6].

If the edges in \( G \) have non-negative weights and the weight of a basis is defined as the sum of the weights of its cycles, then the problem of finding cycle bases of minimum weight has been extensively studied both for general bases and for fundamental bases. For general bases the problem is easy and [3] gives the first polynomial time algorithm for its solution; in [2] instead it is shown that for fundamental bases the problem is NP-hard and a number of polynomial time heuristic algorithms, which yield approximate solutions, are given together with a discussion of their performances.

In this paper we address the problem of finding cycle bases and fundamental cycle bases of minimum weight in a weighted undirected biconnected graph, using a different measure of the weight of a basis, i.e. the maximum among the weights of the cycles in the basis. This measure is new, and interesting both in a theoretical contest and in the practical context of electrical and communication networks. In particular, a simple example can come from the study of electrical networks, where the use of the new measure for a fundamental cycle basis allows to simplify the auxiliary algebraic operations needed to solve the network graph.

We show that for general bases the problem is easy and there are fast algorithms for solving it. On the other hand if we require the basis to be fundamental, then we show that the problem is NP-hard and cannot be approximated within \( 2 - \epsilon, \forall \epsilon > 0 \), even with uniform weights, unless \( P=NP \). We also show that the problem remains NP-hard when restricted to the class of complete weighted graphs; in this case it cannot be approximated within \( \frac{13}{14} - \epsilon, \forall \epsilon > 0 \), unless \( P=NP \); it is instead approximable within 2 in general and within \( 3/2 \) if the triangle inequality holds.

Various interesting problems remain open; they are highlighted in the various sections.

2 Definition and Results

Throughout this paper all graphs \( G \) are finite, undirected, without loops or multiple edges; moreover, since the cycle space of a graph is the direct sum of the cycle spaces of its 2-connected components, we assume \( G \) to be biconnected. If weights on the edges of \( G \) are given, they are non-negative integer numbers.

The nullity, or cyclomatic number, \( \nu(G) \) of \( G \) is therefore equal to \( m - n + 1 \), where \( m \) and \( n \) denote the numbers of edges and vertices of \( G \).

As explained in the introduction the weight of a cycle basis is defined to be the maximum among the weights of its cycles.

Let \( B = \{b_1, \ldots, b_{m-n+1}\} \) be a cycle basis for \( G \) and let \( C \subseteq B \). Denote by \( G_C \) the subgraph of \( G \) consisting of the cycles in \( C \).

In [5] two useful characterizations are given for fundamental cycle bases.

**Theorem 1.** A cycle basis \( B \) of \( G \) is fundamental if and only if \( B \) contains no cycle which consists entirely of edges belonging to other cycles of \( B \).
Theorem 2. A cycle basis $B$ of $G$ is fundamental if and only if $\nu(G_C) = |C|$ for every $C \subseteq B$.

3 Generating Optimum Cycle Bases

In this section we address the problem of finding a cycle basis $B$ of minimum weight in a weighted graph $G$. Theorem 3 contains the main result. If for any two vertices of $G$ there is a unique shortest path joining them, then the following algorithm solves the problem; otherwise one may use standard perturbation techniques (see for instance [1], page 8) in order to guarantee uniqueness.

Algorithm 1.

1. Find the shortest path $P(x, y)$ between each pair of vertices $x$, $y$.
2. For each vertex $v$ and edge $\{x, y\}$ in graph $G$, create the cycle $C(v, x, y) = P(v, x) + P(v, y) + \{x, y\}$, and calculate its weight. Degenerate cases in which $P(v, x)$ and $P(v, y)$ have vertices other than $v$ in common can be omitted.
3. Order the cycles by increasing weights.
4. Use the greedy algorithm to find from this reduced set of cycles an optimum cycle basis.

Theorem 3. Algorithm 1 finds a cycle basis of minimum weight in a weighted graph $G$ if any two vertices of $G$ are joined by a unique shortest path.

Proof. Since a vector space is also a matroid it follows that the cycle space of graph $G$ is a matroid. It is known that in a matroid the greedy algorithm finds a basis that simultaneously minimizes the sum of the weights of its elements and the maximum among the weights of its elements. Using Theorem 4 in [3] we may deduce that, if all shortest paths in $G$ are unique, then the reduced set of cycles used by Algorithm 1 contains all the cycles appearing in any basis that minimizes the sum of the weights of its elements. This reduced set of cycles, being a subset of a vector space, is also a matroid; it follows easily that the greedy algorithm in step (4) finds a basis for the cycle space of $G$ that minimizes the maximum among the weights of its elements. $\Box$

4 Generating Optimum Fundamental Cycle Bases

In this section we address the interesting problem of finding a fundamental cycle basis $B$ of minimum weight in a weighted graph $G$. In the first subsection we consider the general case, in the following one we devote our attention to the special case of complete graphs. We will obtain the various results by exhibiting three reductions, of increasing complexity, from a well-known NP-complete problem, the Satisfiability problem.
4.1 In General Graphs

The first result, given by the next theorem, shows that the problem is NP-hard even when restricted to graphs having uniform weights.

**Theorem 4.** The problem of finding a fundamental cycle basis $B$ of minimum weight in a graph $G$ is $NP$-hard.

**Proof.** We prove the theorem by exhibiting a reduction of the Satisfiability problem to the recognition form of our problem. Given an instance $I$ of Satisfiability, i.e. a CNF formula $F$ on a set $U$ of boolean variables, we define an instance for the recognition form of the problem, i.e. a graph $G$ and an integer $k$, such that $I$ is satisfiable iff there exists in $G$ a fundamental cycle basis of weight at most $k$.

Let $I$ be a collection $C = C_1, \ldots, C_h$ of $h$ disjunctive clauses of literals, where a literal is a variable or a negated variable in $U = \{u_1, \ldots, u_n\}$.

First we define a graph $G$ having arcs with weights equal to 1 or to a large integer $M$ to be defined later and we prove the result for this graph; then we observe that the result is not affected if we replace each arc having weight $M$ with a chain of $M$ arcs of unitary weight.

We start the construction of $G$ from the graph $G'$ given in Fig. 1 where the only weights indicated are those equal to $M$.

![Fig. 1. Graph $G'$](image)

Then, in order to obtain $G$ from $G'$, for each clause $C_i$ we add to $G'$ two vertices $c_i$ and $c_i'$ and the edge $\{c_i, c_i'\}$ with weight equal to $M$; moreover if $C_i$ contains the variable $u_j$ or its negation we add the edge $\{c_i', u_j\}$; finally if $C_i$ contains the variable $u_j$ (resp. $\bar{u}_j$) we add the edge $\{c_i, u_j\}$ (resp. $\{c_i, \bar{u}_j\}$) (See Fig.2).

We complete the reduction by setting $k$ equal to $M + 3$.

Now if $I$ is satisfiable there exists a truth assignment for $U$ that satisfies each clause; we show that we can find a spanning tree $T$ of $G$ having a fundamental set of cycles of weight at most $M + 3$. We start the construction of tree $T$ from the tree $T'$ consisting of the edges $\{u_j, \bar{u}_j\}, \{u_j, x_j\}, \{\bar{u}_j, \bar{x}_j\}$, for all $j = 1, \ldots, n$ and of the edges $\{u_j, u_{j+1}\}$, for all $j = 1, \ldots, n - 1$. Then in order to obtain $T$ we add to $T'$, for each variable $u_j$ set to true (resp. false) in the assignment, the
edge \{v_j, u_j\} (resp. \{v_j, \bar{u}_j\}); moreover for each clause \(C_i\) we choose a literal that satisfies the clause and if the chosen literal is variable \(u_j\) (resp. negated variable \(\bar{u}_j\)) we also add the edges \{e', v_j\} and \(\{c_i, u_j\}\) (resp. \{e', v_j\} and \(\{c_i, \bar{u}_j\}\)). It is easy to verify that, if \(M\) is chosen to satisfy the inequality \(2n + 3 \leq M + 3\), the set of fundamental cycles with respect to \(T\) has cycles of weight at most \(M + 3\).

Conversely, suppose that there exists in \(G\) a fundamental cycle basis of weight at most \(M + 3\), with \(M = 2n\). Observe that all cycles that are fundamental cycles with respect to the chords of \(T'\) (these chords have weight equal to \(M\)) must belong to the basis; moreover for each clause \(C_i\) the edge \(\{c_i, e'\}\) must belong to a cycle in the basis that goes through a vertex \(v_j\), for some \(j = 1, ..., n\); call this cycle \(A_j\) (resp. \(\bar{A}_j\)) if it goes also through vertex \(u_j\) (resp. \(\bar{u}_j\)). It is crucial to notice that all cycles of the basis containing the edges \(\{c_i, e'\}\), for all \(i = 1, ..., h\), cannot contain both \(A_j\) and \(\bar{A}_j\), for some index \(j\), otherwise Theorem 2 would be violated: the \(A_j\) and \(\bar{A}_j\), plus the cycle that goes through the vertices \(\{u_j, \bar{u}_j, x_j, \bar{x}_j\}\) would represent a set \(S\) of cycles such that \(\nu(G_S) = |S| + 1\), since the additional cycle through the vertices \(\{u_j, v_j, \bar{u}_j\}\) would be generated. Now it is easy to conclude that all the \(A_j\) or \(\bar{A}_j\) containing the edges \(\{c_i, e'\}\), for each \(i = 1, ..., h\), allow to identify a truth assignment for \(U\) that satisfy all clauses in \(I\).

The conclusion follows if, as already said, each arc having weight equal to \(M\) is replaced with a chain of \(M\) arcs of unitary weight.

The following theorem proves a non-approximability result for our problem, again for graphs with uniform weights.

**Theorem 5.** The problem of finding a fundamental cycle basis \(B\) of minimum weight in a graph \(G\) cannot be approximated within \(2 - \epsilon\), \(\forall \epsilon > 0\), unless \(P=NP\).

**Proof.** We prove the theorem by giving a more sophisticated reduction from Satisfiability to the optimization form of our problem, which exhibits a gap. More precisely, we show that yes-instances of Satisfiability are mapped into instances that have an optimum solution of weight at most \(M + 3\), whereas no-instances are mapped into instances that have an optimum solution of weight at least \(2M\). From this we will be able to conclude that the problem cannot be approximated within \(2 - \epsilon\), \(\forall \epsilon > 0\), unless \(P=NP\).

The reduction constructs a graph \(G\) from a starting graph in a way identical to the one used in Theorem 4; here the starting graph is not \(G'\) but the graph \(G''\)
given in Fig. 3; the addition of edges and vertices to \( G'' \) is identical to that done to \( G' \).

It is easy to see that yes-instances of Satisfiability are mapped into instances that exhibit a fundamental cycle basis of weight at most \( M + 3 \) and hence into instances whose optimum weight is at most \( M + 3 \). Such a basis is the set of fundamental cycles with respect to the tree \( T \) built, by the procedure used in

Theorem 4, starting from the tree \( T'' \) illustrated in Fig. 4. The only necessary requirement for \( M \) is to satisfy \( M = 3 \geq 2 \).

We now show that if \( G \) had a fundamental cycle basis where all cycles have weight less than \( 2M \), then it would be possible to satisfy instance \( I \). In fact, in such a case, all cycles that are fundamental with respect to those chords of \( T'' \) which have weight equal to \( M \) and no vertex \( a \) as an endpoint should belong to the basis; we group these cycles naturally in \( n \) groups, called \( B_1, ..., B_n \). Observe now that the cycles of the basis that include the edges \( \{e_i, e'\} \), for all \( i = 1, ..., h \), could not include both edges \( \{v_i, u_j\} \) and \( \{v_j, u_j\} \) for some \( j \), otherwise Theorem 2 would be violated, because of the cycles in \( B_j \); and this would be sufficient to identify a true assignment satisfying instance \( I \). Hence no-instances are mapped into instances whose optimum weight is at least \( 2M \).

At this point we may conclude that the problem cannot be approximated within \( \frac{2M}{M+3} - \epsilon' \), \( \forall \epsilon' > 0 \), unless \( P = NP \). It follows that \( \forall \epsilon > 0 \), if we choose \( \epsilon' \) to be less than or equal to \( \frac{2}{3} \) and \( M \) is chosen in such a way that \( \frac{6}{M+3} \leq \frac{2}{3} \), then the inequality \( \frac{2}{M+3} - \epsilon' \geq 2 - \epsilon \) becomes true and the conclusion follows.  

\( \square \)
It is an open problem to decide whether approximation within 2 is possible in the uniform case; one also wonders if even stronger non-approximability results hold in the weighted case.

4.2 In Complete Graphs

Of course the problem of finding an optimum fundamental cycle basis in a complete graph with uniform weights is easy, since each star gives an optimum solution. Hence it makes sense to consider only the weighted case. The next two theorems show that the case of complete weighted graphs is just as interesting as the case of uniform general graphs.

**Theorem 6.** The problem of finding a fundamental cycle basis \( B \) of minimum weight in a complete weighted graph \( G \) is \( \text{NP-Hard} \).

**Proof.** This proof is based on a third reduction from Satisfiability. This time the starting graph \( G'' \), from which graph \( G \) is built, is illustrated in Fig. 5; as usual only weights different from 1 are indicated in the figure.

Graph \( G \) is built from \( G'' \) by first adding edges and vertices as specified in the proofs of the preceding theorems and as illustrated in Fig. 2, with the same weights on the edges, then by completing the resulting graph with edges of weights that we now specify. Precisely, the weights assigned are set equal to \( y = 4 \) for all edges \( \{ u_j, z_j \} \), \( \{ y_j, x_j \} \), \( \{ z_j, u_j \} \), \( \{ b, x_j \} \), \( \{ a, y_j \} \), \( j = 1, ..., n \), and for all edges \( \{ c_i, u_j \} \) if clause \( C_i \) contains variable \( u_j \) or its negation, and all edges \( \{ c^e, u_j \} \) (resp. \( \{ c^e, \bar{u}_j \} \)) if \( C_i \) contains the variable \( u_j \) (resp. \( \bar{u}_j \)); the remaining edges receive weights set equal to \( z = 3 \).

Following the lines of the preceding proofs it is now not difficult to conclude that instance \( I \) of Satisfiability is satisfiable iff there exists in \( G \) a fundamental cycle basis of weight at most \( M + 3 \), with \( M \geq 8 \), since the inequality \( z + 8 \leq M + 3 \) must hold true.

**Theorem 7.** The problem of finding a fundamental cycle basis \( B \) of minimum weight in a complete weighted graph \( G \) cannot be approximated within \( \frac{11}{12} - \epsilon, \forall \epsilon > 0 \), unless \( P = \text{NP} \).
Proof. We show that the reduction given in the preceding theorem, when seen as a reduction from Satisfiability to the optimization form of our problem, exhibits a gap. More precisely, yes-instances of Satisfiability are mapped into instances that have an optimum solution of weight at most \( M + 3 \), with \( M > 8 \), whereas no-instances are mapped into instances that have an optimum solution of weight at least \( M + 5 \). From this we are able to conclude that the problem cannot be approximated within \( \frac{M+3}{M+5} - \epsilon \), \( \forall \epsilon > 0 \), unless \( P=NP \), and the conclusion follows if we set \( M = 8 \).

Finally we are able to give some simple approximability results. It remains an open problem to find similar results for non-complete graphs.

**Theorem 8.** The problem of finding a fundamental cycle basis \( B \) of minimum weight in a complete weighted graph \( G \) can be approximated within 2 in general and within \( \frac{3}{2} \) if the weights satisfy the triangle inequality.

**Proof.** Let \( T \) be a spanning tree of \( G \) having minimum diameter \( D^* \). Let \( W \) be the weight of the set of fundamental cycles with respect to \( T \); of course \( W \leq D^* + w \), where \( w \) denotes the maximum weight of an edge of \( G \). Let \( W^* \) denote the weight of an optimum fundamental cycle basis for \( G \) and let \( D \) denote the diameter of the spanning tree of \( G \) whose set of fundamental cycles is the optimum basis. If \( G \) is complete, of course \( W^* \geq D \); hence \( W \leq D^* + w \leq D + w \leq W^* + w \). Since \( w \leq W^* \), and \( w \leq \frac{3}{2} W^* \) if the triangle inequality holds, the conclusion follows. \( \square \)
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Abstract. Given a graph $G$ and target values $r(u,v)$ prescribed for each pair of vertices $u$ and $v$, we consider the problem of augmenting $G$ by a smallest set $F$ of new edges such that the resulting graph $G + F$ has at least $r(u,v)$ internally disjoint paths between each pair of vertices $u$ and $v$. We show that the problem is NP-hard even if $G$ is $(k - 1)$-vertex-connected and $r(u,v) \in \{0,k\}$, $u,v \in V$ holds for a constant $k \geq 2$. We then give a linear time algorithm which delivers a $\frac{2}{k}$-approximation solution to the problem with a connected graph $G$ and $r(u,v) \in \{0,2\}$, $u,v \in V$.

1 Introduction

The problem of augmenting a given graph $G = (V,E)$ by adding a smallest set $F$ of new edges such that the augmented graph $(V,E \cup F)$, denoted by $G + F$, meets a connectivity requirement is called the connectivity augmentation problem. It has many applications and has been studied extensively (see [1] for a survey). The local vertex-connectivity between two vertices is measured by the maximum number of internally disjoint paths between them. In this paper, we consider the local-vertex-connectivity augmentation problem (LVCAP for short) which asks to find a smallest edge set $F$ such that the local vertex-connectivity between every two vertices $u$ and $v$ in $G + F$ is equal to or larger than the target value $r(u,v)$ prescribed for each pair of $u,v \in V$, where the function $r$ from $V \times V$ to the set $Z^+$ of nonnegative integers is called a target function. Not many algorithms have been developed to the LVCAP. To solve the LVCAP with a target function $r$ such that $r(u,v) \in \{0,2\}$, K. Tsuchiya et al. [10] proposed an algorithm which computes an optimal solution in $O(B_n(n+m))$ time, where $n$ and $m$ denote the numbers of vertices and edges in $G$, respectively and $B_t$ is the Bell number of a $t$-element set (which is exponential in $t$). Based on a primal-dual approach, R. Ravi and D. P. Williamson [8] gave a 3-approximation algorithm to the LVCAP with a target function $r$ such that $r(u,v) \in \{0,1,2\}$ (where their algorithm remains applicable to the edge-weighted case). In particular, their algorithm delivers a 2-approximation solution if $G$ is connected. T. Jordán [6] proved the NP-hardness of the LVCAP in the case where given graph $G = (V,E)$ is $(\frac{k}{2})$-vertex-connected and a target function $r$ satisfies $r(u,v) \in \{0,\frac{k}{2} + 1\}$, $u,v \in V$. 
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However, as pointed out in [7], the complexity of the problem is not known if target values \( r(u, v) \), \( u, v \in V \) are independent of \( n \).

We here briefly mention about the complexity results known to other local-connectivity augmentation problems. The local edge-connectivity augmentation problem (LECAP for short) asks to augment a graph (or digraph) \( G \) by a smallest set \( F \) of new edges such that the local edge-connectivity between each pair of vertices \( u \) and \( v \) (i.e., the maximum number of edge-disjoint paths from \( u \) to \( v \)) in \( G + F \) becomes equal to or larger than the target value \( r(u, v) \). In the case of graphs, A. Frank [2] proved that the problem can be solved in polynomial time. However, for digraphs, he showed that the LVCAP and the LECAP are both NP-hard even if the target function satisfies \( r(u, v) \in \{0, 1\} \) for all pairs \( u, v \in V \) [2].

So among the local-connectivity augmentation problems, the complexity status is left open only for the LVCAP in graphs with small target values (such as \( r(u, v) \in \{0, 2\} \)).

In this paper, we first show that the LVCAP in a graph with \( r(u, v) \in \{0, k\} \), \( u, v \in V \) is NP-hard for any constant \( k \geq 2 \). We then consider designing an approximation algorithm to the LVCAP for a connected graph \( G \) with a target function \( r \) such that \( r(u, v) \in \{0, 2\} \). By using a graph theoretic approach, we present a \( 4/3 \)-approximation algorithm to the problem.

## 2 NP-Hardness of LVCAP

In this section, we prove the next result.

**Theorem 1.** Given a \((k - 1)\)-vertex-connected graph \( G = (V, E) \) and a target function \( r : \binom{V}{2} \to \{0, k\} \) for an integer \( k \geq 2 \), the problem of testing whether there is a solution \( F \) to the LVCAP with size \( |F| \) equal to or smaller than a specified value is NP-hard.

For a subset \( X \subseteq V \), let \( \Gamma_G(X) \) denote the set of vertices in \( V - X \) which are adjacent to a vertex in \( X \). For a subset \( Y \subseteq V \), let \( G - Y \) denote the graph resulting from \( G \) by deleting vertices in \( Y \) together with edges incident to them, and we say that \( Y \) separates two vertices \( x \) and \( y \) if \( x \) and \( y \) belong to different components in \( G - Y \). For two vertices \( u, v \in V \), let \( \kappa_G(u, v) \) denote the maximum number of internally disjoint paths between \( u \) and \( v \), which is equal to the minimum size of a subset \( Y \subseteq V - \{u, v\} \) that separates \( u \) and \( v \) if \( u \) and \( v \) are not adjacent. A singleton set \( X = \{x\} \) may be written as \( x \).

We prove the NP-hardness of the LVCAP by reducing from the following problem, which is known to be NP-complete in the strong sense [3, p.224].

### 3-PARTITION

**INSTANCE:** \((A, B, \sigma)\) with a set \( A \) of \( 3m \) elements, an integer \( B \in \mathbb{Z}^+ \), and a size \( \sigma(a) \in \mathbb{Z}^+ \) for each \( a \in A \) such that \( B/4 < \sigma(a) < B/2 \) and such that \( \sum_{a \in A} \sigma(a) = mB \).

**QUESTION:** Can \( A \) be partitioned into \( m \) disjoint sets \( A_1, A_2, \ldots, A_m \) such that, for \( 1 \leq i \leq m \), \( \sum_{a \in A_i} \sigma(a) = B \) (note that each \( A_i \) must therefore contain exactly three elements from \( A \))?
The strong NP-hardness of the 3-PARTITION is shown in [3] by a polynomial transformation from the 3-dimensional matching problem (3DM) which is one of the NP-complete problems in such a way that, given an instance $I_{3DM}$ of the 3DM, $B = \frac{1}{3} \sum_{a \in A} \sigma(a)$ in the resulting instance $I_{3PTN}$ of the 3-PARTITION are bounded from above by a polynomial of the input size of the $I_{3DM}$. (Thus, any pseudo-polynomial algorithm for the 3-PARTITION implies a polynomial algorithm for the 3DM.) Therefore, to prove the NP-hardness of the LVCAP, it suffices to transform an instance $I_{3PTN}$ of the 3-PARTITION to an instance $I_L$ of the LVCAP so that the time of the transformation and the size of $I_L$ are bounded from above by a polynomial of $m$ and $B$.

Take an instance $I_{3PTN} = (A, B, \sigma)$, where $A = \{a_1, \ldots, a_{3m}\}$, of the 3-PARTITION; $\sigma(a) \geq 3$ for all $a \in A$ is assumed without loss of generality (if necessary we increase each $\sigma(a)$ by 2 and $B$ by 6). From the $I_{3PTN}$, we construct an instance $I_L = (G = (V, E), r)$ of the LVCAP. The vertex set $V$ of $G$ is given by the union of $5m + 1$ subsets. $S, U_i, 1 \leq i \leq 3m$, and $W_j, Z_j, 1 \leq j \leq m$, which are defined as follows. Let $S = \left\{s_1, s_2, \ldots, s_{6m}\right\}$. Associated with each element $a_i \in A$, let $U_i = \{u^1_i, u^2_i, \ldots, u^{\sigma(a_i)}_i\}$. Associated with each $j \in \{1, 2, \ldots, m\}$, let $W_j = \{w^1_j, \ldots, w^{j-1}_j\}$ and $Z_j = \{z^1_j, \ldots, z^m_j\}$. The edge set $E$ of $G$ consists of edges $(x, y)$ such that $x \in W_j$ and $y \in (W_j - x) \cup Z_j$ for each $j = 1, 2, \ldots, m$ and edges $(x', y')$ such that $x' \in S$ and $y' \in (U_1 \cup \cdots \cup U_{3m}) \cup (W_1 \cup \cdots \cup W_m)$.

Observe that the resulting graph $G$ is ($k - 1$)-vertex-connected. The target function $r$ is given by $r(x, y) = k$ for all pairs of vertices $x, y \in X$ such that $X \subseteq \{U_1, U_2, \ldots, U_{3m}, Z_1, Z_2, \ldots, Z_m\}$; $r(x, y) = 0$ otherwise. Clearly $I_L$ can be constructed in time polynomial in $m$ and $B$. Then the remaining task is to show that $I_{3PTN}$ has the desired partition if and only if $I_L$ has a solution.

We prove that there is a set $F$ of at most $mB$ new edges such that $\kappa_{G + F}(u, v) \geq r(u, v)$ for all $u, v \in V$ if and only if the instance $I_{3PTN} = (A, B, \sigma)$ of the 3-PARTITION has a desired partition.

If part: Let $A_1, A_2, \ldots, A_m$ be $m$ disjoint subsets of $A$ such that $\sum_{a \in A_h} \sigma(a) = B$ for $1 \leq h \leq m$. Associated with each $A_h, 1 \leq h \leq m$, we set $M_h$ to be a matching of $B$ new edges $(u, z)$ such that $u \in U_i$ with $a_i \in A_h$ and $z \in Z_h$. Let $F = \cup_{1 \leq h \leq m} M_h$, where $|F| = mB$. It is not difficult to see that $\kappa_{G + F}(u, v) \geq r(u, v)$ for all $u, v \in V$.

Only-if part: Suppose that there is an edge set $F$ such that $|F| \leq mB$ and $\kappa_{G + F}(u, v) \geq r(u, v)$ for all $u, v \in V$. Let $U = \cup_{i \leq 3m} U_i$ and $Z = \cup_{i \leq m} Z_i$. By $|I_G(v)| = k - 1$ ($v \in U \cup Z$) and $|U \cup Z| = 2mB$. $F$ must be a perfect matching on $U \cup Z$. Then every edge $e \in F$ must join a vertex in $U$ and a vertex in $Z$, because otherwise if an edge in $F$ joins two vertices $u \in U_i$ and $u' \in U_{i'}$ (where possibly $i = i'$) then $u$ cannot be connected to any other vertex $u'' \in U_i - \{u, u'\}$ (where $|U_i| = \sigma(a_i) \geq 3$) in the graph $G + F - S$, contradicting $\kappa_{G + F}(u, u') \geq k$. 
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Now we claim that for each $U_i$ all edges in $F$ incident to $U_i$ must be incident to the same $Z_j$. Assume indirectly that $F$ contains edges $(u, z)$ and $(u', z')$ such that $u, u' \in U_i$, $z \in Z_j$ and $z' \in Z_{j'}$ ($j \neq j'$). In the graph $G + F - S$, $W_j \cup Z_j$ belongs to the same component, whose vertex set consists of $W_j \cup Z_j$ and vertices in $U$ which are adjacent $Z_j$ via edges in $F$. Similarly for $W_{j'} \cup Z_{j'}$. This implies that $u$ and $u'$ would belong to different components in $G + F - S$, contradicting $\kappa_{G+F}(u, u') \geq k$. This prove the claim. By letting $A_h = \{u_i \mid$ the vertices in $U_i$ are incident to $Z_j\}$, $h = 1, \ldots, m$, we obtain a desired partition to the instance $I_{\text{PTN}}$ of 3-PARTITION.

This completes the proof of Theorem 1.

3 A $\frac{3}{2}$-Approximation Algorithm

3.1 Main Theorem

Let $G = (V, E)$ be a simple undirected graph. A subset $F$ of new edges is called a solution to the LVCAP with $(G, r)$ if $\kappa_{G+F}(u, v) \geq r(u, v)$ for all $u, v \in V$ and $G + F$ remains simple. In the sequel, we assume without loss of generality that $G$ is connected, but not 2-vertex-connected and $|V| \geq 3$ holds. Hence $G$ has a vertex $v \in V$ such that $G - v$ has more than one component. Such a vertex is called a cut-vertex. An edge is called a bridge of $G$ if the graph becomes disconnected by removing the edge. We can assume that $r(u, v) = 0$ or 2 for $u, v \in V$. Let $R = \{(u, v) \mid r(u, v) = 2, u, v \in V\}$ be a set of fictitious edges, called $r$-edges.

We first derive some lower bounds on the optimal value $\text{opt}(G, r)$ to the LVCAP with $(G, r)$. A subset $T \subset V$ with $|I_G(T)| = 1$ is called an $r$-tight set if it satisfies one of the following (i) and (ii).

(i) $r(u, v) = 2$ holds for some pair of vertices $u, v \in T$ and $v \in V - T - I_G(T)$.

(ii) for $\{s\} = I_G(T)$ and some vertices $t, u \in T$, $(t, s) \in E$ is a bridge and $r(u, s) = 2$ holds (where possibly $t = u$ or $V - T - I_G(T) = \emptyset$).

For any $r$-tight set $T$ of type (i) (resp., of type (ii)), $V - T - I_G(T)$ (resp., $V - T$) is also an $r$-tight set of the same type. We call an inclusionwise minimal $r$-tight set $T$ an $r$-leaf set. Observe that any $r$-leaf sets are pairwise disjoint. Let $\alpha(G, r)$ denote the number of all $r$-leaf sets in $G$. Any solution $F$ to the LVCAP with $(G, r)$ must contain an edge which joins two vertices from an $r$-leaf set $T$ and the set $V - T$. Therefore we see

$$\text{opt}(G, r) \geq \lceil \alpha(G, r)/2 \rceil.$$

For a cut-vertex $s$ in $G$, we denote by $C_G(s)$ be the set of all components in $G - s$, and by $C_G(s, r)$ the set of components in $C_G(s)$ containing at least one $r$-leaf set. We partition $C_G(s, r)$ as follows. We say that two components $H, H' \in C_G(s, r)$ are $r$-linked if they are contained in the same component in $(G + R) - s$. Consider an inclusionwise maximal subset $\mathcal{H}' \subseteq C_G(s, r)$ such that
any two components \(H, H' \in \mathcal{H}'\) are \(r\)-linked. Then \(C_G(s, r)\) is uniquely partitioned into such maximal subsets, say \(\mathcal{H}_1, \mathcal{H}_2, \ldots, \mathcal{H}_p\). Note that any solution contains at least \(|\mathcal{H}_i| - 1\) edges that join the components in \(\mathcal{H}_i\) into a single component. Let \(\beta(G, r, s) = \sum_{1 \leq i \leq p} |(\mathcal{H}_i| - 1)\) and \(\beta(G, r) = \max(\beta(G, r, s) \mid \text{cut-vertices } s \in G)\). Then we have

\[
\text{opt}(G, r) \geq \beta(G, r).
\]

In this section, we prove the next result.

**Theorem 2.** For a connected graph \(G = (V, E)\) with \(|V| \geq 3\) and a set \(R\) of \(r\)-edges, there exists a set \(F\) of new edges such that \(\kappa_{G+F}(u, v) \geq 2\) holds for all \((u, v) \in R\) and \(|F| \leq \lfloor |\alpha(G, r)/2| \rfloor + \frac{1}{2}|\beta(G, r)| \leq \frac{1}{2}\text{opt}(G, r)\) holds. Moreover such an \(F\) can be found in \(O(|E| + |R|)\) time. \(\square\)

### 3.2 Eliminating Non-\(r\)-leaf Sets

A subgraph of \(G\) induced by a subset \(X \subseteq V\) is denoted by \(G[X]\). An induced subgraph \(G[X]\) is called a block if no two vertices in \(X\) are separated by any cut-vertex and \(X\) is maximal subject to this property. For any two blocks \(G[X]\) and \(G[Y]\), \(E(G[X]) \cap E(G[Y]) = \emptyset\), \(|X \cap Y| \leq 1\), and a vertex in \(X \cap Y\) (if any) is a cut-vertex. Observe that \(\kappa_{G}(u, v) \geq 2\) holds for any two vertices \(u\) and \(v\) in a block \(G[X]\) unless \(|X| = 2\), i.e., \(G[X]\) is a single edge (i.e., a bridge). A block-cut tree \(T\) of a connected graph \(G\) is obtained by replacing each block of \(G\) with a single vertex adjacent to the cut-vertices in the block. More formally, \(T\) is constructed as follows. Let \(V_t\) be the set of all cut-vertices of \(G\). Starting with the vertex set \(V_t\), but no edges, we create a new vertex \(v_X\) associated with each block \(G[X]\) of \(G\), joining \(v_X\) with all cut-vertices in \(V_t \cap X\) via new edges. Let \(T = (V = V_t \cup V_b \cup E)\) be the resulting tree, where \(V_b\) denotes the set of vertices \(v_X\) associated with each block \(G[X]\) in \(G\), and \(E\) is the set of new edges. The block-cut tree of \(G\) can be obtained in linear time, since all blocks and cut-vertices can be identified by the depth-first search [9].

A subset \(T \subseteq V\) is called a tight set if \(|\Gamma(G[T])| = 1\) and \(V - T - \Gamma(G[T]) \neq \emptyset\). An inclusionwise minimal tight set \(T\) is called a leaf set, which always induces an connected subgraph. Any leaf sets are pairwise disjoint. For a subset \(Z \subseteq V\), let \(L_G(Z)\) be the set of all leaf sets \(T\) in \(G\) such that \(T \subseteq Z\). For a subgraph \(H\) of \(G\) and its vertex set \(V(H)\), \(L_G(V(H))\) may be written as \(L_G(H)\). For each leaf set \(T \in L_G(V)\), \(G[T \cup \Gamma_G(T)]\) is a block of \(G\). Note that for a leaf set \(T\) and an \(r\)-leaf set \(T'\), if \(T \cap T' \neq \emptyset\) implies \(T \subseteq T'\). We now observe the following two properties on leaf sets and \(r\)-leaf sets.

**Lemma 1.** Let \(F\) be a solution to the \(\text{LVCAP}\) with \((G, r)\). Then there is a solution \(F^*\) with \(|F^*| \leq |F|\) such that any edge in \(F^*\) joins two vertices from distinct leaf sets in \(G\).

**Proof:** Let us assume that \(F\) is minimal (i.e., any proper subset of \(F\) is not a solution). Clearly \(F\) contains no edge joining two vertices from the same leaf.
set. Let $F$ contain an edge $e = (u, v) \in F$ such that $v$ does not belong to any leaf set in $\mathcal{L}_G(V)$. Since $F - e$ is not a solution, $\kappa_{G+e}(u, v) \geq \tau(u, v) = 2 > \kappa_{G+F-e}(u, v) \geq 1$. Thus there is an $r$-tight set $X$ such that $v \in X$ and $u \in V - X = I_G(X)$ (note that $G + F$ remains simple). Let $X$ be inclusionwise minimal subject to this property, and let \{z\} = I_G(X). There is a leaf set $T_X$ in $\mathcal{L}_G(X)$, where $v \notin T_X$. Choose a vertex $t \in T_X$, for which $G[X \cup \{z\}]$ has a path $P$ which connects $t$ and $z$ passing through $v$ (since otherwise there would be an $r$-tight set $X' \subset X$ with $v \in X'$, contradicting the minimality of $X$). For a new edge $e' = (u, t)$, we claim that $F' = (F - e) \cup \{e'\}$ is also a solution to $(G, r)$. Since $G[V - X]$ contains a path $P'$ between $u$ and $u$, $G + F'$ contains a cycle $C$ consisting of $P'$, $\{e'\}$ and the above path $P$. Assume indirectly that there are vertices $x$ and $y$ with $\kappa_{G+F}(x, y) \geq \tau(x, y) = 2 > \kappa_{G+F}(x, y) = 1$. Thus, $G + F'$ has a bridge $(x, y)$ (or a cut-vertex $v$) such that $e = (u, v)$ has connected the two components $H_x$ and $H_y$ in $G + F - (x, y)$ (or in $G + F - w$). This, however, contradicts that cycle $C$ in $G + F'$ contains $u$ and $v$.

By repeating this, we can obtain a solution $F^*$ in which every edge joins two vertices from distinct leaf sets in $\mathcal{L}_G(V)$.

In what follows, we assume that $G$ has at least three $r$-leaf sets (otherwise if there are only two $r$-leaf sets $T_1$ and $T_2$, then by $|V| \geq 3$, we can add a new edge $e = (u, v)$ for some $u \in T_1$ and $v \in T_2$ without creating multiple edges; we easily see that $\{e\}$ is an optimal solution). For a function $r : \left(\frac{N}{2}\right) \rightarrow \mathbb{Z}^+$ and a subset $X \subseteq V$, we denote by $r|_X$ the function $f : \left(\frac{N}{2}\right) \rightarrow \mathbb{Z}^+$ such that $f(u, v) = r(u, v)$ for all $u, v \in X$.

**Lemma 2.** Let $G = (V, E)$ have at least three $r$-leaf sets, and let $T \in \mathcal{L}_G(V)$ be a leaf set, but not an $r$-leaf set.

(i) Any solution $F'$ to $(G - T, r|_{V - T})$ is also a solution to $(G, r)$.

(ii) Conversely there is an optimal solution $F$ to $(G, r)$ such that no edge in $F$ is incident to any vertex in $T$ (hence $F$ is a solution to $(G - T, r|_{V - T})$).

**Proof:** (i) Let $F'$ be a solution to $(G - T, r|_{V - T})$. Since $T$ is not an $r$-leaf set, $F'$ remains to be a solution to $(G, r)$.

(ii) Let $F$ be an optimal solution to $(G, r)$. By Lemma 1, every edge in $F$ is assumed to join two vertices from distinct leaf sets without loss of generality. Furthermore, we assume that $F$ is chosen so as to minimize the set $F_T$ of edges in $F$ incident to $T$. Without loss of generality $F_T$ is denoted by $e_i = (u_i, v_i)$ such that $u_i \in T$ and $v_i \in T_i$ for some tight sets $\{T_1, T_2, \ldots, T_p\} \subseteq \mathcal{L}_G(V) - T$ (where $T_i \neq T_j$ holds for $i \neq j$, since $F$ is a smallest solution). Assume $F_T \neq \emptyset$, from which we shall show that there is a solution $F^*$ such that $|F^*| \leq |F|$ holds and $F^*$ has no edge incident to $T$ (which contradicts the assumption on $F$).

Let \{t\} = $I_G(T)$. We construct $F^* = (F - F_T) \cup F_T^*$, where $F_T^*$ is defined as follows.

Case-a: $p \geq 2$. Let $F_T^* = \{e_i^* = (t, v_i) \mid i = 1, 2, \ldots, p\} \cup \{e_i^* = (v_i, v_i) \mid i = 2, 3, \ldots, p\}$, where we discard $e_i^*$ from $F^*$ if $(t, v_i) \in E$.

Case-b: $p = 1$ and $I_G(T_i) \neq \{t\}$. Let $F_T^* = \{e_i^* = (t, v_i)\}$. 
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Case-c: \( p = 1 \) and \( \Gamma_G(T_1) = \{ t \} \). Let \( T_a \) be an \( r \)-leaf set disjoint with \( T \cup T_1 \), and \( u_a \) be a vertex in \( T_a \) (such \( T_a \) exists by the assumption that there are at least three \( r \)-leaf sets). Let \( F^*_a = \{ e^*_a = (u_a, v_1) \} \).

In any of the three cases, we can observe that \( F^* \) contains no edge incident to \( T \), and that, for each \( i = 1, 2, \ldots, p \), \( G + F^*_i \) contains a cycle \( C_i \) containing \( t, v_1 \) and \( v_i \). Moreover, we can assume that no two edges \( e \in E \) and \( e' \in F^* \) are multiple edges, since multiple edges (if any) can be removed without losing the above properties. We here claim that \( F^* \) still satisfies the connectivity requirement. Assume indirectly that there are vertices \( x \) and \( y \) with \( r(x, y) = 2 > \kappa_{G + F^*}(x, y) \). Thus, \( G + F^* \) has a bridge \( (x, y) \) (or a cut-vertex \( w \)) such that an edge \( e_j = (u_j, v_j) \in F_T \) has joined the two components \( G_x \) and \( G_y \) in \( G + F^* \). Assume without loss of generality \( x, u_j \in V(G_x) \) and \( y, v_j \in V(G_y) \).

Since \( u_j \) and \( x \) belong to the same block \( G[T \cup \{ t \}] \) and cycle \( C_t \) contains \( \{ t, v_1, v_i \} \), the block \( G[T \cup \{ t \}] \) must be the single edge \( (x, y) \) (or \( T \subseteq V(G_x) \) and \( t = w \) hold). Since \( T \) is not a \( r \)-tight set, \( x \notin T \), and hence we have \( x \in V(G_x) - T \) and \( t = w \). However, \( X = V(G_y) - T \) is an \( r \)-tight set, but \( F \) has no edge joining \( X \) and \( T \cup (V - X - \{ w \}) \), contradicting that \( F \) satisfies the connectivity requirement.

By checking maximal tight sets which contain no \( r \)-tight sets by means of the block-cut tree, we can remove all leaf sets that are not \( r \)-leaf sets in linear time. We hereafter assume that each leaf set is an \( r \)-leaf set in a given \( (G, r) \). Hence \( \alpha(G, r) = |L_G(V)| \).

### 3.3 Balancedness

To find an approximation solution to a given instance \( (G, r) \), we first characterize structure of blocks and cut-vertices in \( G \) by introducing a notion of balancedness as follows.

A set \( \{a_1, a_2, \ldots, a_p\} \) of nonnegative integers is called balanced if \( \max_{1 \leq i \leq p} a_i \leq \frac{1}{2} \sum_{1 \leq i \leq p} a_i \), and is called critically balanced if \( \max_{1 \leq i \leq p} a_i = \frac{1}{2} \sum_{1 \leq i \leq p} a_i \). Notice that if \( \{a_1, a_2, \ldots, a_p\} \) is balanced, but not critically balanced, then for any \( a_i, a_j > 0 \), set \( \{a_1, \ldots, a_i - 1, \ldots, a_j - 1, \ldots, a_p\} \) remains balanced.

A set \( M \) of edges is called an edge cover to a set \( V \) of vertices if each vertex in \( V \) is incident to at least one edge in \( M \). We here review some result from the graph realization problem studied in [4].

**Lemma 3.** For a set \( V \) of \( n \) vertices, let \( X_1, X_2, \ldots, X_p \) be partition of \( V \) such that \( \{ |X_1|, |X_2|, \ldots, |X_p| \} \) is balanced, where \( |X_i| = \max_{1 \leq i \leq p} |X_i| \) is assumed. (i) For an even \( n \), there is an edge cover \( M = \{(s_i, t_i) \mid i = 1, 2, \ldots, \frac{n}{2} \} \) to \( V \) such that, for each \( (s_i, t_i) \in M, s_i \) and \( t_i \) do not belong to the same set \( X_j \).

(ii) For an odd \( n \), there is an edge cover \( M = \{(s_i, t_i) \mid i = 1, 2, \ldots, \frac{n-1}{2} \} \) to \( V \) such that, for each \( (s_i, t_i) \in M, s_i \) and \( t_i \) do not belong to the same set \( X_j \), and a vertex in \( X_1 \) receives two edges from \( M \).

(iii) Such an edge cover \( M \) in (i) and (ii) can be constructed in \( O(n) \) time.
Proof: (i) Denote the vertices in $V$ by $v_1, v_2, \ldots, v_n$ so that they appear in the sets $X_1, X_2, \ldots, X_t$ in this order. Construct a perfect matching $M = \{ (v_i, v_{i+1}) \mid i = 1, 2, \ldots, t \}$. Clearly, any edge in $M$ cannot join two vertices in the same $X_i$ unless $v_{i-1}, v_{i+1} \in X_i$. For the $X_i$, containing $v_{i-1}$ and $v_{i+1}$ (if any), vertices in $X_i \cap \{ v_{i-1}, v_{i+1}, \ldots, v_n \}$ are joined with vertices in $X_1$ since $|X_1| \geq |X_i|$. Hence, $M$ is the desired edge cover.

(ii) By introducing a new vertex $v_0$ and setting $X'_i = X_i \cup \{ v_0 \}$, we construct a perfect matching $M$ in (i) for the vertices $v_0, v_1, v_2, \ldots, v_n$. Then we merge $v_0$ and $v_1$ into $v_1$, yielding the desired edge cover.

(iii) Immediate from the construction method in the proofs for (i) and (ii).

We call an edge cover $M$ in the lemma a minimal edge cover on $V$ with partition constraint $\{ X_1, X_2, \ldots, X_p \}$.

We now return to the problem of finding a solution to a $(G, r)$. A cut-vertex $v$ in $G$ is called balanced if, for $C_G(v) = \{ H_1, H_2, \ldots, H_p \}$ (the set of the components in $G - v$), the set $\{ \ell_1, \ell_2, \ldots, \ell_p \}$ of integers $\ell_i = |C_G(H_i)|$ is balanced. A balancedness of blocks is defined as follows. For a block $G[X]$, let $v_1, v_2, \ldots, v_q$ be the cut-vertices $v$ of $G$ such that $v \in X$. For each $v_i$, let $C_i \in C_G(v_i)$ be the component with $V(C_i) \supset X - v_i$. The block $G[X]$ is called balanced if the set $\{ \ell_1, \ell_2, \ldots, \ell_q \}$ of integers $\ell_i = |C_G(V) - L_G(C_i)|$ is balanced. We here observe the following property.

Lemma 4. If $G$ is connected and has a cut-vertex, then $G$ has a balanced block or a balanced cut-vertex.

Proof: To prove this, we use the following fact on a centroidal vertex in a tree $T$ [5], which is defined to be a vertex $v$ that minimizes the size of a maximum component in $T - v$. For a centroidal vertex $v^*$ in a tree $T$ (which is uniquely determined if $T$ has an even number of edges), each component in $T - v^*$ contains at most a half number of vertices from the entire set of vertices in $T$.

We first consider the block-cut tree $T = (V = V_c \cup V_b, E)$ of $G$. Observe that there is a one-to-one correspondence between the set of leaves in $T$ and the set of leaf sets in $G$. To prove the lemma, it suffices to show that the tree $T$ has a balanced cut-vertex $x^*$.

We then convert $T$ into another tree $T^*$ by attaching $n^* = |V|$ new vertices to each leaf $v$ in $T$ so that $v$ becomes a non-leaf adjacent to $n^*$ new leaves in the resulting tree $T^*$ (if necessary, we attach one extra new leaf to some $u$ to make the number of edges of $T^*$ even). From the above fact, any centroidal vertex $v^*$ in $T^*$ is a balanced cut-vertex in $T$, since $n^*$ is sufficiently large.

The two cases distinguished by Lemma 4 are treated in the next two subsections, respectively.

3.4 Balanced Block

We here consider the case where $G$ has a balanced block $G[X]$. In this case, an optimal solution to the problem can be found in linear time by the following
procedure. Let $v_1, v_2, \ldots, v_p$ be the cut-vertices of $G$ contained in the block $G[X]$, and for each $v_i$, let $C_i \in C_G(v_i)$ be the component with $V(C_i) \supseteq X - v_i$. Let $\mathcal{L}_i = L_G(V) - L_G(C_i)$, and $A = \{\mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_p\}$. By the balancedness, $|\mathcal{L}_i| < \frac{1}{p} |L_G(V)|$ holds for $i = 1, 2, \ldots, p$.

We first choose a set $W \subseteq V$ of $|L_G(V)|$ vertices each of which is chosen from distinct leaf set in $L_G(V)$, and partition $W$ into $X_1, X_2, \ldots, X_p$ so that all vertices in $X_i$ belong to some leaf set in $\mathcal{L}_i \in A$. We then construct a minimal edge cover $M$ on $W$ with partition constraint $\{X_1, X_2, \ldots, X_p\}$. By Lemma 3, such an $M$ can be constructed in $O(|W|)$ time.

**Lemma 5.** For the above edge cover $M$ on $W$, $\kappa_{G+M}(u, v) \geq 2$ holds for any pair $u, v \in V$ with $r(u, v) = 2$.

**Proof:** It is suffices to show that $G + M$ is 2-vertex-connected. By construction of $M$, for each vertex $u$ in a leaf set $T \in L_G(V)$, $G + M$ has a cycle $C$ which passes through $u$ and at least two vertices from $X$. Assume that, for some cut-vertex $v$ in $G$, $G + M - v$ has two components $H_1$ and $H_2$ with $X - v \subseteq V(H_2)$. Since $H_1$ contains a leaf set $T_1 \in L_G(V)$, there is a vertex $u' \in T_1$ such that $G + M$ has a cycle which passes through $u'$ and some two vertices $x, x' \in X$. This, however, implies that $u$ and a vertex in $\{x, x'\} - v$ remain connected after removal of $v$, a contradiction. $\square$

### 3.5 Balanced Cut-Vertex

We then consider the case where $G$ has a balanced cut-vertex $s$. Note that each component $H \in C_G(s)$ contains at least one leaf set, which is an $r$-leaf set. We partition $C_G(s)$ into maximal subsets $\mathcal{H}_1, \mathcal{H}_2, \ldots, \mathcal{H}_p$ such that, for each $\mathcal{H}_i$, any two components $H, H' \in \mathcal{H}_i$ are $r$-linked. With these notions, we first observe a sufficient condition for a set of new edges to be a solution to a given $(G, r)$.

**Lemma 6.** A set of $F$ such that $G + F$ remains simple is a solution if there is a cut-vertex $s$ of $G$ such that

(i) For each leaf set $T \in L_G(V)$, $F$ contains an edge joining $T$ with a leaf set $T'$ such that $T$ and $T'$ are contained in distinct components in $C_G(s)$.

(ii) Any two $r$-linked components $H, H' \in C_G(s)$ contained in the same component in the graph $G + F - s$.

**Proof:** Let $(x, y) \in R$ be an $r$-edge with $\kappa_G(x, y) = 1$, for which we distinguish the following two cases (a) and (b).

(a) $(x, y)$ is a bridge of $G$. Thus the removal of edge $(x, y)$ from $G$ creates two components $G_x$ and $G_y$; $s \in V(G_y)$ is assumed without loss of generality. Then $G_x$ contains at least one leaf set $T \in L_G(V)$, and the $T$ belongs to a component $H_T \in C(s)$. By (i), an edge in $F$ joins $T$ with a leaf set $T'$ in some $H_{T'} \in C_G(s) - H_T$, graph $G + F$ contains a cycle which passes through $(x, y)$ and $s$, proving $\kappa_{G+F}(x, y) \geq 2$.

(b) $x$ and $y$ are separated by a cut-vertex $w$. We first claim that $w \neq s$. This is trivial if $(x, y) \subseteq V(H) \cup \{s\}$ for some $H \in C_G(s)$. If $x \in V(H)$ and $y \in V(H')$
for distinct $H, H' \in C_G(s)$, then $H$ and $H'$ are $r$-linked and they are contained in the same component in $G + F - s$ by (ii) (hence $w \neq s$).

Let $S_1, S_2, \ldots, S_q$ be the components in $G - w$; $x \in S_1$ and $s \in S_q$ are assumed without loss of generality. It suffices to show that $x$ and $y$ remain connected in $G + F - w$, i.e., $x$ and $y$ are connected by a path which does not contain $w$ in $G + F$.

We first consider the case of $y \in S_q$. The tight set $S_1$ contains a leaf set $T \in L_G(V)$, which is joined to a leaf set $T'$ in a different component $H' \in C_G(s) - H$ by an edge in $F$ (by (i)). This implies that $G + F$ contains a path from $x$ to $y$ passing through $s$ but not $w$.

We next consider the case of $y \notin S_q$. Then $q > 3$ holds; $y \in S_2$ is assumed without loss of generality. The tight sets $S_1$ and $S_2$ contain leaf sets $T_1$ and $T_2$, respectively in $G$; each $T_i$ is joined to a leaf set $T'_i$ in a component $H'_i \in C_G(s) - H$ by an edge in $F$ (by (i)). This also implies that $x$ and $y$ are connected by a path which does not contain $w$.

Based on this lemma, we consider the following algorithm for augmenting a given $G$.

**MATE**

Initially set all leaf sets to be uncovered, and all components $H \in C_G(s)$ to be unscanned:

$\ell_H := |L_G(H)|$ for all $H \in C_G(s)$; /* The set $\{\ell_H | H \in C_G(s)\}$ will remain balanced. */

$F_0 := \emptyset$;

while (i) some $\mathcal{H}_t$ contains at least two unscanned components and (ii) $\{\ell_H | H \in C_G(s)\}$ is not critically balanced do

Choose a pair of unscanned subsets $H, H' \in \mathcal{H}_t$, letting $H$ and $H'$ be scanned;

Choose two leaf sets $L \subseteq L_G(H)$ and $L' \subseteq L_G(H')$, letting $L$ and $L'$ be covered;

Add to $F_0$ a new edge joining $L$ and $L'$, letting $\ell_H := \ell_H - 1$ and $\ell_{H'} := \ell_{H'} - 1$;

end /* while */

/* Each $\mathcal{H}_t$ contains at most one unscanned component $H$,
or $\{\ell_H | H \in C_G(s)\}$ is critically balanced */

For each $H \in C_G(s)$, choose a vertex from each uncovered leaf set in $L_G(H)$, and let $X_H$ denote the set of these vertices;

/* $|X_H|$ is equal to the current $\ell_H$ */

Construct an edge cover $M$ on $W = \cup_{H \in C_G(s)} X_H$ with partition constraint $\{X_H | H \in C_G(s), \ell_H > 0\}$;

for each $\mathcal{H}_i (i = 1, 2, \ldots, p)$ do

Let $q_i$ denote the number of components in the induced graph $(G + (F_0 \cup M))|_{\cup H \in \mathcal{H}_i, V(H)}$;

Choose a set $F_i$ of $q_i - 1$ edges which connect all components in $(G + (F_0 \cup M))|_{\cup H \in \mathcal{H}_i, V(H)}$
into a single component;
end /* for */
\[ F := F_0 \cup M \cup F_1 \cup F_2 \cup \cdots \cup F_p. \]

We easily see that MATE can be implemented to run in linear time by an appropriate data structure. A set \( F \) computed by MATE satisfies the conditions (i) and (ii) in Lemma 6, and is a solution to \((G, r)\).

**Lemma 7.** For a set \( F \) output by MATE, \( |F| \leq \lfloor \alpha(G, r)/2 \rfloor + \frac{1}{2} \beta(G, r, s) \) holds.

**Proof:** By construction, \( |F_0 \cup M| = \lfloor \alpha(G, r)/2 \rfloor \). It suffices to show that \( |F_1 \cup F_2 \cup \cdots \cup F_p| \leq \frac{1}{2} \beta(G, r, s) \). We first consider the case where the set \( \{\ell_H \mid H \in \mathcal{H}\} \) obtained after the while-loop is not critically balanced. In this case, components in each \( \mathcal{H}_i \) (except for at most one unscanned component) are partitioned into pairs of components \( H \) and \( H' \) which are joined by an edge in \( F_0 \). Thus \( q_i \) in MATE is at most \( \frac{1}{2}(|\mathcal{H}_i|+1) \).

We next consider the case where the set \( \{\ell_H \mid H \in \mathcal{H}\} \) obtained after the while-loop is critically balanced. In this case, in each \( \mathcal{H}_i \), scanned components are partitioned into pairs joined by edges in \( F_0 \) and unscanned components are joined to the same component in \( C_G(s) \).

In any case, we have \( |F_i| = q_i - 1 \leq \frac{1}{2}(|\mathcal{H}_i|-1) \). This proves \( |F_1 \cup F_2 \cup \cdots \cup F_p| \leq \frac{3}{2} \beta(G, r, s) \).

By summing up the discussions so far, we complete the proof of Theorem 2.

We close this section by constructing an example which shows that the performance guarantee \( \frac{3}{2} \) of our algorithm is tight. Let \( p \) be a positive integer. Let \( G = (V, E) \) be a tree with vertex set \( V = U_1 \cup U_2 \cup \{s, w_1, w_2\} \cup Z_1 \cup Z_2 \), where \( U_i = \{u_1^i, \ldots, u_{2^{2p+1}}^i\} \) and \( Z_i = \{z_1^i, \ldots, z_{2^{2p+1}}^i\} \) for \( i = 1, 2 \), and edge set \( E = \{(u, s) \mid u \in U_1 \cup U_2 \cup \{s, w_1\}, (s, w_i) \} \cup \{(w_1, z) \mid z \in Z_1\} \cup \{(w_2, z) \mid z \in Z_2\} \). Let \( r(x, y) \) be 2 if \( \{x, y\} \subset X \) with \( X \in \{U_1, U_2, Z_1, Z_2\} \) and be 0 otherwise. Clearly \( s \) is the balanced cut-vertex in the \((G, r)\), from which algorithm MATE computes \( F_0 = \{\{u_1^1, u_2^1\}, \{u_3^1, u_4^1\}, \ldots, \{u_{2^{2p+1}}^1, u_{2^{2p+1}}^1\}\} \cup \{\{u_2^2, u_3^2\}, \{u_4^2, u_5^2\}, \ldots, \{u_{2^{2p+1}}^2, u_{2^{2p+1}}^2\}\}, \ M = \{\{u_1^1, z_1^1, z_2^1\}, \{u_2^1, z_2^1, z_2^1\}\} \cup \{\{z_1^1, z_2^1\}, \ldots, \{z_{2^{2p+1}}^1, z_{2^{2p+1}}^1\}\}, \ F_1 = \{\{u_1^2, u_2^2\}, \{u_3^2, u_4^2\}, \ldots, \{u_{2^{2p+1}}, u_{2^{2p+1}}\}\} \) and \( F_2 = \{\{u_1^2, u_2^1\}, \{u_3^2, u_4^1\}, \ldots, \{u_{2^{2p+1}}, u_{2^{2p+1}}\}\} \). The output solution \( F = F_0 \cup M \cup F_1 \cup F_2 \) has size \(|F| = 6p + 2\), while an optimal solution \( F_{\text{opt}} = \{\{u_j^1, z_j^i\} \mid j = 1, \ldots, 2p + 1, i = 1, 2\}\) has size \(|F_{\text{opt}}| = 4p + 2\). The ratio \(|F|/|F_{\text{opt}}| = (3p + 1)/(2p + 1)\) is asymptotically \( \frac{3}{2} \).

4 Conclusion

In this paper, we showed that the local-vertex connectivity augmentation problem is \( \text{NP-hard} \) even if \( r(u, v) \in \{0, k\}, u, v \in V \) for a fixed \( k \). We then presented a \( \frac{3}{2} \)-approximation algorithm for the problem with a connected graph and target values \( r(u, v) \in \{0, 2\}, u, v \in V \). It is a future work to design approximation algorithms for more general cases of the LVCAP by extending the graph theoretic technique in this paper.
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Abstract. In this paper, we study the following problem: given two graphs $G$ and $H$ and an isomorphism $\varphi$ between an induced subgraph of $G$ and an induced subgraph of $H$, compute the number of isomorphisms between $G$ and $H$ that doesn’t contradict to $\varphi$. We show that this problem can be solved in $O((k+1)n^3)$ time when input graphs are restricted to chordal graphs with clique number at most $k + 1$. To show this, we first show that the tree model of a chordal graph can be uniquely constructed except for the ordering of children of each node in $O(n^3)$ time. Then, we show that the number of isomorphisms between $G$ and $H$ that doesn’t contradict to $\varphi$ can be efficiently computed by use of the tree model.

1 Introduction

The graph isomorphism problem is as follows: given two graphs $G$ and $H$, determine if there is a renaming of vertices of $G$ that results in $H$. It is not known if the general graph isomorphism problem can be solved in polynomial time. It remains unknown even for several special classes of graphs. For example, the class of chordal graphs is one of such classes. In fact, testing graph isomorphism for this class is polynomial time equivalent to the general case.

On the other hand, it was shown that the isomorphism problem was able to be solved in polynomial time when restricted to special graph classes, e.g., to graphs of bounded degrees[11], planar graphs[9], trees, interval graphs[4], rooted directed path graphs[3], cographs[5], permutation graphs[7], $k$-trees (for fixed $k$)[2],[13], chordal graphs with restricted clique number[10], and graphs of bounded eigenvalue multiplicity[1]. In particular, Bodlaender[2] showed that if input graphs are restricted to partial $k$-trees, the problem can be solved in $O(k^5 n^{k+4.5})$ time. Klawe[10] showed that a tree model of a chordal graph can be uniquely constructed except for the ordering of children of each node in polynomial time and if such tree model is given then the problem can be solved in $O(((k + 1)!n^3)$ time.

The graph isomorphism counting problem is as follows: given two graphs $G$ and $H$, count the number of isomorphisms between $G$ and $H$. The problem can be solved in polynomial time when restricted to labeled trees, planar graphs, interval graphs[6], and partial $k$-trees[13].
In this paper, we study the problem: given two graphs $G$ and $H$ and an isomorphism $\varphi$ between an induced subgraph of $G$ and an induced subgraph of $H$, compute the number of isomorphisms between $G$ and $H$ that doesn’t contradict to $\varphi$. Note that this problem is a generalization of the graph isomorphism counting problem. For partial $k$-trees, it was shown in [13] that this problem can be computed in $O((k+1)!n^{k+4})$ time.

In this paper, we consider the case where input graphs are restricted to chordal graphs with clique number at most $k + 1$. Since the tree width of all such graphs is at most $k$, we see, from the result of [13], that this case can be also solved in $O((k+1)!n^{k+4})$ time. Furthermore, by use of the fact that a chordal graph with clique number at most $k + 1$ has a width $k$ tree model and the number of maximal cliques of a chordal graph is at most $O(n)$, we can observe that the algorithm designed in [13] can be modified so as to run in time $O((k+1)!n^3)$.

In this paper, we show that this case can be solved in time at most $O((k+1)!n^3)$. First, we show that a tree model of given chordal graph can be uniquely constructed in $O(n^3)$ time except for the ordering of children of each node. Then we show that this case can be solved efficiently by use of the tree model. Therefore, the graph isomorphism problem and the graph isomorphism counting problem can be solved in time at most $O((k+1)!n^3)$ when input graphs are restricted to chordal graphs with clique number at most $k + 1$.

In section 2, we give some notations and a result for chordal graphs. In section 3, we give an algorithm that, for a given chordal graph $G$, constructs a tree model of $G$ that is unique except for ordering of children of each node. In section 4, we show that, for two chordal graph $G, H$ with clique number at most $k + 1$ and an isomorphism $\varphi$ from an induced subgraph of $G$ to an induced subgraph of $H$, the number of isomorphisms from $G$ to $H$ that doesn’t contradict to $\varphi$ can be computed in time at most $O((k+1)!n^3)$.

2 Preliminary

The graphs in this paper are simple, undirected and connected. For a graph $G$, we denote $V(G)$ the set of vertices of $G$ and denote $E(G)$ the set of edges of $G$.

Let $U$ be a subset of $V(G)$. The subgraph of $G$ induced by $U$ is denoted by $G[U]$ where $V(G[U]) = U, E(G[U]) = \{(x, y) \in E(G) | x, y \in U\}$. For a vertex $v \in V(G)$, we define $N_U(v) = \{w \in U | (v, w) \in E(G)\}$ and $N_U[v] = N_U(v) \cup \{v\}$. For a subset $W \subseteq V(G)$, we define $N_U(W) = \bigcup_{v \in W} N_U(v)$. For any subset $S \subseteq V(G)$, we say $S$ separates $C \subseteq V(G)$ and $D \subseteq V(G)$ in $G$ if there is no path between $C$ and $D$ in $G[V \setminus S]$. For a rooted tree $T$ and a node $i$ of $T$, we define the level of $i$, level($i$), to be the length of the path from the root of $T$ to $i$.

Definition 2.1: We say a vertex $v \in V(G)$ is simplicial if $N(v)$ is a clique in $G$.

We say a linear ordering $v_1, \ldots, v_n$ of vertices in $V(G)$ is a perfect elimination scheme of $G$ if for any $i(1 \leq i \leq n)$ $v_i$ is a simplicial vertex of $G[\{v_j | j = i, i + 1, \ldots, n\}]$.

Definition 2.2: A graph is a chordal graph if it doesn’t contain an induced cycle of length more than or equal to four.
For a graph $G$, if $G$ is the intersection graph of a family of subtrees of a tree, then such family called a tree model of $G$. In this paper, a tree model of a graph is defined as follow.

**Definition 2.3:** A tree model of $G$ is a pair $(T, \mathcal{X})$ where $T$ is a tree and $\mathcal{X} = \{X_i | i \in V(T)\}$ is a collection of subsets of $V(G)$ satisfying the following conditions.

1. $\bigcup_{i \in V(T)} X_i = V(G)$
2. $\forall v, w \in V(G) (\{v, w\} \in E(G) \iff \exists i \in V(T) [v, w \in X_i])$
3. $\forall i, j, k \in V(T) [j \text{ is on the path from } i \text{ to } k \text{ in } T$
   \[ \Rightarrow X_i \cap X_k \subseteq X_j \]

The width of a tree model $(T, \mathcal{X})$ is $\max\{|X_i| - 1 | i \in V(T)\}$.\hfill \Box

For a tree model $(T, \mathcal{X})$ of $G$ and a vertex $v \in V(G)$, we define $T(v) = T\{i \in V(T) | v \in X_i\}$. Then we easily see from the condition 3 above that each $T(v)$ is a connected subtree of $T$. Furthermore, we can easily see from the condition 2 above that for two vertices $v, w \in V(G)$, $v$ is adjacent to $w$ if and only if $T(v)$ intersects to $T(w)$, that is, $V(T(v)) \cap V(T(w)) \neq \emptyset$. We also see from the condition 2, that for every $i \in V(T)$, $X_i$ is a clique of $G$. In other words, we can restate the condition 2 as follows:

2. (a) $\forall v, w \in V(G) (\{v, w\} \in E(G)$
   \[ \Rightarrow \exists i \in V(T) [v, w \in X_i] \] and
   (b) for every $i \in V(T)$, $X_i$ is a clique in $G$.

Moreover, we see from this fact that, if $G$ has a tree model and its clique number is at most $k + 1$, then any tree model of $G$ is of width at most $k$. We will use these facts in the later argument.

For a graph $G$ that have a tree model, there exists many tree models of $G$. Figure 1 is an example of a graph and its tree models. In these tree models, each $T(v)$ is the subtree of the tree induced by those nodes that contain $v$.

**Definition 2.4:** A tree model $(T, \mathcal{X})$ is called a rooted tree model if $T$ is a rooted tree.\hfill \Box

In the remainder of this paper, whenever we say tree model, we suppose it to be rooted.

The following theorem is well known [8]. In section 3, We will use the theorem to construct a tree model of a given chordal graph.

**Theorem 2.5:** For every graph $G$, the following statements are equivalent.

(i) $G$ is a chordal graph.
(ii) $G$ has a perfect elimination scheme.
(iii) $G$ has a tree model.\hfill \Box

By this theorem, chordal graphs can be described as the intersection graphs of the subtrees of a tree. Note that the graph in Fig.1 is a chordal since it has a tree model.

**Definition 2.6:** Let $G$ and $H$ be graphs. Let $\varphi$ be a bijection from a subset of $V(G)$ to a subset of $V(H)$. Then we denote the domain of $\varphi$ by $\text{Dom}(\varphi)$. 

and denote the image of \( \varphi \) by \( \text{Im}(\varphi) \). For each \( X \subseteq \text{Dom}(\varphi) \), we denote \( \varphi|_X \) the restriction of \( \varphi \) whose domain is \( X \). Let \( \psi \) be another bijection from a subset of \( V(G) \) to a subset of \( V(H) \). Then we say \( \psi \) doesn't contradict to \( \varphi \) if either \( \text{Dom}(\varphi) \cap \text{Dom}(\psi) = \emptyset \) and \( \text{Im}(\varphi) \cap \text{Im}(\psi) = \emptyset \), or, for all \( x \in \text{Dom}(\varphi) \cap \text{Dom}(\psi) \) \( \varphi(x) = \psi(x) \] and for all \( y \in \text{Im}(\varphi) \cap \text{Im}(\psi) \), \( \varphi^{-1}(y) = \psi^{-1}(y) \). □

3 Constructing a Tree Model

In this section, we give a new algorithm that, for a given chordal graph \( G \), constructs a tree model of \( G \) that is unique except for ordering of children of each node.

**Definition 3.1**: Let \( G \) be a chordal graph. Let \( S = S_1, S_2, \ldots, S_d \) be an ordered partition of \( V(G) \). That is, it is a partition of \( V(G) \) and the \( S_i \)'s are ordered with their indices. Then, the ordered partition is called *simplicial* if for every \( i = 1, \ldots, d \), \( S_i \) is the set of all simplicial vertices of the induced subgraph \( G[S_i \cup \cdots \cup S_d] \).

It is known that a graph has the simplicial partition if and only if it is a chordal graph[3].

For a connected chordal graph \( G \) and a simplicial vertex \( v \) of \( G \), we can easily see that \( G[V \setminus \{v\}] \) is connected. Furthermore, for a connected chordal graph \( G \), it is easy to see that all vertices of \( G \) are simplicial if and only if \( G \) is a clique. Therefore, for the simplicial partition \( S_1, \ldots, S_d \) of a connected chordal graph \( G \), \( S_d \) is a clique of \( G \).

By definition 3.1, the simplicial partition is unique for every chordal graph. It is easy to see from this fact that, for a chordal graph \( G \) and the simplicial partition \( S \) of \( G \), every automorphism on \( G \) must map \( S_i \) to \( S_i \) for all \( i \leq i \leq d \).
Let \( \pi = v_1, \ldots, v_n \) be a perfect elimination scheme of a chordal graph \( G \). For an arbitrary \( i = 1, \ldots, n \), we define \( t(i) = \min \{ j | v_i \) is adjacent to \( v_j \} \). Then we can easily see that a vertex \( v_i \) is a simplicial vertex of \( G \) iff either \( i \leq t(i) \) or \( N[v_i] = N[v_{t(i)}] \cap \{ v_t(i) \ldots v_n \} \). Furthermore, for a chordal graph \( G \), a perfect elimination scheme of \( G \) can be computed at most \( O(|V(G)| + |E(G)|) \) time \[14\]. Based on this criterion, we may compute the simplicial partition of a chordal graph \( G \) in time at most \( O(|V(G)|^3) \).

Given a chordal graph \( G \) and the simplicial partition \( S = S_1, \ldots, S_d \) of \( G \), the following algorithm constructs a tree model \((T, \mathcal{X})\) of \( G \) with \( \mathcal{X} = \{ X_i | i \in V(T) \} \) that is unique except for the ordering of children of each node of \( T \). In the following algorithm, \( r \in I \) denotes the root of \( T \), and for every \( v \in V(G) \), \( I_S(v) = i \) denotes the index of \( S_i \) to which \( v \) belongs. In the algorithm, we use a queue denoted by \( Q \). \texttt{Enqueue}(Q, s) denotes an operation inserting an element \( s \) to \( Q \) and \texttt{Dequeue}(Q) denotes an operation deleting an element from \( Q \).

We illustrate the outline on how TREEMODEL works. First, this algorithm sets \( X_r = S_d \) i.e., it puts \( S_d \) as a root of tree model. Let \( C(r) = \{ C_1, C_2 \ldots C_m \} \) be a set of all connected components of \( G[V \setminus X_r] \). For each \( C_p \), this algorithm constructs a child \( r_p \) of \( r \) and sets \( X_{r_p} = U \cup N_{X_r}(U) \), where \( U \) is a subset of \( C_p \). Furthermore, for each connected component of \( G[C_p \setminus U] \), the algorithm constructs children of \( r_p \) in the same manner as above.

**TREEMODEL**\((G, S)\)

1. Set \( V(T) = \{ r \} \) and \( X_r = S_d \).
2. Set \( C(r) \) to the set of connected components of \( G[V \setminus X_r] \).
3. \texttt{Enqueue}(Q, r)
4. \texttt{while} \( Q \neq \phi \) \texttt{do}
   1. \texttt{Dequeue}(Q)
   2. \texttt{for each} \( C \in C(l) \) \texttt{do}
      1. Add a new node \( s \) to \( V(T) \) as a child of \( l \).
      2. \texttt{let} \( g = \max \{ I_S(v) | v \in C \} \).
      3. \texttt{let} \( U = \{ v \in C | I_S(v) = g \} \).
      4. \texttt{set} \( X_s = U \cup N_{X_r}(U) \).
      5. \texttt{set} \( C(s) \) to the set of connected components of \( G[C \setminus U] \).
   3. \texttt{Enqueue}(Q, s)

In this algorithm, for each node \( l \) and each \( C \in C(l) \), a new node \( s \) is added as a child of \( l \). Then we say \( s \) corresponds to \( C \). Note that the number of children of \( l \) is equal to the number of connected components in \( C(l) \).

We must show that \((T, \mathcal{X})\) constructed by TREEMODEL is a tree model of input graph \( G \). It is obvious that \((T, \mathcal{X})\) satisfies the condition 1 in the definition of tree model. Furthermore, we easily see from the way of constructing \((T, \mathcal{X})\) that, for every \( v \in V(G) \), \( T(v) \) is a connected subtree of \( T \) where \( T(v) = T(\{ i \in V(T) | v \in X_i \}) \). By this fact, it is easily to see that \((T, \mathcal{X})\) satisfies the condition 3 in the definition of tree model. We leave its proof to the reader. We below show that \((T, \mathcal{X})\) satisfies the condition 2 in the definition of tree model. That is, we show:
2. (a) $\forall v, w \in V(G) [(v, w) \in E(G) \Rightarrow \exists i \in V(T) [(v, w) \in X_i]]$ and

(b) for every $s \in V(T)$, $X_s$ is a clique in $G$.

Next lemma show that the condition (b) holds.

**Lemma 3.2:** For every $s \in V(T)$, $X_s$ is a clique.  \hfill \Box

**Proof:** Let $s$ be a node of $T$. We use an induction on the level $h$ of $s$ in $T$. Suppose $h = 0$. In this case, $s$ is the root of $T$ and $X_s = S_d$. By the definition of simplicial partition, $X_s$ is a clique.

Suppose $h \geq 1$. Suppose also that, for the parent $t$ of $s$ in $T$, $X_t$ is a clique in $G$. We below show that $X_s$ is a clique in $G$. By the way of constructing $(T, \mathcal{X})$, there exists a connected component $C$ in $\mathcal{C}(t)$ to which $s$ corresponds. Let $g = \max \{I_S(v) | v \in C\}$ and let $U = \{v \in C | I_S(v) = g\}$. Then, by the way of constructing $(T, \mathcal{X})$, $X_s = U \cup N_{X_t}(U)$.

Now, we have the following two claims.

**CLAIM 1:** For every two vertices $u_1, u_2 \in U$, $u_1$ is adjacent to $u_2$.  \hfill \Box

**CLAIM 2:** For every two vertices $u_1, u_2 \in U$, $N_{X_t}(u_1) = N_{X_t}(u_2)$.  \hfill \Box

By the CLAIM 1, we have that $U$ is a clique. As $X_t$ is a clique by the induction hypothesis, $N_{X_t}(U)$ is a clique also. Furthermore, by the CLAIM 2, every vertex belong to $U$ is adjacent to every vertex belong to $N_{X_t}(U)$. Therefore, we have that $X_s = U \cup N_{X_t}(U)$ is a clique. This completes the proof.

Next lemma show that the condition (a) holds.

**Lemma 3.3:** For every two vertices $x, y \in V(G)$, if $x$ is adjacent to $y$ then there exists a node $i \in V(T)$ such that $x, y \in X_i$.  \hfill \Box

**Proof:** Let $x$ and $y$ be vertices of $G$ such that $x$ is adjacent to $y$. Without loss of generality, we assume that $I_S(y) \leq I_S(x)$. Let $T(x) = T[\{i \in V(T) | x \in X_i\}]$ and let $T(y) = T[\{i \in V(T) | y \in X_i\}]$. We easy see from the way of constructing $(T, \mathcal{X})$ that $T(x)$ and $T(y)$ are connected subtrees of $T$. Let $r_x$ and $r_y$ be the root of $T(x)$ and $T(y)$ respectively. We easy see from $I_S(x) \geq I_S(y)$ and $x$ is adjacent to $y$ that $r_y$ is a descendant of $r_x$. Let $p(r_x, r_y) = (r_x = l_1, l_2, \ldots, l_q = r_y)$ be a path from $r_x$ to $r_y$ in $T$. We below show that, for every $i(1 \leq i \leq q)$, $x \in X_{l_i}$. Note that if this statement holds then $x, y \in X_{l_1}$.

We use an induction on $i$. For $i = 1$, we have that $x \in X_{l_1}$. Suppose $x \in X_{l_{i-1}}$. We below show that $x \in X_{l_i}$. By the way of constructing $(T, \mathcal{X})$, there exists a connected component $C$ in $\mathcal{C}(l_{i-1})$ such that $l_i$ corresponds to $C$. Then, we have that $y$ belongs to $C$. This is because, if $y$ doesn’t belong to $C$ then, in the subtree of $T$ whose root is $l_i$, there is no node to which $y$ belongs. This contradict to the fact that $y \in X_{r_y}$ and $r_y$ is in the subtree of $T$ whose root is $l_i$.

Let $g = \max \{I_S(v) | v \in C\}$ and let $U = \{v \in C | I_S(v) = g\}$. Then, by the way of constructing $(T, \mathcal{X})$, $X_{l_i} = U \cup N_{X_{l_{i-1}}}(U)$.

First, we consider the case where $y \in U$. In this case, as $x \in N_{X_{l_{i-1}}}(y) \subseteq N_{X_{l_{i-1}}}(U)$, we have that $x \in X_{l_i}$.

Next, we consider the case where $y \not\in U$. Let $u$ be a vertex belong to $U$. Then as $G[C]$ is connected, there exists a path $p(u, y) = (u = a_0, a_1, \ldots, a_h = y)$ in $G[C]$. Furthermore, as $y$ is adjacent to $x$, $p(u, x) = (u = a_0, a_1, \ldots, a_h = y, a_{h+1} = x)$ is a path in $G$. We easy see that, for every $v \in X_{l_{i-1}}, g < I_S(v)$. 

Therefore, since \( x \in X_{i_{i-1}} \), we have that \( I_S(u) = g < I_S(x) \). Moreover, for every \( j(1 \leq j \leq h) \), \( I_S(d_j) \leq g \). This is because, for every \( j(1 \leq j \leq h) \), \( d_j \in C \), and \( g = \max \{ I_S(v) \mid v \in C \} \). We below show that \( x \) is adjacent to \( u \). We can choose \( f(1 \leq f \leq h) \) such that \( I_S(d_f) = \min \{ I_S(d_0), \ldots, I_S(d_{h+1}) \} \). The graph \( J = G[a \in V(G) \mid I_S(a) \geq I_S(d_f)] \) then all vertices in the path \( p(u, x) \) are in \( J \). Noting that \( J = G[S_{I_S(d_f)} \cup S_{I_S(d_{f-1})} \cup \cdots \cup S_{I_S(d_1)}] \), we see from the definition of simplicial partition that all vertices in \( S_{I_S(d_f)} \) are simplicial in \( J \).

Since the vertex \( d_f \) belong to \( S_{I_S(d_f)} \), we have that \( d_f \) is a simplicial in \( J \). This indicates that \( d_{f-1} \) is adjacent to \( d_{f+1} \). Therefore, we can get a new path \( \tilde{p}(u, x) = (u = d_0, d_1, \ldots, d_{f-1}, d_{f+1}, \ldots, d_{h+1} = x) \). Repeating this argument for the path \( \tilde{p}(u, x) \), we have that \( x \) is adjacent to \( u \). Now, we have that \( u \in U \) and \( x \in X_{i_{i-1}} \) and \( x \) is adjacent to \( u \). This indicates that \( x \in N_{X_{i_{i-1}}}(u) \subseteq N_{X_{i_{i-1}}}(U) \).

Therefore, as \( X_{i_1} = U \cup N_{X_{i_{i-1}}}(U) \), we have that \( x \in X_{i_1} \).

By the above argument, we have that, for every \( i(1 \leq i \leq q) \), \( x \in X_{i_{i+1}} \).

Therefore, \( x, y \in X_{i_{i+1}} = X_{\tau(y)} \). This completes the proof.

**Corollary 3.4:** \((T, \mathcal{X})\) constructed by TREETRIMODEL is a tree model of input graph.

**Lemma 3.5:** The time complexity of TREETRIMODEL is at most \( O(|V(G)|^4) \).

**Proposition 3.6:** For every automorphism \( \mu \) on \( G \), there exists an one to one correspondence \( \tau \) on \( V(T) \) such that, for every \( i \in V(T) \), the level of \( i \) in \( T \) is equal to the level of \( \tau(i) \) in \( T \) and \( \mu(X_i) = X_{\tau(i)} \).

Let \( G \) and \( H \) be chordal graphs, and let \( (T(G), \mathcal{X}(G)) \) and \( (T(H), \mathcal{X}(H)) \) be tree models of \( G \) and \( H \) constructed by TREETRIMODEL. Then, this proposition indicates that, for every isomorphism \( \mu \) between \( G \) and \( H \), there exists a bijection \( \tau \) from \( V(T(G)) \) to \( V(T(H)) \) such that, for every \( i \in V(T(G)) \), the level of \( i \) in \( T(G) \) is equal to the level of \( \tau(i) \) in \( T(H) \) and \( \mu(X_i(G)) = X_{\tau(i)}(H) \).

We implicitly use this fact in the next section.

### 4 Algorithm

In this section, we let \( G \) and \( H \) be chordal graphs with clique number at most \( k + 1 \), and let \( \varphi \) be an isomorphism between an induced subgraph of \( G \) and an induced subgraph of \( H \). Then we show that the number of isomorphisms between \( G \) and \( H \) that doesn’t contradict to \( \varphi \) can be computed in \( O((k+1)!n^3) \) time.

Our algorithm first computes simplicial partition \( S(G) = S_1(G), S_2(G), \ldots, S_d(G) \) and \( S(H) = S_1(H), S_2(H), \ldots, S_d(H) \) of \( G \) and \( H \) respectively. And then, the algorithm constructs tree models \( (T(G), \mathcal{X}(G)) \) and \( (T(H), \mathcal{X}(H)) \) that is
unique except for the ordering of children of each node. By using these tree models, the algorithm computes the number of isomorphisms between $G$ and $H$ that doesn’t contradict to $\varphi$. Note that the width of each tree model is at most $k$.

If either $|V(G)| \neq |V(H)|$ or $d \neq d$, then there is no isomorphism between $G$ and $H$. Therefore we assume $|V(G)| = |V(H)| = n$ and $d = d$ in the following argument.

**Definition 4.1:** For two bijections $\varphi$ and $\psi$ that doesn’t contradict to each other, we define the bijection $\varphi \sqcup \psi$ from $\text{Dom}(\varphi) \cup \text{Dom}(\psi)$ to $\text{Im}(\varphi) \cup \text{Im}(\psi)$ as follows.

$$
\varphi \sqcup \psi \overset{def}{=} \begin{cases} 
\varphi(x) & \text{if } x \in \text{Dom}(\varphi) \\
\psi(x) & \text{if } x \in \text{Dom}(\psi)
\end{cases}
$$

**Definition 4.2:** Let $X$ be a subset of $V(G)$, and let $Y$ be a subset of $V(H)$. Then for every bijection $\psi$ from $X$ to $Y$, we say $\psi$ is $\varphi$-isomorphism from $G[X]$ to $H[Y]$ if $\psi$ doesn’t contradict to $\varphi$ and $\psi$ is an isomorphism from $G[X]$ to $H[Y]$. We denote $G[X] \cong^\varphi H[Y]$ if and only if there exists a $\varphi$-isomorphism from $G[X]$ to $H[Y]$. We define $\text{Iso}_\varphi(G[X], H[Y])$ to be the set of all $\varphi$-isomorphisms from $G[X]$ to $H[Y]$.

**Lemma 4.3:** Let $X$ and $Y$ be as in Definition 4.2. Moreover, let $\psi$ be a $\varphi$-isomorphism from $G[X]$ to $H[Y]$. Then the following two statements hold.

1. For two connected components $C_1, C_2 (C_1 \neq C_2)$ of $G[V \setminus X]$ and for two connected components $D_1, D_2 (D_1 \neq D_2)$ of $H[V \setminus Y]$, if $G[X \cup C_1] \cong^{\psi \sqcup \varphi} H[Y \cup D_1]$ and $H[X \cup D_1] \cong^{\varphi \sqcup \psi} G[Y \cup C_2]$ and $G[X \cup C_2] \cong^{\psi \sqcup \varphi} H[Y \cup D_2]$, then $G[X \cup C_1] \cong^{\psi \sqcup \varphi} H[Y \cup D_2]$.
2. For a connected component $C$ of $G[V \setminus X]$ and for two connected components $D_1, D_2$ of $H[V \setminus Y]$, if $G[X \cup C] \cong^{\psi \sqcup \varphi} H[Y \cup D_1]$ and $G[X \cup C] \cong^{\psi \sqcup \varphi} H[Y \cup D_2]$, then the number of $\varphi \sqcup \psi$ - isomorphisms between $G[X \cup C]$ and $H[Y \cup D_2]$ is equal to the number of $\varphi \sqcup \psi$ - isomorphisms between $G[X \cup C]$ and $H[Y \cup D_2]$.

**Definition 4.4:** We define $N(G, H, \varphi)$ to be the number of $\varphi$-isomorphisms between $G$ and $H$.

We below consider how to compute $N(G, H, \varphi)$.

**Definition 4.5:** Let $s$ be a node in $T(G)$ (or $T(H)$). We denote $T_s(G)$ (or $T_s(H)$) the maximal subtree of $T(G)$ (or $T(H)$) whose root is $s$, and we denote $V_s(G) = \bigcup_{t \in V(T_s(G))} X_t$ (or $V_s(H) = \bigcup_{t \in V(T_s(H))} X_t$). If $G$ (or $H$) is obvious from context, we write $T_s$ and $V_s$.

**Definition 4.6:** For each $s \in V(T(G))$, each $t \in V(T(H))$, and each $\psi \in \text{Iso}_\varphi(G[X_s], H[X_t])$, we denote $N(G, H, \varphi; s, t, \psi)$ the number of $\varphi$-isomorphisms between $G[V_s]$ and $H[V_t]$ that doesn’t contradict to $\psi$.

As $(T(G), X(G))$ and $(T(H), X(H))$ are uniquely determined except for the ordering of children of each node, every $\varphi$-isomorphism between $G$ and $H$ must map $X_s(G)$ to $X_t(H)$. Therefore, the following proposition is satisfied.

**Proposition 4.7:**

$$
N(G, H, \varphi) = \sum_{\psi \in \text{Iso}_\varphi(G[X_s], H[X_t])} N(G, H, \varphi; r, \tilde{r}, \psi)
$$
This proposition indicates that \( N(G, H, \varphi) \) can be computed by using \( N(G, H, \varphi; r, \tilde{r}, \psi) \).

We show how to compute \( N(G, H, \varphi; r, \tilde{r}, \psi) \). Let \( s \) and \( t \) be any nodes of \( V(T(G)) \) and \( V(T(H)) \) whose level are equal to each other. And, let \( \psi \) be an \( \varphi \)-isomorphism from \( G[X_s] \) to \( H[X_t] \). We show that \( N(G, H, \varphi; s, t, \psi) \) can be computed recursively. If the number of children of \( s \) is different from the number of children of \( t \), then we have \( N(G, H, \varphi; s, t, \psi) = 0 \). Therefore, we assume that these are equal. In the following argument, we let \( s_1, \ldots, s_m \) be all children of \( s \) in \( T(G) \) and \( t_1, \ldots, t_m \) be all children of \( t \) in \( T(H) \). By the way of constructing \( (T(G), N(G)) \), \( G[V_s \cup X_s] \) has \( m \) connected components \( C_1, \ldots, C_m \). We let, for all \( p \), \( s_p \) corresponds to \( C_p \). Similarly, \( H[V_t \setminus X_t] \) has \( m \) connected components \( D_1, \ldots, D_m \). We let, for all \( p \), \( t_p \) correspond to \( D_p \).

**Definition 4.8:** We define \( N(p, q) \) to be the number of \( \varphi \)-isomorphisms between \( G[X_s \cup C_p] \) and \( H[X_t \cup D_q] \) that doesn’t contradict to \( \psi \).

Noting that \( \psi : X_s \to X_t \) is fixed, we have the next proposition.

**Proposition 4.9:** Let \( \mu \) be a bijection from \( V_s \) to \( V_t \). Then the next two statements are equivalent.

1. \( \mu \) is a \( \varphi \)-isomorphism between \( G[V_s] \) and \( H[V_t] \) that doesn’t contradict to \( \psi \).
2. There exists an one to one correspondence \( \tau \) on \( \{1, \ldots, m\} \) such that, for each \( p \), \( \mu|_{X_s \cup C_p} \) is a \( \varphi \)-isomorphism between \( G[X_s \cup C_p] \) and \( H[X_t \cup D_{\tau(p)}] \) that doesn’t contradict to \( \psi \). \( \square \)

By this proposition, we have next corollary.

**Corollary 4.10:** \( N(G, H, \varphi; s, t, \psi) \) can be computed by:

\[
\sum_{\tau} \prod_{1 \leq p \leq m} N(p, \tau(p)),
\]

where the summation is taken over all one to one correspondence \( \tau \) on \( \{1, 2, \ldots, m\} \). \( \square \)

We below show that if, for every \( p, q \), \( N(p, q) \) is known then \( N(G, H, \varphi; s, t, \psi) \) can be efficiently computed by using this corollary.

**Definition 4.11:** We define \( B(G, H, \varphi; s, t, \psi) \) to be an edge-weighted bipartite graph \( (V_B^1, V_B^2, E_B) \) with an weight function \( \epsilon_B : E_B \to \mathbb{Z}^+ \). Here:

- \( V_B^1 = \{1, \ldots, m\} \)
- \( V_B^2 = \{1, \ldots, m\} \)
- \( (p, q) \in E_B \iff N(p, q) > 0 \)
- \( \epsilon_B(p, q) = N(p, q) \)

If, for every \( p \) and \( q \), \( N(p, q) \) is known, then the bipartite graph \( B(G, H, \varphi; s, t, \psi) \) can be constructed in time at most \( O(m^2) \).

The next corollary follows immediately from corollary 4.10.

**Corollary 4.12:** Let \( \mathcal{M} \) be the set of all perfect matchings of the bipartite graph \( B(G, H, \varphi; s, t, \psi) \). Then:

\[
N(G, H, \varphi; s, t, \psi) = \sum_{M \in \mathcal{M}} \prod_{(p, q) \in M} \epsilon_B(p, q) \quad \square
\]
This corollary indicates that in order to compute \( N(G, H, \varphi; s, t, \psi) \), it is enough to compute the permanent of \( B(G, H, \varphi; s, t, \psi) \). To compute the permanent, we decompose \( B(G, H, \varphi; s, t, \psi) \) to connected components. Let \( B_1, \ldots, B_f \) be all such connected components, and let \( B_h^1, B_h^2 \) denote the vertex sets of each \( B_h \). Then the permanent of \( B(G, H, \varphi; s, t, \psi) \) can be computed as the multiplication of the permanents of all connected components. By Lemma 4.3 (1), all connected components of \( B(G, H, \varphi; s, t, \psi) \) are complete bipartite graphs. Moreover, by Lemma 4.3 (2), for every connected component \( B_h \), all the weights of edges in \( B_h \) are equal. Let \( a_{B_h} \) be such weight. The perfect matching of a connected component \( B_h \) exists only if \( |B_h^1| = |B_h^2| \). And if \( |B_h^1| = |B_h^2| \), all one to one correspondence \( B_h^1 \) to \( B_h^2 \) are perfect matchings. Therefore the permanent of \( B_h \) can be computed as:
\[
|V_{B_h}^1| \times |V_{B_h}^2|!
\]
Therefore \( N(G, H, \varphi; s, t, \psi) \) can be computed by the following corollary.

**Corollary 4.13:**
\[
N(G, H, \varphi; s, t, \psi) = \left\{ \prod_h a_{B_h} |V_{B_h}^1| \times |V_{B_h}^2|! \right. \\
\left. \text{if } \forall B_h \left| V_{B_h}^1 \right| = \left| V_{B_h}^2 \right| \right. \\
\text{otherwise}
\]

If, for every \( p \) and \( q \), we know \( N(p, q) \), the bipartite graph \( B(G, H, \varphi; s, t, \psi) \) can be constructed and we can compute \( N(G, H, \varphi; s, t, \psi) \) by use of this corollary.

The next lemma indicates \( N(p, q) \) can be computed using the information of \( s_p \) and \( t_q \). Note that \( s_p \) corresponds to \( C_p \) and \( t_q \) corresponds to \( D_q \).

**Lemma 4.14:**
\[
N(p, q) = \sum_{\xi} N(G, H, \varphi; s_p, t_q, \xi)
\]
where the summation is taken over all \( \xi \) in \( Iso_\varphi(G[X_{s_p}], H[X_{t_q}]) \) that doesn’t contradict to \( \psi \).

**Proof:** The vertex set \( X_s \cup C_p \) can be partitioned into three vertex sets \( X_s \setminus X_{s_p}, X_s \cap X_{s_p}, \) and \( C_p \). Furthermore, by the definition of tree model, the vertex set \( X_s \cap X_{s_p} \) separates \( X_s \setminus X_{s_p} \) and \( C_p \) in \( G[X_s \cup C_p] \). Similarly, the vertex set \( X_t \cup D_q \) can be partitioned into three vertex sets \( X_t \setminus X_{t_q}, X_t \cap X_{t_q}, \) and \( D_q \), and the vertex set \( X_t \cap X_{t_q} \) separates \( X_t \setminus X_{t_q} \) and \( D_q \) in \( H[X_t \cup D_q] \). Furthermore, \( \psi : X_s \rightarrow X_t \) is fixed. Therefore, \( N(p, q) \) is equal to the number of \( \varphi \)-isomorphisms between \( G[(X_s \cap X_{s_p}) \cup C_p] = G[V_{s_p}] \) and \( H[(X_t \cap X_{t_q}) \cup D_q] = H[V_{t_q}] \) that doesn’t contradict to \( \psi \).

As \( X_{s_p} \) and \( X_{t_q} \) is uniquely determined, every \( \varphi \)-isomorphism between \( G[V_{s_p}] \) and \( H[V_{t_q}] \) that doesn’t contradict to \( \psi \) map \( X_{s_p} \) to \( X_{t_q} \). Thus, the number of \( \varphi \)-isomorphisms between \( G[V_{s_p}] \) and \( H[V_{t_q}] \) that doesn’t contradict to \( \psi \) is equal to:
\[
\sum_{\xi} N(G, H, \varphi; s_p, t_q, \xi)
\]
where the summation is taken over all \( \xi \) in \( Iso_\varphi(G[X_{s_p}], H[X_{t_q}]) \) that doesn’t contradict to \( \psi \). This completes the proof.
As the size of $X_{u}$ and $X_{v}$ is at most $k + 1$, whether $\xi$ contradicts to $\psi$ or not is solved in time at most $O(k + 1)$. Furthermore, the number of elements of $\text{Iso}_\varphi(G[X_n], H[X_n])$ is at most $(k + 1)!$. Therefore, if, for every $\xi \in \text{Iso}_\varphi(G[X_n], H[X_n])$, $N(G, H, \varphi; s_p, t_q, \xi)$ is known, then $N(p, q)$ can be computed in time at most $O((k + 1)(k + 1)!)$.

Summarizing the results so far, we have the following theorem that gives us a recursive formula on $N(G, H, \varphi; s, t, \psi)$.

**Theorem 4.15:** Let $s$ and $t$ be any nodes of $V(T(G))$ and $V(T(H))$ whose level are equal to each other. And, let $\psi$ be a $\varphi$-isomorphism from $G[X_n]$ to $H[X_i]$. Then $N(G, H, \varphi; s, t, \psi)$ can be computed by:

$$
\sum_{\tau} \prod_{1 \leq \rho \leq m} \sum_{\xi} N(G, H, \varphi; s_p, t_q, \xi).
$$

where the outer summation is taken over all one to one correspondence $\tau$ on $\{1, 2, \cdots, m\}$ and the inner summation is taken over all $\xi$ in $\text{Iso}_\varphi(G[X_n], H[X_i])$ that doesn’t contradict to $\psi$.

Given two chordal graphs $G, H$ and the tree models $(T(G), \mathcal{X}(G)), (T(H), \mathcal{X}(H))$ of $G$ and $H$, the next algorithm computes $N(G, H, \varphi)$. In the algorithm, $L$ denotes the height of $T(G)$ and $T(H)$.

**COUNTISO** $(G, H, (T(G), \mathcal{X}(G)), (T(H), \mathcal{X}(H)))$

(01) for each $l = L, L - 1, \cdots, 0$

(02) for each $s \in V(T(G))$, level($s$) = $l$

(03) for each $t \in V(T(H))$, level($t$) = $l$

(04) for each $\psi \in \text{Iso}_\varphi(G[X_n], H[X_i])$

(05) Construct $B(G, H, \varphi; s, t, \psi)$.

(06) Decompose $B(G, H, \varphi; s, t, \psi)$ to connected components $B_1, \cdots, B_f$.

(07) for each $B_h$

(08) if $|V^1_{B_h}| = |V^2_{B_h}|$

(09) $N_h \leftarrow a_{B_h} \times |V^1_{B_h}|$

(10) else $N_h \leftarrow 0$

(11) $N(G, H, \varphi; s, t, \psi) \leftarrow \prod N_h$

(12) output $N(G, H, \varphi)$

**Lemma 4.16:** The time complexity of COUNTISO is at most $O((k + 1)(k + 1)n^3)$.

The next theorem is the main result in this paper.

**Theorem 4.17:** Let $G$ and $H$ be chordal graphs with clique number at most $k + 1$, and let $\varphi$ be an isomorphism from an induced subgraph of $G$ to an induced subgraph of $H$. Then the number of $\varphi$-isomorphisms can be computed in time at most $O((k + 1)(k + 1)n^3)$.

The following two corollary follows immediately from this theorem.

**Corollary 4.18:** Given two chordal graphs $G, H$ with clique number at most $k + 1$, the number of isomorphisms between $G$ and $H$ can be computed in time at most $O((k + 1)(k + 1)n^3)$.
Corollary 4.19: Given two chordal graphs $G, H$ with clique number at most $k + 1$, testing isomorphism between $G$ and $H$ can be done in time at most $O((k + 1)(k + 1)!n^3)$. □
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Abstract. We discuss applications of quantum computation to geometric data processing. Especially, we give efficient algorithms for intersection problems and proximity problems. Our algorithms are based on Brassard et al.’s amplitude amplification method, and analogous to Buhrman et al.’s algorithm for element distinctness. Revealing these applications is useful for classifying geometric problems, and also emphasizing potential usefulness of quantum computation in geometric data processing. Thus, the results will promote research and development of quantum computers and algorithms.

1 Introduction

Quantum computation is one of recent computing paradigms that may give breakthrough against barriers for the standard RAM (random access machine) model computation. Although the computational ability of current quantum computers is far from practical, its potential power is quite attractive. The theory of quantum computing has two major trends: (1) investigating the computational complexity classes to structure new hierarchy by using quantum models (e.g. [4]), and (2) comparing theoretical efficiency of the quantum model with the RAM model. In the latter trend, positive results demonstrating advantage of the quantum computation to the RAM model computation give motivations for development of quantum computers. In the literature, Grover’s data search algorithm [9] and Shor’s factorization algorithm [15] have been major driving-forces for the recent development of quantum computers.

One major use of commercialized computers is to handle a data set consisting of $d$-dimensional vectors of real numbers. A set of $d$-dimensional vectors can be considered to be a set of $n$ points in the $d$-dimensional Euclidean space. More generally, we can consider geometric data processing (i.e. computational geometry [13]) problems, where the input is a set of $n$ geometric objects in a $d$-dimensional space.

In the literature of computational geometry, several one-dimensional (or binary) data processing problems are naturally extended to multi-dimensional data processing problems; for example, sorting is extended to many problems including convex hull and Voronoi diagram, and list searching is extended to point
location, nearest neighbor searching and range searching. Analogously, it is expected that quantum algorithms for one-dimensional data processing can be adapted to multi-dimensional data processing. Moreover, the introduction of random sampling method \[7,8\] has created a new trend in computational geometry, and enormous research results have been produced on the application of probabilistic methods to geometric data processing. In the same way, one may expect that quantum computation (regarded as a kind of biased random sampling method) opens new aspects of computational geometry.

Related to the classification of problems via quantum computation, we want to consider the following question: “What kind of geometric problems can be solved in sublinear time in the quantum model?” In contrast to the parallel computation (PRAM) model where we seek for NC (i.e. polylogarithmic time and polynomial-size work) algorithms, it seems to be valuable to seek for sublinear time algorithms (the size of parallelism is not restricted) for the quantum model.

In a recent paper \[14\], the authors gave sublinear-time solutions of several geometric optimization problems by using Grover’s data-search algorithm combined with techniques of minimax parametric optimization. It demonstrated that quantum computing is considerably advantageous to RAM model in multi-dimensional data processing. For example, the constant-dimensional linear programming and the minimum enclosing ball problem can be solved in sublinear strongly-polyomial time in the quantum model.

Grover’s data-search algorithm, which is utilized in \[14\], can be considered as a biased random sampling method \[10,11\], by which an element satisfying a certain condition is sampled in a high probability. Recently, Brassard et al. \[6\] developed a new quantum method named amplitude amplification. For example, consider a randomized algorithm based on the birthday trick \[12\], in which we sample a subset of a data set, test whether the sampled set satisfies a certain condition, and answer “yes” (usually together with a certificate) if the set succeeds in the test. We iterate sampling until we encounter such a successful sample set, and answer “no” if we encounter none after a given number of trials. The efficiency of the algorithm depends on the number of iterations (i.e. the probability that the sampled subset satisfies the condition when the answer is “yes”) and the time complexity to test a sample. In the amplitude amplification paradigm, we utilize quantum algorithms instead of randomized algorithms (this may reduce the time complexity to test a sample), and also we can increase the probability that the sampled subset satisfies the required condition. Buhrman et al. \[5\] applied this paradigm to design an efficient algorithm for the element distinctness problem that detects whether the data set contains identical pair of data or not.

The aim of the present paper is to apply the framework of amplitude amplification to geometric data processing, and design sublinear-time algorithms analogously to the element distinctness algorithm.

A natural multi-dimensional generalization of the element distinctness problem is the intersection detection problem, that detects whether there exists an intersecting pair in a given set of geometric objects. Another generalization is the
proximity problem, that finds the nearest pair of objects. We modify Buhrman et al.’s algorithm to solve intersection detection problems and proximity problems. We do not introduce new quantum operators for solving the problems. Indeed, the idea is quite simple: We apply amplitude amplification, and utilize geometric data structures such as ray shooting and Voronoi diagrams to speed up testing each sample set. As consequences, we obtain an $O(n^{3/4})$ time algorithm for the triangle-point incidence detection problem, an $O(n^{7/8})$ time algorithm for the segment intersection detection problem, an $O(n^{3/4})$ time algorithm for the nearest-pair computation in the plane, and an $O(n^{3/4})$ time algorithm for the Hausdorff distance computation between convex polygons. We also consider some higher dimensional problems.

We remark that our algorithms are mainly of theoretical interest, and our focus is to have a better understanding of the quantum geometric data processing as a continuation of [14]. We should regard that we design algorithms in a special parallel model with the quantum constraints, rather than implementable algorithms on a real quantum computer. In practice, it is probably difficult to implement or simulate the algorithms on a large-scale instance, since they use a polynomial number of quantum bits (typically $O(\sqrt{n})$ bits). Current quantum computers can use very small number of quantum bits, and increasing it seems to be quite difficult (or expensive). We have trade-off between the number of quantum bits and the time complexity, but it seems that designing sublinear time algorithms is difficult if we only use $O(\log n)$ quantum bits. Moreover, we need to store a data structure for each pure quantum state (i.e., as a parallel model, each processor must have a data space to store a data structure). Hence, compared to quantum algorithms using $O(\log n)$ quantum bits like Grover’s data search algorithm and geometric algorithms given in [14], it is expected to be much harder to develop a quantum computer to execute the algorithms presented in this paper.

2 Preliminaries on Quantum Algorithms

2.1 Grover’s Algorithm

It is well-known that Grover’s database search algorithm can be considered to be a biased (or controlled) sampling method. We have a set $S$ of $n$ data items $p_1, p_2, \ldots, p_n \in U$, where $U$ is a universe to which data items belong. We also have a function $f$ from $U$ to $\{1, -1\}$ such that $f(x)$ can be computed for each element $x$ of $U$ independently.

What we want is to find a data item $p_i$ satisfying $f(p_i) = 1$ (we call such data items target data items or target data). If there is no target data in $S$, we report “none”.

In the RAM model, a naive way is to check all the member of $U$ in $O(n)$ time, if we can compute $f(x)$ in $O(1)$ time for each $x$. If there are $k$ target data in $S$, random sampling is a well-known method: we randomly choose a sample from $S$ until we find a target data. Unfortunately, this takes $O(n/k)$ time, and does not effectively work if there are few (or no) target data in $S$. On the other
hand, in a parallel model such as CRCW PRAM, we can obviously solve the problem in $O(t)$ time by using $n$ processors.

The quantum model is the intermediate between them (note that the description in this paper is simplified so that it is sufficient for solving the problems discussed here): In the quantum model, the value $f(p_i)$ is computed for each $i$ ($i = 1, 2, \ldots, n$) independently in parallel. We also compute a state vector $v = (v_1, v_2, \ldots, v_n)$ in a parallel fashion, so that we can read the contents (e.g., $p_i$ and $f(p_i)$) of the $i$-th “processor” as an output with a probability $\vert v_i \vert^2 / \vert v \vert^2$. Here we consider vectors in the $n$-dimensional complex vector space. A major restriction is that we can only apply parallel computations realized as unitary transformations on the state vector. Moreover, the read operation affects on the state vector, and hence, we cannot re-use intermediate state vectors once we read an output. Note that the classical random algorithm can be considered as a special quantum algorithm where no interaction between processors is allowed.

Grover’s algorithm [9] consists of an alternating sequence of the following two kind of unitary operations: (1) an entrywise product operation with $(f(p_1), f(p_2), \ldots, f(p_n))$, which is a unitary transformation corresponding to the diagonal matrix a $\text{diag}(f(p_1), f(p_2), \ldots, f(p_n))$ and (2) inversion about average, which transforms $v_i$ to $2\mu - v_i$, where $\mu$ is the average of the amplitudes of $v$. The algorithm has been improved to the following result [11]:

**Theorem 1 (Grover[11]).** If the number $k$ of target data in $S$ satisfies that $k \geq k_0 > 0$, we can read a target data with a probability larger than $1/c$ for a fixed constant $c$ after $O(t\sqrt{n/k_0})$ steps of quantum computation, where $t$ is the time complexity for verifying whether a given data is a target data or not. Moreover, the output target data is randomly sampled from the set of all target data.

We call the Grover’s sampling method given in the above theorem quantum sampling for simplicity.

### 2.2 Quantum Algorithm for the Element Distinctness Problem

We review a quantum algorithm to solve the element distinctness problem developed by Buhrman et al. [5]. The element distinctness problem is:

Given a set $S$ of $n$ data in a totally ordered set, decide whether there are identical pair of data. Moreover, pick one such pair if exists.

The quantum algorithm of Buhrman et al. is based on the amplitude amplification [6]. In the amplitude amplification paradigm, the computation of $f(x_i)$ can be done by using a quantum algorithm. Here, for simplicity, we give a modified description of it rather than explaining the amplitude amplification itself. Indeed, we regard the algorithm as a quantum version of the subset sampling method (birthday-trick), which is a basic strategy in randomized algorithms. We consider a random sample of size $k$ from $S$. There are $\binom{n}{k}$ (the number of combinations of choosing $k$ elements from $n$ elements) such samples. We say a
subset $Y$ of $S$ an evidence subset if it contains at least one element containing
in some identical pair. The probability that a random sample of size $k$ becomes
an evidence set is at least $k/n$, if $S$ has at least one identical pair; otherwise it
is obviously zero.

In the quantum model, we can amplify the random sampling so that the
evidence subsets (if exist) have larger amplitudes. Now, assume that $S$ has an
identical pair. Then, can obtain an evidence subset with a constant probability in
$O(t(n,k)\sqrt{n/k})$ time by using the quantum sampling, where $t(n,k)$ is the time
for deciding a given subset $Y$ of size $k$ in $S$ is an evidence set or not. For deciding
whether $Y$ is an evidence set of not, we first sort $Y$ in $O(k \log k)$ time, and check
whether $x$ is identical to an element in $Y$ in $O(\log k)$ time for selected elements
$x \in S \setminus Y$. In RAM model, we must test for every element of $S \setminus Y$; however, in the
quantum model, we can amplify so that the elements $x$ identical to an element in
$Y$ is selected with a high probability. In precise, for each element $p$ in $S$, we
first search $p$ in the sorted list in parallel (in precise, quantum-parallel), and set
$f(p) = 1$ if $p$ is identical to an element in $Y$ (but not an element in $Y'$); otherwise
$f(p) = -1$. Then, we apply the quantum sampling spending $O(\sqrt{n} \log k)$ time.
Hence, $t(n,k) = O(\sqrt{n} \log k + k \log k)$, and setting $k = \sqrt{n}$, we can detect an
identical pair in $O(n^{3/4} \log n)$ time with a constant probability. This gives a
one-sided bounded-error algorithm for the element distinctness problem.

**Number of Quantum Bits** One unfortunate fact is that we are not permitted
to do measurement of the quantum state during the quantum algorithm applied
as a subroutine of the amplitude amplification process (except to see the final output). Thus, instead of examining the sample set $Y$ of size $k$ explicitly, we
must prepare the quantum state mixing all the pure states corresponding to
$n C_k$ samples. This needs $\log(n C_k \times k) = O(k \log n)$ quantum bits, which is too
expensive. However, we have a better strategy: First consider a partition of $m$
data into $[m/k]$ subsets each of which contains at most $k$ elements. Instead of
randomly selecting a subset with $k$ elements, we select $Y$ from these partitions.
This enables to reduce the number of quantum bits to $O(\log n)$ \footnote{This method was communicated by P. Hoyer.}. We need $O(k)$
bits for storing the sorting list for $Y$, and hence the total space complexity is
$O(k + \log n)$, which is $O(\sqrt{n})$ if we choose $k = \sqrt{n}$ to attain $O(n^{3/4} \log n)$ time
complexity.

3 Quantum Algorithms for Geometric Problems

A natural geometric generalizations of the element distinctness problem is as follows:

- **Bicromatic intersection detection problem** Given two geometric
  objects (one is red, and the other is blue), detect whether there is an
  intersection between them.
**Intersection detection problem** Given a set of geometric objects, detect whether there is an intersecting pair of objects.

**Proximity problem** Given a set of geometric objects, answer the nearest distance (under a given metric) between objects.

The difficulty to solve these problems depends on the shape of geometric objects and also the metric; thus, we consider several typical cases.

### 3.1 Incidence Detection between Points and Triangles

Let \( P \) be a set of \( n \) points and let \( T \) be a set of \( m \) geometric objects in the plane. For simplicity, we focus on the case where \( T \) is a set of triangles. We say that \( P \) and \( T \) have an incidence if there exists a triangle \( \Delta_i \in T \) and a point \( p_j \in P \) satisfying that \( p_j \in \Delta_i \). We want to know whether \( P \) and \( T \) has an incidence or not. This is a special case of the bicromatic intersection detection problem. A very naive algorithm to solve this problem is to test every pair of point and triangle. This needs \( O(mn) \) time. In computational geometry (on RAM model), we can first construct the union of triangles to have a planar subdivision, and then construct a point location data structure, so that for each query point, we can answer whether the point is inside the union of triangles in \( O(\log m) \) time.

We spend \( O(m \log m) \) time and \( O(m) \) space for constructing the data structure. Thus, by querying for each point of \( P \), we can detect whether \( P \) and \( T \) has an incidence or not in \( O((n + m) \log m) \) time.

Let us design an quantum algorithm. A naive idea is to consider all pairs of triangles and points, and set a function \( f \) which takes a value 1 on each incident pair, and \(-1\) otherwise. Thus, we can apply Grover’s database search algorithm. Unfortunately, there are \( O(nm) \) pairs, and hence the search algorithm takes \( O(\sqrt{nm}) \) time. This only gives a polylogarithmic improvement (if \( n = m \)) over the RAM model algorithm.

Instead, we apply the amplitude amplification paradigm analogously to the solution for the element distinctness. We take a sample \( S \) of \( k = \sqrt{m} \) triangles from \( T \), and construct their union and associated point location data structure. The set \( S \) is an evidence set if \( S \) has a triangle \( \Delta \) containing a point in \( P \). We can detect whether \( S \) is an evidence set or not by finding the location of each element of \( P \) by using the data structure. In RAM model, it takes \( O(n \log k) \) time; however, by applying the quantum searching, it is reduced to \( O(\sqrt{n} \log k) \) time. Hence, adding the preprocessing time, it takes \( O((k + \sqrt{n}) \log k) \) time.

If \( P \) and \( T \) has at least one incidence, the probability that \( S \) is an evidence set is at least \( k/m \), and hence we can find an evidence set after taking \( O(m/k) \) expected number of sampling trials, and hence it takes \( O((m/k)(k + \sqrt{n}) \log k) \) time.

By applying the amplitude amplification, we can increase the amplitude, and find the evidence set after \( O(\sqrt{m/k}) \) unitary operations, instead of \( O(m/k) \) sampling trials. Hence, the time complexity is \( O(\sqrt{m/k}(k + \sqrt{n}) \log k) \). Setting \( k = \sqrt{n} \), we obtain \( O(m^{1/2}n^{1/4} \log n) \) time complexity.
Theorem 2. Incidence detection between \( m \) triangles and \( n \) points can be solved in \( O(m^{1/2}n^{1/4}\log n) \) time in the quantum model.

We have the following space-time trade-off: For each sample set \( Y \), we need \( O(k) \) quantum states for the searching procedure and also need \( O(k) \) space to store the point location data structure. Since we choose \( k = \sqrt{n} \), we need \( O(\sqrt{n}) \) space. If we choose a smaller \( k \), the number of quantum bits is reduced, with a trade off of increase of time complexity to \( O(n\log k) \).

3.2 Segment Intersection Detection Problem in the Plane

Given a set \( S \) of \( n \) line segments in the plane, we would like to detect whether \( S \) has a pair of intersecting segments.

Our quantum algorithm is as follows: We choose a subset \( Y \) of size \( k \) from \( S \) by using quantum sampling, such that with a high probability it contains at least one segment that intersects some segment in \( S \), provided that \( S \) has an intersecting pair of segments. Instead of sorting adopted in the element distinctness problem, we prepare a ray shooting data structure [1]. Here, given a query ray (halfline) \( \ell \), we can answer the first segment in \( Y \) intersecting \( \ell \). Thus, given a segment \( s \) in \( S \), consider the ray containing \( s \) emanated from one of its endpoint, find the first intersecting segment \( \ell \) in \( Y \), and decide \( s \) intersects \( Y \) if and only if \( \ell \) intersects \( s \).

First, we check whether \( Y \) itself has an intersecting pair or not by using a plane sweep algorithm in \( O(k\log k) \) time. If it has an intersecting pair, we have done; otherwise, the segments in \( Y \) are pair wise non-intersecting. It is known [1] that we can construct a data structure in \( O(M) \) time for a set of mutually nonintersecting \( k \) segments such that the ray-shooting query can be done in \( O(k/M) \) time, if \( k < M \leq k^2 \). Here \( O \) is the big-O notation ignoring polylogarithmic factors. Since we can decide whether \( Y \) is an evidence set or not by testing for \( \sqrt{n} \) quantum-sampled elements in \( S \), it takes \( t(n, k) = O(M + k\sqrt{n/M}) \) time. Thus, the overall time for segment intersection detection becomes \( O(t(n, k)\sqrt{n/k}) = O(n^{1/4}\log(M + k\sqrt{n/M})) \). This is optimized if we set \( k = n^{1/4} \) and \( M = n^{1/2} \). We remark that this is a little disappointing, since the ray shooting with \( O(k^2) \) preprocessing time is not very interesting theoretically.

Thus, the time complexity becomes \( \tilde{O}(n^{7/8}) \). From the nature of a sampling algorithm, the algorithm runs faster if there are many intersecting pairs.

Theorem 3. Segment intersection problem can be solved in \( \tilde{O}(n^{7/8}) \) time in the quantum model.

3.3 Triangle Intersection Detection

Consider a set \( T \) of \( n \) triangles in the plane, and we want to detect whether \( T \) has an intersecting pair of triangles. Two triangles intersect if and only if either they have intersecting pair of edges or a vertex of one of the triangles is inside the other triangle. Thus, by combining the segment intersection detection algorithm and point-triangle incidence algorithm, we have the following:
Theorem 4. Triangle intersection problem can be solved in \(\tilde{O}(n^{7/8})\) time in the quantum model.

3.4 Nearest Pair Problem

Given a set \(S\) of \(n\) points in the plane, the nearest pair is a pair of points of \(S\) with the minimum distance. We consider the corresponding decision problem: Given a threshold value \(\delta\), decide whether there exists a pair of points whose distance is at most \(\delta\), and report such a pair if exists.

If we consider a disk of radius \(\delta/2\) around each point of \(S\), the decision problem is the intersection detection problem of the set of \(n\) disks; hence, we can regard it as a geometric version of the element distinctness problem. Here, instead of sorting, we construct the Voronoi diagram (together with a point-location data structure) of the sample set \(Y\). We set the size \(k\) of the sample to be \(\sqrt{n}\), and can solve the problem in \(O(n^{3/4} \log n)\) time.

If we consider the nearest pair of a set of \(n\) points in \(d\)-dimensional space where \(d \geq 3\), we utilize a nearest-neighbor-search data structure based on the range-searching method. By spending \(O(M)\) preprocessing time, we can construct a nearest-neighbor-search data structure of a sample \(Y\) (of size \(k\)) so that the nearest neighbor of a point \(S\) in \(Y\) can be computed in \(O(k/M^{1/\lfloor d/2 \rfloor})\) time, where \(k < M \leq k^{\lfloor d/2 \rfloor}\). We set \(M = k^{\lfloor d/2 \rfloor}\), and \(k = n^{1/2\lfloor d/2 \rfloor}\) to obtain \(\tilde{O}(n^{1-1/4\lfloor d/2 \rfloor})\) time complexity for the nearest pair decision problem.

We can solve the nearest-pair problem by using this decision problem \(O(\log \Gamma)\) time by using a binary searching if the precision of the input is \(\Gamma\) (i.e., each coordinate value of each point is represented by a quotient number of \(\log \Gamma\) bit integers). Moreover, we can design a strongly polynomial time algorithm by applying the following simple strategy: We first randomly pick two points and set the distance between them as the initial value of \(\delta\). Thus, the algorithm must report a pair of points whose distance is less than \(\delta\), if \(\delta\) is not the optimal value. Then, we replace \(\delta\) by the distance of the reported pair. If we examine the algorithm, the reported pair is randomly selected. In precise, the newly selected pair has a distance \(\mu\) such that the number of point pairs with distances less than \(\mu\) is smaller than half of those less than \(\delta\) with a probability at least \(1/2\). Therefore, the process stops after \(O(\log n)\) iterations with a high probability. Hence, we have the following:

Theorem 5. The nearest pair of a set of \(n\) points in \(d\)-dimensional space can be computed in \(O(n^{3/4} \log^2 n)\) time for \(d = 2\), and in \(\tilde{O}(n^{1-1/4\lfloor d/2 \rfloor})\) time for \(d \geq 3\).

If we replace “nearest” by “farthest” in our algorithm, we obtain the following:

Theorem 6. The diameter of a set of \(n\) points in \(d\)-dimensional space can be computed in \(O(n^{3/4} \log^2 n)\) time for \(d = 2\), and in \(\tilde{O}(n^{1-1/4\lfloor d/2 \rfloor})\) time for \(d \geq 3\).
We can also solve the nearest bicromatic pair problem: Given sets \( S \) and \( T \) of points, compute the pair \( s \in S \) and \( t \in T \) minimizing the distance \( d(s, t) \). Instead of element distinctness, this is a geometric version of claw finding\cite{5}, and the solution is analogous.

**Corollary 1.** The nearest bicromatic pair problem in \( d \)-dimensional space can be computed in \( \mathcal{O}(n^{3/4} \log^2 n) \) time for \( d = 2 \), and in \( \tilde{\mathcal{O}}(n^{1-1/4d/2}) \) time for \( d \geq 3 \), where \( n \) is the total number of points.

Moreover, we can handle the case where \( T \) is a set of non-intersecting segments if \( d = 2 \), since we can use Voronoi diagrams of segments instead of nearest neighbor data structure.

**Corollary 2.** Given a set \( S \) of points and \( T \) of segments in a plane, the nearest pair of a point and a segment can be computed in \( \mathcal{O}(n^{3/4} \log^2 n) \) time.

### 3.5 Hausdorff Distance Computation

Consider two closed polygonal regions \( P \) and \( Q \) in the plane. The Hausdorff distance between \( P \) and \( Q \) is \( d(P, Q) = \inf \{\rho | P \subset Q + \rho B, Q \subset P + \rho B\} \), where \( + \) is the Minkowski sum and \( B \) is the closed unit disk. We also define the one-sided Hausdorff distance \( d((P, Q)) = \inf \{\rho | P \subset Q + \rho B\} \). It is easy to see that \( d(P, Q) = \max\{d((P, Q))d((Q, P))\} \). Therefore, we concentrate on the problem of computing \( d((P, Q)) \).

We focus on the case where \( Q \) is a convex polygonal region, and compute \( d((P, Q)) \) efficiently in the quantum model, under the condition that the linked list data structure of the boundary \( C(Q) \) of \( Q \) is given, such that each vertex has pointers to incident edges. We remark that we can modify the argument for the case where we only have a list of edges of \( C(Q) \) such that each edge has pointers to its adjacent edges.

Since \( Q \) is convex, \( Q + \rho B \) is also convex. The boundary \( C(Q + \rho B) \) of \( Q + \rho B \) is a convex chain consisting of line segments and circular arcs. Let us consider the condition \( P \subset Q + \rho B \). Because of the convexity, the condition \( P \subset Q + \rho B \) is equivalent to the condition that all the vertices of \( P \) are contained in \( Q + \rho B \).

Let \( V(Q) \) and \( E(Q) \) are set of vertices and (open) edges of \( Q \), and let \( F(Q) = V(Q) \cup E(Q) \) is the set of faces of \( Q \). For \( f \in F(Q) \), its Voronoi region is \( \text{Vor}(f) = \{x \in \mathbb{R}^2 \setminus Q : \text{dist}(x, f) < \text{dist}(x, g) \text{ for } g \in F(Q) \setminus \{f\}\} \), where \( \text{dist}(\cdot) \) is the Euclidean distance. We can subdivide the plane outside \( Q \) into (closures) of Voronoi regions to have the Voronoi diagram of \( Q \). One important observation is that the Voronoi region \( \text{Vor}(f) \) can be locally computed by using the information of \( f \). This fact holds because \( Q \) is a convex polygonal region.

For each vertex \( p \) of \( P \), consider the face \( f \) of \( Q \) such that \( p \in \text{Vor}(f) \). Without loss of generality, we can assume that such a face is unique for each \( p \). We call \( f \) the dominating face of \( p \). It is not difficult to see that the following claim holds:

**Claim.** \( P \subset Q + \rho B \) if and only if the distance between every vertex \( p \) of \( P \) outside \( Q \) and its dominating face is at most \( \rho \).
Thus, we can design the following algorithm: We sample a set $S$ of $k$ faces of $Q$. $S$ is an evidence set if it has a face $f$ such that there exists a vertex $p$ of $P$ such that $\text{dist}(p, f) > \rho$. We consider the Voronoi regions $\text{Vor}(f)$ for each $f \in S$, and subdivide the regions into these Voronoi regions and the complement region $U(S)$. Note that $\text{Vor}(f)$ is not the Voronoi cell of the Voronoi diagram of the sample set but that of $Q$ itself. The complexity of the subdivision is $O(k)$, and we can construct a point-location data structure in $O(k \log k)$ time. For each vertex $p$ of $P$, we find the region in the above subdivision. If $p \in U(S)$, we do nothing; otherwise, if $p$ is in $\text{Vor}(f)$ for $f \in S$, compute $\text{dist}(p, f)$ and report that $S$ is an evidence set if $\text{dist}(p, f) > \rho$.

In the quantum model, instead of testing all vertices of $p$, we can find such a point $p$ in $O(\sqrt{n} \log k)$ time if $S$ is an evidence set.

Moreover, if $d(P, Q) > \rho$, a set $S$ of $k$ faces of $Q$ is an evidence set with a probability at least $n/k$. Hence in the quantum model, the computation time to decide whether $d(P, Q) > \rho$ or not is $O(\sqrt{n/\rho} \log k + k \log k)$. Thus, setting $k = \sqrt{n}$, the time complexity becomes $n^{3/4} \log n$. We can find the value $d(P, Q)$ by using the binary searching, and similarly to the previous section, the number of iterations is $O(\log n)$. Hence, we have the following:

**Theorem 7.** If $Q$ is a convex polygonal region, $d(P, Q)$ can be computed in $O(n^{3/4} \log^2 n)$ time in the quantum model, where $n$ is the total number of edges in the polygonal regions $P$ and $Q$.

**Corollary 3.** If both $P$ and $Q$ are convex and linked list structures of $C(P)$ and $C(Q)$ are given, the Hausdorff distance between them can be computed in $O(n^{3/4} \log^2 n)$ time in the quantum model.

It is curious whether the Hausdorff distance between two simple polygonal regions can be efficiently computed or not.

## 4 Discussion and Concluding Remarks

We have given samples of geometric problems which can be solved efficiently (measured in processing time) in the quantum model. An important problem is to give a nice characterization of problems which can be solved efficiently (in sublinear time) in the quantum model. One observation is that each problem (in precise, its decision problem) discussed in this paper have a short proof; for example, it suffices to show a pair of intersecting segments to prove that there is an intersecting pair in a given set of segments. For the nearest pair problem, consider its decision version: “is there any pair of points whose distance is less than $\delta$”, then, it suffices to show such a pair to certify that the decision problem is answered “yes”. Each of the proofs has size $O(1)$, compared to the polynomial size proofs of general NP problems. For the Hausdorff distance problem, it seems that a constant size proof seems to be difficult in general; however, as we have shown in this paper, if $Q$ is convex and the linked list structure of $C(Q)$ is given, we can give a proof of size $O(1)$ to certify that the answer to the question “is
\(d((P,Q)) > \delta\) is “yes”. The problems discussed in [14] also have this property; for example, the decision problem of the minimum enclosing circle problem has a proof consisting of its base set (i.e. three points forming an acute triangle inscribing the circle or two points determining the diameter of the circle).

On the other hand, it is known that the parity version of the element distinctness problem needs \(\Omega(n)\) time to solve in the quantum model, and it seems to be difficult to give a short proof to the parity problem. It seems to be valuable to determine what kind of problems having short proofs can be efficiently solved in the quantum model.
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Abstract. In this paper we define piecewise pseudo-Euclidean optimal path problems, where each region has a distinct cost metric of a class we call pseudo-Euclidean, that allows the path cost to possibly vary within the region in a predictable and efficiently computable way. This pseudo-Euclidean class of costs allows us to model a wide variety of various geographical features. We provide an approximation algorithm named BUSHWHACK that efficiently solves these piecewise pseudo-Euclidean optimal path problems. BUSHWHACK uses a previously known technique of dynamically generating a discretization in progress. However, it combines with this technique a “lazy” and best-first path propagation scheme so that fewer edges need to be added into the discretization. We show both analytically and experimentally that BUSHWHACK is more efficient than approximation algorithms based on Dijkstra’s algorithm.

1 Introduction

In many applications, such as robotic motion planning and geographical information systems, there arise optimal path problems where each problem is to find a minimal cost path in the plane. One common assumption made by many previous studies on these problems is that, for any $s$ and $t$, an optimal path from $s$ to $t$ is the straight line segment $\overline{st}$ if $\overline{st}$ lies entirely inside the free space.

In recent years there has been an increasing attention and motivation on path planning problems with various non-Euclidean metrics. If the free space consists of multiple regions and the metric is not the same for all regions, the straight line segment $\overline{st}$ may no longer be an optimal path from $s$ to $t$, even if $\overline{st}$ lies in the free space. Therefore, many techniques developed in previous motion planning works are no longer valid.

In the weighted region optimal path problem ([5,4,3,1,6,2]), the entire free space is divided into polygonal regions each of which is associated with a unit weight. The cost of a path $p$ is defined to be the weighted sum of the lengths of the segments of $p$ inside each region. Another example is the flow problem ([7]),
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where inside each region there is a flow defined by a vector, and the cost of path \( p \) is the total travel time on \( p \) by robot with a fixed maximum velocity.

To solve the weighted region optimal path problem, a number of previous works ([3,1,2]) used a discretization of the problem based on edge subdivision, and DIJKSTRA’s algorithm to find an optimal path in the graph induced by discretization. Aleksandrov et al [1] proposed a logarithmic discretization that guarantees an \( \epsilon \)-short approximation, where \( m = O(\frac{1}{\epsilon} \log \frac{1}{\epsilon}) \) Steiner points are placed on each boundary edge. Their algorithm then applies a “pruned” version of DIJKSTRA’s algorithm to find an optimal path in the discrete graph in \( O\left(\frac{1}{\epsilon^2} \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} + \log n \right) \log \frac{1}{\epsilon} \right) \) time, where \( n \) is the number of all boundary edges.

The algorithm BUSHWHACK presented here uses a subgraph to render an optimal path in the discrete graph by dynamically adding edges. This technique has been used by a number of prior precedents, but our BUSHWHACK algorithm, by adopting a “lazy” and best-first path propagation scheme, is able to use fewer edges to compute an optimal path in the discrete graph.

Some of the key features of the BUSHWHACK algorithm were used in an approximation algorithm of Reif and Sun [6] introduced to approximately solve the weighted region optimal path problem; that algorithm finds an optimal path in the discrete graph in time \( O(nm \log nm) \). The generalized algorithm BUSHWHACK can be used to compute approximate optimal paths in 2D spaces that satisfy a wide range of possible geometric properties. In Section 2 we define a class of spaces that we call Piecewise Pseudo-Euclidean Space. We show that the BUSHWHACK algorithm can be applied to an optimal path problem in any space in this class. An immediate application is path planning in an area with various geographical features such as plains (regions with low unit costs), swamps (regions with high unit costs), and rivers and tides (regions with flows).

The focus of this paper is on the generality of the BUSHWHACK algorithm and the characterizations of the spaces to which BUSHWHACK can be applied. However, we feel that it is important to make a brief digression here on its efficiency. For the weighted region optimal path problem, by applying BUSHWHACK to the logarithmic discretization scheme proposed by [2], we can have an algorithm that computes an \( \epsilon \)-short approximate optimal path in \( O(nm \log nm) = O\left(\frac{1}{\epsilon^2} \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} + \log n \right) \log \frac{1}{\epsilon} \right) \) time. This improves on all other approximation algorithms, including those mentioned above.

2 Preliminaries

A convex polygonal region \( r \) is said to be a pseudo-Euclidean region if it satisfies the following two properties.

**Property 1** Region \( r \) is associated with a cost function \( d_r : (\mathbb{R}^2, \mathbb{R}^2) \rightarrow \mathbb{R}^+ \cup \{0\} \) so that, for any two points \( x \) and \( y \) in \( r \), the cost of the straight line path \( \overline{xy} \) is \( d_r(x,y) \). \( d_r(x,y) = 0 \) if and only if \( x = y \). The cost function \( d_r \) has the property that the path with the least cost, among all paths from \( x \) to \( y \) that lie completely inside \( r \), is the straight line segment \( \overline{xy} \).
Property 2 Letting $x_0$ be a point in region $r$ (including the boundary) and letting $e = \overline{v_0v_1}$ be an edge of $r$ that is not incident to $x_0$, then there are only a small number of local extrema for function $g_{x_0,e} : [0,1] \rightarrow \mathbb{R}^+$, where $g_{x_0,e}(\lambda) \equiv d_e(x_0, (1-\lambda)v_0 + \lambda v_1)$. These local extrema can be computed efficiently.

In the following discussion, we will refer to $d_e(x,y)$ as the region distance, or region cost, from $x$ to $y$. A space is said to be a piecewise pseudo-Euclidean space if it consists of a finite number of pseudo-Euclidean regions. For an arbitrary path $p$ in the space, if $p$ can be divided into segments $p_1, p_2, \ldots, p_n$, so that each $p_i, 1 \leq i \leq m$, lies entirely inside a region $r$, the cost of $p$ is defined to be the sum of the costs of all segments, each of which is determined by the respective region cost function. In case a segment $\overline{v_i}$ lies on a boundary edge $e$, we define its cost $d_e(x,y)$ to be $\min\{d_e(x,y), d_{e'}(x,y)\}$, where $r$ and $r'$ are the neighboring regions of $e$. A piecewise pseudo-Euclidean optimal path problem is to find an optimal path (i.e., the path with the least cost) from a source point $s$ to a destination point $t$ in a piecewise pseudo-Euclidean space. Here $s$ and $t$ are both vertices of some pseudo-Euclidean regions.

According to Property 1, an optimal path in a piecewise pseudo-Euclidean space is piecewise linear. A segment of a path is said to be “edge-crawling” if it lies on an edge; or “face-crossing” if it cuts through a region. We call a path a “face-crossing” (“edge-crawling”) path if the last segment of the path is “face-crossing” (“edge-crawling”, respectively). Although a piecewise pseudo-Euclidean space may consist of hybrid regions whose cost functions can be completely different, inside each region it is a Euclidean-like space because the shortest path between two points inside the region is still the straight line segment.

At a later point we will explain the importance of Property 2 to our algorithm; we will also show how “efficient” the computation of local extrema needs to be. Although this property may seem to be restrictive, in practice many optimal path planning problems satisfy this property. Examples are the weighted region problem and flow problem mentioned in the previous section.

Here we first introduce some notations that will be used in the rest of the paper. We let $S$ be a polygonal decomposition of the planar space and let $V$ be the set of vertices in $S$. We use $E$ to denote the set of all boundary edges in $S$ and let $n = |E|$. Without loss of generality, we assume that each region is a triangle. For any path $p$, we let $d(p)$ denote the cost of $p$. For two paths $p_1$ and $p_2$, we let $p_1 + p_2$ denote the concatenation of $p_1$ and $p_2$. If $p = p_1 + p_2$, we say $p$ is an extension of $p_1$. In particular, if $p = p_1 + \overline{v_1v_2}$, we say $p$ is a one-segment extension of $p_1$. For any two points $x$ and $y$, we use $p(x,y)$ to denote a path from $x$ to $y$ and use $p_{opt}(x,y)$ to denote an optimal path from $x$ to $y$. We define the “distance” from $s$ to $t$, $d_{opt}(s,t)$, to be the cost of $p_{opt}(s,t)$. At any time during the search of an optimal path from $s$ to $t$, a point $v$ is said to be discovered if and only if $d_{opt}(s,v)$ is determined.

A natural approach to these problems is to discretize the $2D$ space by introducing Steiner points. For each boundary edge $e \in E$, we add $m$ Steiner points on $e$ for some positive integer $m$. Let $V_s$ be the set of Steiner points and let $V' = V \cup V_s$. A directed discrete graph $G(V', E')$ is constructed by intercon-
necting points in \( V' \) that are on the boundary of the same region. Each edge \((x, y)\) in \( G \) is assigned a weight \( w(x, y) \) where \( w(x, y) \) is defined to be \( d_s(x, y) \) if \( \text{path} \) is on edge \( e \); or \( d_s(x, y) \) if \( \text{path} \) crosses region \( r \) of \( S \).

By constructing \( G \), the original path planning problem in a continuous space is transformed to the problem of finding a minimum path in the discrete graph. The latter problem can be solved by Dijkstra’s algorithm. A path in \( G \) is called a **discrete path**. An optimal discrete path found from \( s \) to \( t \) is then used to approximate an optimal path in the original continuous space. The more Steiner points we place on each edge of \( S \), the more accurate the approximation will be. Aleksandrov et al [2] showed that there exists a discretization, with \( m = O\left(\frac{1}{\epsilon^2} \log \frac{1}{\epsilon} \right) \) Steiner points inserted on each boundary edge, that guarantees an \( \epsilon \)-short approximation of an optimal path from \( s \) to \( t \).

It takes \( O(|E'| + |V'| \log |V'|) = O(nm^2 + nm \log nm) \) time to find an optimal discrete path in \( G \) using Dijkstra’s algorithm. Observe that, when \( m \) is large, the dominant part of the time complexity is \( O(nm^2) = O(|E'|) \). To reduce the cost of processing edges of \( G \), Aleksandrov et al [2] proposed a “pruned” version of Dijkstra’s algorithm. By exploiting the fact that the in-angle and out-angle of an optimal path at a bending point obey “Snell’s Law,” their algorithm only uses a sparse subgraph \( G'(V', E') \) of \( G \) which still yields an optimal discrete path from \( s \) to \( t \) in \( G \). The number of edges included in subgraph \( G' \), \( |E'| \), is \( O(n/\epsilon^2 \log \frac{1}{\epsilon}) = O(\sqrt{\epsilon}/ \log \frac{1}{\epsilon} \cdot |E'|) \). The total time complexity of the algorithm is therefore reduced from \( O(\frac{1}{\epsilon^2} (\frac{1}{\epsilon} \log \frac{1}{\epsilon} + \log n) \log \frac{1}{\epsilon}) \) to \( O(\frac{1}{\epsilon} (\frac{1}{\epsilon} + \log n) \log \frac{1}{\epsilon}) \).

Our BUSHWHACK algorithm follows the same discretization approach. However, by maintaining a collection of data structures called *intervals*, on average BUSHWHACK only needs to evaluate for each point \( v \) the costs of \( O(\log m) \) adjacent edges of \( v \), as we will show at the end of Section 4. The total number of edges accessed by the algorithm is thus \( O(nm \log m) = O(\epsilon \cdot |E'|) \). Our BUSHWHACK algorithm can therefore find an optimal discrete path efficiently in \( O(nm \log nm) = O(\frac{1}{\epsilon^2} (\log \frac{1}{\epsilon} + \log n) \log \frac{1}{\epsilon}) \) time. More importantly, compared to the “pruned” Dijkstra’s algorithms [1,2], BUSHWHACK makes weaker assumptions on the metric inside each region and thus can also be applied to other piecewise pseudo-Euclidean optimal path problems.

As the goal of our algorithm is to find the exact optimal discrete path, in the following discussion, wherever we refer to an “optimal path,” we mean an optimal discrete path in \( G \) unless specified otherwise. We let \( p_{\text{opt}}(s, t) \) denote an optimal discrete path from \( s \) to \( t \) and let \( d_{\text{opt}}(s, t) \) be the cost of \( p_{\text{opt}}(s, t) \).

### 3 Intervals

The BUSHWHACK algorithm works similarly to Dijkstra’s algorithm. It keeps a sorted list QLIST of candidate optimal paths. At each step, the candidate optimal path \( p_{\text{min}} \) with the minimum cost is extracted from QLIST. Consequently, a number of candidate optimal paths are inserted into QLIST that are one-segment extensions of \( p_{\text{min}} \). (We call this process “propagation.”) The iteration continues until the destination point is reached.
Dijkstra’s algorithm can be used to compute an optimal path in an arbitrary weighted graph, while the aforementioned discrete graph \( G \) is derived from a piecewise pseudo-Euclidean space with certain geometric properties. Therefore, directly applying Dijkstra’s algorithm to \( G \) does not fully utilize the underlying geometric properties. In particular, Property 1 implies the following lemma:

**Lemma 1** Any two optimal paths in \( G \) with the same source point cannot intersect in the interior of any region.

To keep track of useful line segments, we introduce a data structure named *interval*. Let \( r \) be a region of \( S \) and let \( e, e' \) be two boundary edges of \( r \). Let \( v \) be any discovered point on \( e \) that is not incident to \( e' \). Interval \( I_{e,e',v} \) is defined to be \( I_{e,e',v} = \{ v' \in e' \mid d_e(v, v') < d_e(v', v) \} \), where PLIST is the list that includes all discovered points on \( e \). That is, for any point \( v' \) on \( e' \), \( v' \in I_{e,e',v} \), if and only if path \( p'_{opt}(s, v') + vv' \) is the least costly path among all paths from \( s \) to \( v' \) that are one-segment extensions of optimal paths from \( s \) to discovered points on \( e \). For any edge \( e \) and \( e' \) that share a region \( r \), we use ILIST to denote the list of intervals \( I_{e,e',v} \) for all \( v \in \text{PLIST} \).

From this definition of intervals we can conclude that, for any discovered point \( v \) on \( e \) and any point \( v' \) on \( e' \), \( vv' \) can not be part of any optimal path originated from \( s \) that enters region \( r \) through point \( v \) if \( v \notin I_{e,e',v} \). Therefore, by maintaining ILIST for each \( e \) and \( e' \) that share a region, the BUSHWHACK algorithm is able to avoid accessing most of the edges in \( G \). Observe that each interval \( I_{e,e',v} \) is a dynamic set of points on \( e' \). It is first created when \( v \) is discovered. When more points on \( e \) are discovered, PLIST will contain more points and thus \( I_{e,e',v} \) may also be changed, according to the definition.

Lemma 1 implies that each interval is composed of consecutive points on \( e' \) (which leads us to name this data structure “interval”). Further, an interval \( I_{e,e',v} \) is located to the left (right) of another interval \( I_{e,e',v'} \) on \( e' \) if and only if \( v \) is located to the left (right, respectively) of \( v' \) on \( e \). Figure 1.a shows how points on edge \( e' \) are partitioned into intervals corresponding to discovered points on \( e \). We claim that the two end points of an interval \( I_{e,e',v} \) can be computed efficiently (in \( O(\log n) \) time) when it is initially created.

For each \( v' \in I_{e,e',v} \), the face-crossing path \( p'_{opt}(s, v) + vv' \) needs to be considered as a candidate optimal path from \( s \) to \( v' \). We call such a path a *direct interval path* associated with \( I_{e,e',v} \). One strategy is to insert all these paths into QLIST simultaneously when \( v \) is discovered. However, this may not be efficient as both ILIST and intervals in ILIST are dynamic data structures. Whenever a new point on \( e \) is discovered, a new interval (although possibly empty) will be created and inserted into ILIST. If the new interval is not empty, the ranges of the two neighboring intervals will be adjusted.

As shown in 1.b, even though a point \( v' \) originally is in \( I_{e,e',v} \), after a new point \( v_{new} \in e \) is discovered, \( v' \) may fall into the range of the new interval \( I_{e,e',v_{new}} \). If this is the case, path \( p'_{opt}(s, v_{new}) + v_{new}v' \) no longer needs to be considered as an optimal path from \( s \) to \( v' \) as it is more costly than \( p'_{opt}(s, v) + vv' \), according to the definition of “interval.”
A more efficient strategy is to insert direct interval paths in a “lazy” and best-first manner. Interval paths associated with \( \text{ILIST}_{c,e'} \) are sorted in the increasing order of path cost. A path \( p'_{\text{out}}(s,v) + \overline{vv} \) is inserted into \( \text{QLIST} \) only when the previous path is extracted from the list, and only if \( v^* \) is still in \( I_{e,e'} \). This strategy will avoid inserting a path \( p'_{\text{out}}(s,v) + \overline{vv} \) into \( \text{QLIST} \) if \( v^* \) is later “switched” to another interval.

To achieve this, we need to sort efficiently the direct interval paths by path cost. Since these paths are all one-segment extensions of \( p'_{\text{out}}(s,v) \), we only need to sort \( d_r(v,v^*) \) for all \( v^* \in I_{e,e'} \). According to Property 2, the region distance function from \( v \) to points on \( e' \) has a constant number of local extrema. Thus, \( I_{e,e'} \) can be divided into a constant number of parts by these local extrema so that the region distance from \( v \) to points in each part is monotonically increasing or decreasing. We create a monotonic interval for each monotonic part of \( I_{e,e'} \) and replace \( I_{e,e'} \) by these intervals in \( \text{ILIST}_{c,e'} \). Points in each such interval are already sorted by region distance to \( v \). In the following discussion, we always assume that each interval is monotonic. For the weighted region optimal path problem, each region is a Euclidean space and thus each interval \( I_{e,e'} \) will at most be split into two monotonic intervals by the perpendicular point of \( v \) on \( e' \), as illustrated in Figure 2a. The same is true for a region with a uniform flow, although computing the split point is more complicated as shown in [7].
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Suppose interval \( I_{e,e'} \) contains points \( v_1, v_2, \ldots, v_d \) when it is initially created (i.e., when \( v \) is discovered), as shown in Figure 2b. Here \( v_1, v_2, \ldots, v_d \) are consecutive points on \( e' \) and \( v_1^* \) and \( v_d^* \) are the two end points of the interval. W.L.O.G., we assume \( d_r(v,v_1^*) \leq d_r(v,v_2^*) \). As interval \( I_{e,e'} \) is monotonic, we have \( d_r(v,v_1^*) \leq d_r(v,v_2^*) \leq \cdots \leq d_r(v,v_d^*) \), where \( r \) is the region incident to both \( e \) and \( e' \). Let \( p_1, p_2, \ldots, p_d \) be direct interval paths associ-
ated with \( I_{e,c,e'} \), where \( p_i = p_{opt}(s,v) + \overline{vu_i} \) for \( 1 \leq i \leq d \). For each \( v_i \), let \( P_i = \{ p_{j,i} = p_j + \overline{vu_i} | 1 \leq j \leq d \} \). Observe that \( p_i \in P_i \) as \( p_i = p_0 + \overline{vu_i} \).

All paths in \( P_i \) except \( p_i \) are extended interval paths that are one-segment extensions of direct interval paths associated with \( I_{e,c,e'} \). We call both direct interval paths and extended interval paths interval paths. \( P_i \) is the set of all interval paths associated with \( I_{e,c,e'} \) that connect \( s \) and \( v_i^* \).

We say interval path \( p' \in P_i \) is locally optimal if \( d(p') = \min\{d(p) | p \in P_i \} \).

For each \( v_i^* \), we want to insert into QLIST only one locally optimal interval path \( p_i^* \) that connects \( s \) and \( v_i^* \). Initially, interval path \( p_i^* = p_0 \) is inserted into QLIST. Iteratively, an interval path \( p_i^* \) from \( s \) to \( v_i^* \) is added into QLIST when the interval path \( p_{i-1}^* \) from \( s \) to \( v_{i-1}^* \) is extracted from QLIST. \( p_i^* \) is defined to be the less costly path between two paths, \( p_i \) and \( p_{i-1}^* + \overline{v_{i-1}v_i} \). That is, the interval path for \( v_i^* \) can be constructed by either extending \( p_{opt}(s,v) \) by line segment \( \overline{vu_i} \), or extending \( p_{i-1}^* \) by line segment \( \overline{vu_i} \), whichever is less costly. The propagation process terminates when all points in \( I_{e,c,e'} \) are reached by such interval paths. Observe that this process may be terminated before \( p_i^* \) is generated and inserted into QLIST. This would occur when another interval \( I'_{e,c,e'} \) is created that re-adjust the range of \( I_{e,c,e'} \). We can establish the following theorem (we include the proof in the full version of this paper):

**Theorem 1** Each \( p_i^* \) is locally optimal.

---

![Operations on Intervals](image.png)

Fig. 2. Operations on Intervals

By the BUSHWHACK algorithm, each interval will generate no more than \( d \) locally optimal interval paths, where \( d \) is the number of points inside the interval. Thus, for each interval list ILIST\(_{e,c,e'}\), only \( m + 2 \) interval paths are inserted into QLIST, where \( m \) is the number of Steiner points on \( e' \). The total number of interval paths, therefore, is \( O(mn) \).
We need to show that this propagation scheme can find an optimal discrete path from \( s \) to \( v^* \) for any \( v^* \in V' \). Following the notations used previously, we let \( e \) and \( e' \) be two boundary edges of region \( r \). Let \( p_{opt}(s, v^*) \) be an optimal discrete path from \( s \) to point \( v^* \in e' \) that enters region \( r \) through point \( v \in e \). As shown in Figure 3, \( p_{opt}(s, v^*) \) can be categorized into one of the following four types: (1) \( p_{opt}(s, v^*) = p_{opt}(s, v) + \overrightarrow{vu} \) is a face-crossing path; (2) \( p_{opt}(s, v^*) = p_{opt}(s, v) + \overrightarrow{vu} + \overrightarrow{uv^*} \) is an edge-crawling path where \( u^*, \overrightarrow{v^*} \in I_{v,e,e'} \); (3) \( p_{opt}(s, v^*) = p_{opt}(s, v) + \overrightarrow{vu} + \overrightarrow{uv^*} \) is an edge-crawling path where \( u^* \in I_{v,e,e'} \) and \( v^* \notin I_{v,e,e'} \); and (4) \( p_{opt}(s, v^*) = p_{opt}(s, v) + \overrightarrow{vu} \) is an edge-crawling path where \( v \) is the joint end point of \( e' \) and \( e \).

![Diagram](image)

Fig. 3. Four Types of Optimal Paths

It is easy to see that this propagation scheme can find an optimal path \( p_{opt}(s, v^*) \) if \( p_{opt}(s, v^*) \) is of Type 1 or 2, as a Type 1 optimal path is a direct interval path and a Type 2 optimal path is an extended interval path. To capture an optimal path of Type 3, we need to create two other paths for each interval. Let \( v_0^* \) be the point next to \( v_1^* \) outside interval \( I_{v,e,e'} \), and let \( v' \) be the discovered point on \( e \) whose interval \( I_{v',e,e'} \) contains \( v_0^* \). We insert path \( p_0^* = p_1^* + v_1^* \) into QLIST when \( I_{v,e,e'} \) is created, if \( d_{opt}(s, v) + d_{e}(v, v_1^*) + d_{e'}(v_1^*, v_0^*) < d_{opt}(s, v') + d_{e}(v', v_0^*) \). Similarly, we will add path \( p_{2+1}^* = p_3^* + v_{3+1}^* \) if necessary, after all interval paths associated with this interval are inserted. Here \( v_{2+1}^* \) is the point next to \( v_3^* \) outside \( I_{v,e,e'} \). We call these two paths non-interval paths as they are not associated with any interval. These non-interval paths will also be propagated when they are removed from QLIST, as we will show later in this paper. It will also be clear in the next section how our algorithm finds optimal paths of Type 4.
4 Algorithm

The BUSHWHACK algorithm maintains three types of dynamic lists: (a) QLIST, the list of candidate optimal paths sorted by path cost; (b) PLIST, the list of discovered points on edge e; and (c) ILIST, the list of intervals for edge e and e' that are on the boundary of the same region.

As we mentioned previously, all paths can be divided into two categories, interval paths and non-interval paths. All face-crossing paths along with some edge-crawling paths are interval paths. We have shown how the two non-interval paths are generated for each interval. This section will explain how other non-interval paths are created by extending these paths.

The main body of the BUSHWHACK algorithm is a loop. Each iteration, the candidate optimal path p_{min} in QLIST with the minimum cost is extracted from the list. Let v be the ending point of path p. If v is not a discovered point (i.e., the distance from s to v is not yet decided), we claim that path p is an optimal path from s to v, and d(p) is the distance from s to v.

FindPath(s,t)
- insert path p_{opt}(s, t) into QLIST
- while t is not reached
  - extract the least costly path p(s, v) from QLIST
  - if v is a not a discovered point
    - p_{opt}(s, v) = p(s, v); d_{opt}(s, v) = d(p(s, v))
  - HandleNewDiscovery(v)
- Propagate(v, p)

Function HandleNewDiscovery(v) creates new intervals for the newly discovered point v, and then inserts into QLIST an interval path associated with each of these intervals.

HandleNewDiscovery(v)
- if v is a Steiner point on an edge e
  - for each region r incident to e
    - for each edge e' of r that is not e
      - create interval I_{v,e,e'}
  - else (v is a vertex in S)
    - for each edge e incident to v
      - let v_{next} be the neighboring Steiner point of v on e
      - insert path p_{new} = p + v_{next} into QLIST
    - for each region r incident to e
      - for each edge e' of r that is not e
        - create interval I_{v,e,e'}
    - for each newly created interval I_{v,e,e'}
      - split I_{v,e,e'} into monotonic intervals I_{v,e,e'}^1, I_{v,e,e'}^2, \ldots, I_{v,e,e'}^i
      - for each monotonic interval I_{v,e,e'}^j, 1 \leq j \leq i
        - add the first non-interval path for I_{v,e,e'}^j if necessary
        - add the first interval path for I_{v,e,e'}^j

Whether or not v is a newly discovered point, Function Propagate(v, p) creates candidate optimal paths by propagating p in a constant number of ways and inserts these paths into QLIST.
Propagate($v, p$)
if $p$ is an interval path associated with $I_{v', e, e'}$
  if $p$ is still valid
    if $v$ is the last point in $I_{v', e, e'}$
      add the second non-interval path for $I_{v', e, e'}$ if necessary
    else
      add the next interval path for $I_{v', e, e'}$
  else ($p$ is an edge-crawling path whose last segment is on edge $e$)
    if $v$ is not an end point of $e$
      let $v_{prev}$ be the previous point of $v$ on path $p$
      let $v_{next}$ be the neighboring point of $v$ that is not between $v_{prev}$ and $v$
    if there has not already been a path that extends to $v_{next}$ from $v$
      insert path $p_{new} = p + v_{next}$ into QLIST

We have explained previously how paths are propagated inside intervals. Observe that the task of handling interval paths is accomplished by the combination of the procedures Propagate and HandleNewDiscovery. For example, intervals are created in the procedure HandleNewDiscovery when a point $v$ is discovered. At the same time, the first interval path associated with each new interval is inserted into QLIST (line 16 of the procedure HandleNewDiscovery). The propagation of interval paths for each interval is accomplished in the procedure Propagate (line 6). Generating the two non-interval paths for each interval is handled through HandleNewDiscovery (line 16) and Propagate (line 4).

Each interval also generates two non-interval paths, one when the interval is created (line 16 of the procedure HandleNewDiscovery) and the other when the last interval path of that interval is extracted from QLIST (line 4 of the procedure Propagate). Another situation that generates non-interval paths is that the newly discovered point $v$ is an end point of an edge $e$. In this case, a non-interval path is inserted into QLIST that extends $p_{opt}(s, v)$ to the neighboring Steiner point of $v$ along edge $e$, as indicated by line 8 of HandleNewDiscovery.

All the non-interval paths are edge-crawling paths. According to the procedure Propagate (line 8 to line 12), when an non-interval path $p$ from $s$ to $v$ is extracted from QLIST, we may insert an extension of this path into QLIST. Suppose $v_{prev}$ is the last segment of path $p$. Since $p$ is edge-crawling, $v_{prev}$ is on the same edge $e$ as $v$. Let $v_{next}$ be the adjacent Steiner point of $v$ on $e$ that is on the other side of $v_{prev}$. We insert path $p + v_{next}$ into QLIST, if there has not been another path $p'$ + $v_{next}$ inserted into QLIST. The propagation of non-interval paths guarantees that any optimal path of Type 3 or 4 will not be missed by our algorithm.

For each Steiner point $v \in V$, there will be at most two non-interval paths from $s$ to $v$ inserted into QLIST, one approaching $v$ from left and one approaching $v$ from right. Similarly, for any vertex $v \in V$, there will be at most $d(v)$ non-interval paths that connect $s$ and $v$, one from each edge incident to $v$. Here $d(v)$ is the number of incident boundary edges of $v$ in the original triangular decomposition. Thus, the total number of non-interval paths is bounded by $O(mn)$, and therefore the total number of all paths inserted into QLIST is $O(mn)$.
To show that the BUSHWHACK algorithm is correct, it is sufficient to prove the following theorem: (we include the proof in the full version of this paper):

**Theorem 2** When path \( p(s,v) \) is extracted from QLIST, if \( v \) is not yet discovered, \( p \) is an optimal path from \( s \) to \( v \) in discrete graph \( G \).

The complexity of the BUSHWHACK algorithm depends on three factors: (a) the cost of maintaining QLIST which is \( O(mn \log mn) \), as at most \( O(mn) \) candidate optimal paths are inserted into QLIST; (b) the cost of maintaining all discovered point lists PLIST, which is \( O(nm \log m) \); (c) the cost of maintaining all interval lists ILIST, which is \( O(nm \log m) \). The complexity of the algorithm, therefore, is \( O(mn \log mn) \).

In the Introduction section we claimed that, in average, for each Steiner point \( v \) BUSHWHACK needs to evaluate the costs of only \( O(\log m) \) adjacent edges of \( v \). Even though inside each region only \( O(m) \) edges are ever used by candidate optimal paths inserted into QLIST, that is, \( O(1) \) edges per Steiner point in the region, BUSHWHACK has to evaluate the costs of additional edges in order to maintain the intervals. To decide the boundary of a new interval \( I_{e, e'} \), BUSHWHACK needs to take a binary search of \( O(\log m) \) steps. At each step, BUSHWHACK has to compare the cost of \( \overrightarrow{vv'} \) for some \( v' \in e' \) with the cost of \( \overrightarrow{vv''} \), where \( v' \) is one of the two neighboring discovered points of \( v \) on \( e \). As a result, \( O(\log m) \) edges are evaluated for each Steiner point.

When a new interval \( I_{e, e'} \) is created, we need to divide it into monotonic intervals. To do that, we need to compute the local extrema of the region distance function \( g_{e, e'} \) from \( v \) to points on \( e' \). By Property 2 a pseudo-Euclidean region requires that these local extrema can be computed “efficiently.” But we have not yet specified how efficient the computation needs to be. As only one splitting is performed for each interval, as long as the cost of computing local extrema (and thus the cost of splitting) for each interval does not exceed \( O(\log m) \), the total cost of splitting will be bounded by \( O(nm \log m) \) and will not affect the total complexity of \( O(nm \log mn) \). It should be noted that we only need to find among \( m \) values (corresponding to \( m \) Steiner points) the values closest to the local extrema. For a weighted region or a flow region, such local extrema can be computed in constant time. In the full version of the paper, we will show that, as long as \( g_{e, e'} \) itself is a constant degree polynomial function or computing the local extrema of \( g_{e, e'} \) can be converted to computing the roots of a constant degree polynomial function, the local extrema of \( g_{e, e'} \) can be computed in \( O(\log m) \) time.

## 5 Preliminary Experimental Results

In this section we report on some preliminary experimental results produced by IntervalPathFinder, a Java implementation of the BUSHWHACK algorithm. We compared our algorithm against Dijkstra’s algorithm by running experiments on the same group of artificially generated datasets for both algorithms. All experiments are performed on a Windows 2000 workstation with 256MB memory and a 550MHz Pentium III processor. For simplicity we used uniform discretization and each edge has equal number of Steiner points. The results of these
experiments, as shown in Figure 4, are consistent with our complexity analysis. Although our interval-based BUSHWHACK is slower when \( m \) is small due to the high cost of maintaining various complex data structures, its efficiency quickly becomes evident when \( m \) is increased to 256 and above.

Fig. 4. Experimental Results

References

Approximation of Minimum Triangulation for Polyhedron with Bounded Degrees

Francis Y. L. Chin * and Stanley P. Y. Fung
Department of Computer Science and Information Systems,
The University of Hong Kong, Hong Kong.
{chin, pyfung}@csis.hku.hk

Abstract. Finding minimum triangulations of convex polyhedra is NP-hard. The best approximation algorithms only give a ratio 2 for this problem, and for combinatorial algorithms it is shown to be the best possible asymptotically. In this paper we improve the approximation ratio of finding minimum triangulations for some special classes of 3-dimensional convex polyhedra. (1) For polyhedra without 3-cycles and degree-4 vertices we achieve a tight approximation ratio 3/2. (2) For polyhedra with vertices of degree-5 or above, we achieve an upper bound 2 – 1/Δ on the approximation ratio. (3) For polyhedra with n vertices and vertex degrees bounded by a constant Δ we achieve an asymptotic tight ratio 2 – Ω(1/Δ) – Ω(1/n).

1 Introduction

A triangulation of a d-dimensional polyhedron is its subdivision into a set of simplices, such that the simplices do not overlap and intersect only at common faces. We are interested in three-dimensional polyhedron triangulations (also called tetrahedralizations), which have important applications in computer graphics, finite element analysis, computer-aided design, etc. as well as having fundamental theoretical significance. In particular, we want to find triangulations consisting of a small number of tetrahedra.

The problem of polyhedron triangulation has been studied extensively. Convex polyhedra can always be triangulated, but different triangulations may contain different numbers of tetrahedra, i.e., the size of triangulations can be different. It is shown in [2] that finding a minimum triangulation, i.e., a triangulation with the minimum possible size, is NP-hard. There are several algorithms to triangulate a polyhedron, but not specifically addressing the problem of minimum triangulation. For example, the simple pulling heuristic [7], which picks a vertex and connects it to all other non-adjacent faces of the polyhedron, gives an approximation ratio 2 for finding minimum triangulations. Though simple, no better triangulation algorithms were known for a long time.

In [3] a new triangulation algorithm is given, by making use of the properties of 3-cycles. A 3-cycle is a cycle of length three on the surface graph of a polyhedron such that both sides contain some other vertices (i.e., the triangular faces of
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the polyhedron are not regarded as 3-cycles). A 3-cycle separates a polyhedron into two parts. The idea of the algorithm (which we call CutPull in this paper) is very simple: we partition the polyhedron along all the 3-cycles into subpolyhedra, each is free of 3-cycles. We then apply the pulling heuristic to each resulting subpolyhedra. It was shown that such an algorithm gives an approximation ratio of $2 - \Omega(\frac{1}{m})$ where $n$ is the number of vertices of the polyhedron.

Although the above bound seems to be a slight improvement only, it was proved in the same paper that this approximation ratio is the best possible, for algorithms that only consider the combinatorial structure of the polyhedra. This lower bound is proved by utilizing a property of vertex-edge chain structures (VECSs), first introduced in [2]. A VECS of size $m$ consists of the vertices $(a, b, q_0, q_1, \ldots, q_{m+1})$, forming the set of triangular faces $\{aq_{i+1}, bq_{i+1}(0 \leq i \leq m)\}$ (Fig. 1(a)). It consists of a chain of degree-4 vertices. An important property of the VECS is [3]: if a polyhedron contains a VECS as a substructure, and the interior edge $ab$ (called the main diagonal) is not present in a triangulation of the polyhedron, then in this triangulation at least $2m$ tetrahedra are ‘incident’ to the VECS. On the other hand, if $ab$ is present, $m + 1$ incident tetrahedra may be sufficient for the triangulation.

In view of these results, the following question is raised in that paper: can the approximation ratio be improved when the maximum degree is constant? Another interesting question is that, are there special types of polyhedra that have optimal triangulations or with better approximation ratios using CutPull? In this paper we give some results about these problems.

**Fig. 1.** (a) A VECS of size $m$. (b) A bipyramid with $n - 2$ vertices in the middle chain; here $n = 8$

The rest of this paper is organized as follows:

- In Sect. 2, we give new bounds on the relationship between the size of minimum triangulation, the maximum vertex degree, and the number of 3-cycles of a polyhedron, improving our previous results.
- In Sect. 3, we show that when a polyhedron has no 3-cycles and no degree-4 vertices, CutPull gives an improved approximation ratio, $3/2$ instead of 2,
and this bound is tight. For polyhedra with vertices of degree-5 or above, an upper bound \( 2 - \frac{1}{12} \) on the approximation ratio is proved.

- In Sect. 4, we give an improved analysis of the \textbf{CutPull} algorithm for polyhedra having vertex degrees bounded by a constant \( \Delta \). The analysis gives an asymptotically tight approximation ratio which is better than that of the general-degree case. In particular, the ratio is 12/7 for \( \Delta = 6 \) and 7/4 for \( \Delta = 7 \).

## 2 Preliminaries

Throughout this paper, let \( P \) be a convex polyhedron with \( n \) vertices, \( \Delta \) the maximum vertex degree, and \( k \) the number of 3-cycles. We only consider polyhedra with vertices in \textit{general position}, i.e., no four vertices are coplanar. Let also \( t \) be the size of minimum triangulation of \( P \), and \( e_m \) the number of interior edges in a minimum triangulation of \( P \). It is known that \( t = e_m + n - 3 \) [1]. It is also shown in [3] that \( e_m \) is related to \( \Delta \) under the restriction that the polyhedron has no 3-cycles, by the formula \( 2e_m(\Delta + 1) \geq n \) which is tight to within a constant multiplicative factor. In this section we first give an alternative but very simple proof to tighten the inequality by almost a factor of 2 (the constant-factor improvement is important when we come to Sect. 4), then extend it to the case with 3-cycles.

**Lemma 1.** For a polyhedron \( P \) with no 3-cycles and \( n > 4 \), \( e_m \Delta \geq n - 2 \), and this is tight.

**Proof.** Consider a face \( v_0v_1v_2 \) in \( P \). We claim that each face must be incident by at least one interior edge. Assume this is not so. Then there is no face \( v_0v_1v_2 \) of \( P \) that has no incident interior edges. It is in some tetrahedron with fourth vertex \( v_3 \), and \( v_0v_1, v_1v_3, v_2v_3 \) have to be surface edges of \( P \). Therefore the three triangles \( v_0v_1v_3, v_1v_2v_3, v_2v_0v_3 \) are either 3-cycles or faces. But 3-cycles are forbidden. If all three triangles are faces, then \( P \) is simply a tetrahedron with \( n = 4 \). Therefore our claim holds. Since there are \( 2n - 4 \) faces, there are at least \( 2n - 4 \) interior edges, but each is counted at most \( 2\Delta \) times since each of the endpoints can be incident to at most \( \Delta \) faces. Thus \( e_m(2\Delta) \geq 2n - 4 \), i.e. \( e_m \Delta \geq n - 2 \). This bound can be achieved by considering a bipyramid [9] (Fig. 1(b)), in which \( e_m = 1, \Delta = n - 2 \).

We can generalize Lemma 1 to polyhedra having \( k \) 3-cycles:

**Lemma 2.** For a polyhedron with \( k \) 3-cycles and \( n > 4 \), \( e_m \Delta \geq n - 2 - 3k \).

**Proof.** As in Lemma 1, for each of the \( 2n - 4 \) faces, there should be at least one incident interior edge, unless, among the three bounding edges of the face, at least one is on a 3-cycle. Each 3-cycle can share an edge with at most six faces (on both sides of the three edges). Thus there remain at least \( 2n - 4 - 6k \) faces having incident interior edges. With the same argument as in Lemma 1, \( e_m(2\Delta) \geq 2n - 4 - 6k \), and the result follows. \( \square \)
We next prove a lemma relating the size of triangulations produced by Cut-Pull and the number of 3-cycles of a polyhedron.

**Lemma 3.** For a polyhedron with \( k \) 3-cycles, the CutPull algorithm produces triangulation of size at most \( 2n - 7 - k \).

**Proof.** We prove this by induction on \( k \). When \( k = 0 \), CutPull reduces to pulling, which gives \( 2n - 4 - \Delta \leq 2n - 7 \) tetrahedra, so the claim holds. When \( k > 0 \), CutPull picks a 3-cycle, partitions the polyhedron into two subpolyhedra, with \( n_1 \) and \( n_2 \) vertices respectively, and having \( k_1 \) and \( k_2 \) 3-cycles respectively. We have \( n = n_1 + n_2 - 4 - \Delta \leq 2n - 7 \) tetrahedra, so the claim holds. When \( k > 0 \), CutPull picks a 3-cycle, partitions the polyhedron into two subpolyhedra, with \( n_1 \) and \( n_2 \) vertices respectively, and having \( k_1 \) and \( k_2 \) 3-cycles respectively. We have \( n = n_1 + n_2 - 3, 0 \leq k_1 < k, 0 \leq k_2 < k, k = k_1 + k_2 + 1 \). By induction assumption on the two subpolyhedra, their triangulations have sizes at most \( 2n_1 - 7 - k_1 \) and \( 2n_2 - 7 - k_2 \) respectively. So the size of triangulation is at most \( (2n_1 - 7 - k_1) + (2n_2 - 7 - k_2) = 2(n + 3) - 14 - (k_1 + k_2) = 2n - 7 - (k_1 + k_2 + 1) = 2n - 7 - k \). Thus the claim holds. \( \square \)

## 3 Analysis for a Special Class of Polyhedra

From the results in [2] and [3], it can be seen that the major problems in finding minimum triangulations appear in 3-cycles and VECSs. In this section we first analyze the special case in which the polyhedra concerned have no 3-cycles and no degree-4 vertices (thus no VECSs). Note that the non-existence of 3-cycles implies that there are no degree-3 vertices, and thus all vertices have degrees at least five. We show that in this case the approximation ratio of the CutPull algorithm is at most \( 3/2 \), better than the general case ratio \( 2 - \Omega(\frac{1}{\sqrt{n}}) \). Moreover this is tight: we construct polyhedra having an approximation ratio no better than \( 3/2 - \epsilon \) using CutPull for any \( \epsilon > 0 \). We then consider the case when 3-cycles are present.

Empirically, it has been observed that 3-cycles are not very common in polyhedra, in particular those not induced by degree-3 vertices (every degree-3 vertex induces a 3-cycle); but polyhedra usually have some degree-3 and degree-4 vertices. However our results still have the following significance:

(i) as far as we know this is one of the very few classes of polyhedra that is known to have approximation ratio \( 2 - \epsilon \) for constant \( \epsilon > 0 \). For example, ‘stacked polyhedra’ [7] can be triangulated optimally in linear time, or the ‘\( k \)-opt polyhedra’ [8].

(ii) the existence of 3-cycles and degree-4 vertices can be checked in linear time, in contrast to \( k \)-opt polyhedra where no algorithm is known to check whether a polyhedron is \( k \)-opt.

(iii) they may arise as intermediate polyhedra in the processing of other triangulation algorithms, e.g. peeling [6]. If there are few degree-4 vertices, we might peel those degree-4 vertices first and may be left behind a polyhedron with degrees at least five (but note that new degree-4 vertices may appear in peeling).
(iv) Certain classes of polyhedra, such as prisms, antiprisms, etc. [5] have no 3-cycles and degrees at least five (provided that the coplanar points are perturbed so that the faces are suitably triangulated, and if necessary with simple modification/replication).

We classify all vertices of a polyhedron $P$ into two types (w.r.t. a particular triangulation): a vertex is called type-I if some interior edge is directly incident to it. Otherwise it is called type-II. For any vertex $v$, we define the neighborhood $N(v)$ of $v$ to be the set of vertices directly connected to $v$ on the surface graph, i.e. $N(v) = \{u|(u,v) \in$ surface edges of $P\}$. $N(v)$ forms a 3-dimensional polygon. Consider any triangulation of the polygon $N(v)$. (Note that this is slightly different from the definition of ‘dome’ or ‘cap’ [4] [3] in that a triangulation of $N(v)$ may not yield a convex patch of triangular faces.) Triangles with two edges on the polygon $N(v)$ are called ‘ear’ triangles, and all others are called ‘internal’ triangles (Fig. 2).

![Fig. 2. Ear and internal triangles](image)

We present some observations about type-II vertices in the lemma below, which we shall skip the easy proof:

**Lemma 4.** Suppose $v$ is a type-II vertex of degree $d$ in a polyhedron $P$ with respect to a triangulation.
(i) All tetrahedra incident to $v$ form a triangulation of the region bounded by the 3-D polygon $N(v)$ and the faces of $P$ around $v$. There are $d - 2$ tetrahedra in this part of the triangulation. Their bases triangulate the polygon $N(v)$.
(ii) For any triangulation of $N(v)$, if $d \geq 5$ and $v$ is not lying on any 3-cycles, there is at least one vertex in $N(v)$ having two or more incident interior edges. The triangulation of $N(v)$ consists of at least two ‘ear’ triangles and at least one ‘internal’ triangle.

**Lemma 5.** For a polyhedron $P$ having no 3-cycles and with vertex degrees at least five, there are at least $4n/3 - 3$ tetrahedra in any triangulation of $P$. 
Proof. Suppose we have $n_1$ type-I vertices and $n_2$ type-II vertices, and $n_1 + n_2 = n$. We consider the two cases, each using a different method to bound the size of triangulation:

Case 1: $n_1 > \alpha n$, where $\alpha (0 < \alpha < 1)$ is a constant we will specify later. We want to count the number of interior edge endpoints incident to these vertices (each interior edge having two endpoints). By definition, for each type-I vertex there is at least one interior edge endpoint incident to it. This gives $n_1$ edge endpoints. In addition, for each of the $n_2$ type-II vertices, there is at least one type-I vertex in the neighborhood that has two or more edge endpoints incident to it (Lemma 4). But the previous step did not count the extra endpoints (only one endpoint was counted for each type-I vertex). Thus there are at least $n_2$ additional edge endpoints, if all of them are distinct. Note that these must be interior edges, otherwise there is a 3-cycle. It can be shown that at most two type-II vertices share such an additional endpoint; the worst case is as in Fig. 3 where two type-II vertices $(v_1$ and $v_b)$ sharing a type-I vertex $(v_2)$ that only has two interior edge endpoints. Thus at least $n_2/2$ edge endpoints are added. Since each interior edge has two endpoints to be counted,

$$\epsilon_m \geq \frac{1}{2}(n_1 + \frac{n_2}{2}) = \frac{n_1}{2} + \frac{n_2}{4} = \frac{n + n_1}{4} \geq \frac{(1 + \alpha)n}{4}$$

Thus

$$t = \epsilon_m + n - 3 \geq \frac{(1 + \alpha)n}{4} + n - 3 = \frac{(5 + \alpha)n}{4} - 3$$

Case 2: $n_1 < \alpha n$. Then $n_2 > (1 - \alpha)n$. For each type-II vertex $v$, all tetrahedra incident to it constitute a triangulation of $\mathcal{N}(v)$ (Lemma 4)(Fig. 2). Consider any triangulation of the 3-D polygon $\mathcal{N}(v)$, with each triangle corresponding to a tetrahedron having $v$ as a vertex. We count the number of tetrahedra incident to the type-II $\mathcal{N}(v)$'s. All ‘internal’ tetrahedra of a type-II vertex $v$ will not be counted by other type-II vertices (since the other three vertices of the tetrahedron are type-I). The ‘ear’ tetrahedra may be counted twice. For example in Fig. 3 tetrahedra $v_1v_2v_3v_4$ and $v_1v_2v_3v_b$ are ‘ear’ tetrahedra of a type-II vertex $v_1$, but the tetrahedra $v_1v_2v_3v_4$ (resp. $v_1v_2v_3v_b$) may also be counted by $v_2$ (resp. $v_b$) if $v_2$ (resp. $v_b$) are type-II. It cannot be counted more than twice since the other two vertices of the tetrahedron are type-I. Since $d \geq 5$, there is at least one ‘internal’ tetrahedron and at least two ‘ear’ tetrahedra, giving a total of at least two tetrahedra (each ‘ear’ counted as 0.5 for this vertex to avoid double counting). Thus the total number of tetrahedra incident to these type-II vertices is at least $2n_2 \geq 2(1 - \alpha)n > 2(1 - \alpha)n - 3$.

Considering both cases, the number of tetrahedra is at least $\min\left(\frac{5 + \alpha n}{4} - 3, 2(1 - \alpha)n - 3\right)$. It is easy to show that this is maximized when $\alpha = 1/3$, thus $t \geq 4n/3 - 3$.

The above bound is tight (up to a constant additive factor) as shown below:

**Lemma 6.** There exist polyhedra, without 3-cycles and degree-4 vertices, whose sizes of minimum triangulation are at most $4n/3 + 8/3$. 
Proof. The construction proceeds as follows.

Step 1. First consider the 9 vertices \( v_1, ..., v_9 \) as in Fig. 3; \( N(v_1) = \{ v_2, v_3, v_4, v_5, v_6 \} \), \( N(v_9) = \{ v_3, v_4, v_7, v_8 \} \). \( N(v_1) \) and \( N(v_9) \) share the triangle \( v_2v_4v_5 \). This may be regarded as a (non-convex) polyhedron with \( v_3v_4 \), \( v_5v_6 \) being the nonconvex edges. They will become interior edges when we further construct the polyhedron. We now have a (partial) triangulation consisting of six tetrahedra \( v_1v_2v_4, v_1v_3v_5, v_1v_3v_6, v_1v_7v_8, v_1v_7v_9 \) and \( v_1v_8v_9 \).

![Fig. 3. Step 1 of the construction](image)

Step 2. We patch each of the two non-convex ‘gaps’ by the following structure. For the right-side gap, we add three vertices \( u_1, u_2 \) and \( u_3 \) and form the polyhedron as in Fig. 4, producing a new non-convex gap. The \( u_i \)'s are placed carefully so that convexity is maintained (except at the new non-convex gap). The new region can be triangulated by the tetrahedra \( v_5u_6u_1u_2, v_5v_3u_2, u_1u_3v_6, u_1v_2u_8 \). The left-side gap is treated similarly. Each application of step 2 replaces the two old gaps by two new ones, using six more vertices and eight more tetrahedra. Note that the new gap and the old gap share a vertex. Step 2 is recursively applied to the new gaps. This step can be applied any number of times. We can keep the maximum degree of the polyhedron constant by alternating which vertex the original gap touches with the new gap.

Step 3. Finally, we patch each of the two gaps by the structure shown in Fig. 5. This structure has 12 vertices (8 of them are new vertices when patched), all are of degree at least five, and need at most \( 2n - 4 - \Delta = 2(12) - 9 = 15 \) additional tetrahedra to triangulate (by pulling). The structure is patched so that the final polyhedron is convex.

It can be seen that this convex polyhedron has no 3-cycles, and all vertices have degrees at least five.

Note that we constructed a triangulation of this polyhedron along with the above steps. This may not be a minimum triangulation, but a minimum triangulation must have same or smaller size. If Step 2 is applied \( p \) times, then \( n = 9 + 6p + 16 \) and \( t \leq 6 + 8p + 30 \), giving \( t \leq 4n/3 + 8/3 \). \( \square \)
The tight bound on the size of triangulations gives a tight bound on the approximation ratio of CutPull:

**Theorem 1.** The approximation ratio of CutPull algorithm for polyhedron without 3-cycles and all vertices having degree at least five is at most 3/2, and this is tight.

**Proof.** The approximation ratio follows from Lemmas 3 and 5: \( r \leq \frac{2n-7}{4n/3-8} < 3/2. \) That the bound is tight follows from the constructed polyhedron in Lemma 6, having constant degrees, no 3-cycles, and \( t \leq 4n/3 + 8/3. \) Thus for those polyhedra, CutPull gives \( r \geq \frac{2n-1-\delta}{4n/3+8/3} = 3/2 - \epsilon \) where \( \epsilon = \Theta(1/n) \) tends to 0 as \( n \) tends to infinity.

With the presence of 3-cycles (but still without degree-3 and degree-4 vertices), the argument in Lemma 5 works for vertices not lying on any 3-cycles. Thus if there are \( n' \) vertices not lying on 3-cycles, we have \( t \geq 4n'/3 - 3. \) Note that we have \( n' \geq n - 3k \), thus with Lemma 3 we have:
Theorem 2. For polyhedra with $k$ 3-cycles and having degrees at least five, the approximation ratio $r \leq \frac{2n-7-k}{\max\{n-3,kn/3\} - n-k}$. In particular, it can be shown to be less than $2 - \frac{1}{12} = 1.9166...$ for any $k$.

4 Analysis for Bounded-Degree Polyhedra

In this section, we turn our attention to another class of convex polyhedra in which the vertex degrees are bounded by a constant. This occurs frequently for randomly-generated polyhedra. We show that in this case the **CutPull** algorithm can be applied with improved approximation ratio, and the ratio is tight up to combinatorial considerations.

4.1 Upper Bound

We first prove the upper bound, using Lemmas 2 and 3:

**Theorem 3.** When the maximum degree $\Delta$ of a convex polyhedron is bounded by a constant, the **CutPull** algorithm gives an approximation ratio $2 - \frac{2}{\Delta + 1} - O\left(\frac{1}{n}\right)$.

**Proof.** Suppose there are $k$ 3-cycles in the polyhedron. By Lemma 3 we have

$$r \leq \frac{2n - 7 - k}{n - 3 + e_m} < \frac{2n - 1 - k}{n + e_m}$$

By Lemma 2, $e_m \Delta + 3k \geq n - 2$, thus $e_m \Delta + (\Delta + k) \geq n - 2$, and

$$k \geq \frac{2}{\Delta + 1} n - \frac{4}{\Delta + 1} - \frac{2\Delta}{\Delta + 1} e_m$$

Substituting into the previous inequality gives

$$r \leq \frac{2n - 1 - \frac{1}{\Delta + 1} n + \frac{1}{\Delta + 1} e_m + \frac{2\Delta}{\Delta + 1} e_m}{n + e_m} = \frac{(2 - \frac{2}{\Delta + 1})n + (2 - \frac{2}{\Delta + 1})e_m - (1 - \frac{1}{\Delta + 1})}{n + e_m}$$

$$= 2 - \frac{2}{\Delta + 1} - \frac{1}{n + e_m} = 2 - \frac{2}{\Delta + 1} - O\left(\frac{1}{n}\right)$$

since $e_m = O(n)$. \(\square\)

For general (non-constant) $\Delta$, we can actually prove that the approximation ratio is bounded by $r \leq 2 - O\left(\frac{1}{\Delta}\right) - O\left(\frac{1}{\Delta}\right)$. The worst case is when $\Delta = \Theta(\sqrt{n})$ in which the the bound reduces to the $2 - O\left(\frac{1}{\sqrt{n}}\right)$ given in [3].
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4.2 Lower Bound

It is proved in [3] that no combinatorial algorithms can give an approximation ratio better than $2 - O(\frac{1}{m})$ for the minimum triangulation problem. The proof is based on constructing two polyhedra $P_1$ and $P_2$ with the same combinatorial structure but having different sizes in their minimum triangulations. In this subsection we prove similar results for the constant degree case. This shows that our upper bound in the previous subsection is asymptotically tight when only combinatorial information is considered.

For convenience we first review very briefly the construction for the general-degree case. First, a set of $m$ VECSs each of size $m$ are placed as in Fig. 6(a). Wedge $W_i$ has vertices $(a_i, b_i, c_i, d_i)$ with $a_i b_i$ being the main diagonal. All faces $a_i c_i d_i$ lie on the vertical plane $y = -1$ while all faces $b_i c_i d_i$ lie on the horizontal plane $z = 1$. All main diagonals pass through the origin. Vertices $q_i^1, \ldots, q_i^m$ are added between $c_i$ and $d_i$ for each wedge. The $a_i$’s form a convex chain w.r.t. $(0, -1, -\infty)$, and the $b_i$’s form a convex chain w.r.t. $(\infty, 0, 1)$. We have $n = m^2 + 4m$.

![Fig. 6. (a) Construction of P1 and P2, showing 3 wedges. q_i’s are not shown. (b) The wedges with m = 5, showing the zig-zag paths on the vertical plane](image)

Second, notice that all vertices lie on two planes, violating the general position assumption. We remove this degeneracy by perturbing the vertices slightly, so that the polyhedron has the following set of edges:

- $a_k c_k, a_k d_k, b_k c_k, b_k d_k (1 \leq k \leq m)$;
- $d_k a_{k+1}, d_k c_{k+1}, b_k c_{k+1}, a_k a_{k+1}, b_k b_{k+1} (1 \leq k \leq m - 1)$;
- $a_1 a_k, b_1 b_k (3 \leq k \leq m)$;
\[ q_i q_{i+1}, q_k c_i, q_{m} d_k (1 \leq i \leq m - 1, 1 \leq k \leq m); \]
\[ q_i a_i, q_k b_k (1 \leq i \leq m, 1 \leq k \leq m); \]
\[ c_i b_m, a_1 b_m, a_1 d_m. \]

Now the main diagonals all intersect at the origin. In the third step for P1, we ‘push’ the wedges towards each other slightly so that all wedges intersect each other. For P2, we move the wedges slightly apart so that they do not intersect. In this way, P1 will have a large size of triangulation because the wedges are ‘interlocked’ (i.e. penetrating each other), while P2 can have a small triangulation, although the two have the same combinatorial structure.

Our construction for the constant-degree case is very similar to the construction above. The two polyhedra P1 and P2 consists of \( m \) wedges each, with each wedge being a VECS of size \( s \), where \( s \) is constant. Thus the number of vertices \( n = m(s + 4) \). The placement of wedges are almost identical to that as described above. There is only one thing we need to change. In the second step, we perturb the vertices into general position, resulting in edges \( a_1 a_k \) and \( b_1 b_k \) (\( 1 \leq k \leq m \)). Since we fixed \( s \) constant, \( m \) is no longer constant and the above set of edges causes the degrees of \( a_1 \) and \( b_1 \) to be non-constant. To cope for this, our constant-degree construction perturbs the vertices in another way, so that zig-zags paths, e.g. \( a_1 a_2 a_3 a_4 \ldots, b_1 b_2 b_3 b_4 \ldots \) appears (Fig. 6(b)). Such triangulation is always possible by applying sufficiently small perturbations to the vertices. The maximum degree \( \Delta = s + 7 \) (attained at e.g. \( a_2 \) in Fig. 6(b)) is thus constant.

**Theorem 4.** When the maximum degree \( \Delta \) of a convex polyhedron is bounded by a constant, any algorithm that only considers the combinatorial structure cannot give an approximation ratio better than \( 2 - O(1/\Delta) = O(1) \).

**Proof.** We first show that any minimum triangulation of P1 has at least \( (\frac{4\Delta^2}{3\Delta - 1})n - \Delta \) tetrahedra, while any minimum triangulation of P2 has at most \( (\frac{4\Delta^2}{3\Delta - 1})n \) tetrahedra.

As discussed in the introduction, the wedges have the property that they admit triangulation of size either at most \( s + 1 \) or at least \( 2s \), depending on the presence of their ‘main diagonal’ in the triangulation. For P1, at most one main diagonal of these \( m \) wedges can be present in any triangulation. Thus

\[ t_{P1} \geq (m - 1)(2s) + (s + 1) = (\frac{n}{\Delta - 3} - 1)(2\Delta - 14) + (\Delta - 6) > (\frac{2\Delta - 14}{\Delta - 3})n - \Delta. \]

For P2, each wedge can be triangulated into \( s + 1 \) tetrahedra using their main diagonals. Removing these wedges leaves a non-convex region. This can be triangulated into \( 4(m - 1) + 3(m - 2) + 2 = 7m - 8 \) tetrahedra, using the ‘shielding’ argument same as that in [3]; due to space limitation we do not repeat it here. Note that the \( a_i \)'s and \( b_i \)'s have to be ‘zig-zagged’ in a matching manner for the proof to work. So

\[ t_{P2} \leq m(s + 1) + 7m - 8 = (\frac{n}{s + 4})(s + 1 + 7) - 8 < (\frac{\Delta + 1}{\Delta - 3})n \]
A combinatorial algorithm cannot distinguish P1 and P2, and always has to give the triangulation of larger size. With the above bounds, we thus have

\[ r \geq \frac{(2\Delta - 14)n - \Delta}{(2\Delta - 14)n} = \frac{2\Delta - 14 - \Delta\Delta - 3}{n(\Delta + 1)} = 2 - O\left(\frac{1}{\Delta + 1}\right) - O\left(\frac{1}{n}\right) \]

\[ \square \]

5 Conclusion

We gave improved approximation ratios for the minimum polyhedron triangulation problem for two special classes of polyhedra: one having no 3-cycles and no degree-4 vertices, and one with constant degrees. For the case without 3-cycles and degree-4 vertices, our algorithm gives a ratio of 3/2. This seems to be a rather restricted class of polyhedra; can it be optimally triangulated in polynomial time? Can we identify the (more restricted?) class of polyhedra which our algorithm will give the optimal triangulation? Stacked polyhedra are one known type. Can we identify classes of polyhedra that can be triangulated optimally or near-optimally in polynomial time, using perhaps other algorithms? The results may also be generalized to polyhedra having few (but nonzero) degree-4 vertices.

For the constant degree case, we get an asymptotically tight approximation ratio \( r = 2 - \Omega\left(\frac{1}{\Delta}\right) - \Omega\left(\frac{1}{n}\right) \), the lower bound being established if only combinatorial structure is considered. It is actually not known whether the constant-degree case is NP-hard (like the general-degree case), and what happens when non-combinatorial information is considered.
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Abstract. We generalize the Cost-Distance problem: Given a set of \(n\) sites in \(k\)-dimensional Euclidean space and a weighting over pairs of sites, construct a network that minimizes the cost (i.e. weight) of the network and the weighted distances between all pairs of sites. It turns out that the optimal solution can contain Steiner points as well as cycles. Furthermore, there are instances where crossings optimize the network. We then investigate how trees can approximate the weighted Cost-Distance problem. We show that for any given set of \(n\) sites and a non-negative weighting of pairs, provided the sum of the weights is polynomial, one can construct in polynomial time a tree that approximates the optimal network within a factor of \(O(\log n)\). Finally, we show that better approximation rates are not possible for trees. We prove this by giving a counter-example. Thus, we show that for this instance that every tree solution differs from the optimal network by a factor \(\Omega(\log n)\).

1 Introduction

1.1 Problem and Motivation

Given \(n\) terminal points in the Euclidean space we investigate the problem of constructing a network with small cost and short distances. This research is motivated by a number of practical problems arising in network design for real traffic, as well as traffic in communication networks. It is often observed that the cost of networks can be described by a component depending only on the size of the network and by a component growing with the demand of certain connections. Consider a street network: if one minimizes only the network size to cover cost for building and maintenance, the connections between terminals can grow by the diameter of the network. Then, additional costs caused by detours outweigh the fixed costs.
In practice network designers model the demand in a network by a so-called \textit{origin-destination matrix} \( w(u, v) \). For sites \( u, v \) it describes the traffic starting at \( u \) with destination \( v \). We model the cost of the network for each edge by a linear function \( c_1||e||_2 + c_2 \sum_{(u,v) \in P(e)} w(u,v)||e||_2 \) for \( c_1, c_2 > 0 \), where \( ||e||_2 \) denotes the Euclidean length of the edge and \( P(e) \) is the set of all pairs \((u,v)\) such that the shortest path between \( u \) and \( v \) contains \( e \). By summing over all edges we define the \textit{Weighted Cost-Distance} (WCD) of a network \( N \) and a weighting \( w \):

\[
\text{WCD}_w(N) := \sum_{e \in E(N)} \left( c_1||e||_2 + c_2 \sum_{(u,v) \in P(e)} w(u,v)||e||_2 \right). \tag{1}
\]

So, for a pair \((u,v)\) with large weight \( w(u,v) \) (frequent traffic) a detour between \( u \) and \( v \) implies higher costs than between pairs with smaller weight.

There is a trade-off between cost and weighted distance. If we choose \( c_2 = 0 \) we face the intensively studied \textit{minimum network problem}. If we choose \( c_1 = 0 \), the optimal solution is a complete network. For sites in general position and positive weights, as we scale the parameter \( c_1/c_2 \) from 0 to \( \infty \), we see a gradual transformation from the Steiner tree to the complete network. We are interested in the structure of the intermediate states.

For simplicity we replace the above definition by the following. Since we only consider \( c_2 > 0 \), we can set \( c_1 = c_2 = 1 \) if we simultaneously modify the weighting by \( w'(u,v) = w(u,v) \). This results in the following equivalent version of the Weighted Cost-Distance:

\[
\text{WCD}_w(N) := \sum_{e \in E(N)} c(e) + \sum_{u,v \in V(N)} w(u,v)L_N(u,v), \tag{2}
\]

where \( c(e) \) denotes the cost of an edge and \( L_N(u,v) \) the length of the shortest path from \( u \) to \( v \) in the network \( N \). We use this notation throughout this paper.

The corresponding optimization problem is defined as follows.

\textbf{Definition 1.} Let \( L_G(u,v) \) denote the minimum length of a path of vertex \( u \) to \( v \) in graph \( G \).

- \textbf{Weighted Cost-Distance Network problem} (CDN): \textit{Given a set of sites} \( V \) \textit{in Euclidean space and a weighting} \( w : V \times V \rightarrow \mathbb{R}^+ \), \textit{find a network} \( N = (V,E) \) \textit{that optimizes the Cost-Distance} \( \text{WCD}_w(N) \) (according to equation (2)).
- \textbf{Weighted Cost-Distance Tree problem} (CDT): \textit{Given} \( V \) and \( w : V \times V \rightarrow \mathbb{R}^+ \), \textit{find a tree} \( T = (V,E) \) \textit{that optimizes the Cost-Distance} \( \text{WCD}_w(T) \).

In addition to the sites we allow the use of a non-terminal vertex set, if not explicitly stated otherwise.

\subsection{1.2 Previous Work}

If the weights are set to zero, and no restrictions for the non-terminals are given the Weighted Cost-Distance problem reduces to the \textit{Euclidean Steiner}
Tree problem. It was shown to be NP-hard by Garey, Graham and Johnson [7]. However, in his groundbreaking paper Arora [1] showed that this problem admits a polynomial time approximation scheme.

In [8] the Balanced Spanning Tree problem was introduced. Here, the task is to find a tree which optimizes the term

$$\sum_{e \in E(T)} c(e) + \sum_{s \in V} L_T(s, r)$$

for a given root $r$ under a metric $c$ (not necessarily Euclidean). Non-terminal sites are not available.

The authors prove the existence of trees, where the dilation of all vertices’ distances from the root is bounded by any $\alpha > 1$ and the trees cost is at most $\beta$ times the cost of the minimum spanning tree, where $\beta = 1 + \frac{2}{\alpha-1}$. This leads to a constant polynomial time bounded approximation algorithm.

The Balanced Spanning Tree problem is a variant of the Weighted Cost-Distance Network problem, if we allow general metrics and exclude non-terminal vertices. The weighting is limited to $w(r, u) = 1$ and $w(u, v) = 0$ for $u, v \in V \setminus \{r\}$. For this problem in [8] it is shown that a tree is always part of the optimal solution and approximating networks can be pruned to trees. Hence, here the Cost-Distance Network problem reduces to the Cost-Distance Tree problem.

Meyerson et al. [10] generalize this problem by introducing a positive vertex weighting, and by allowing two different metrics for cost and distance: the length metric $\ell$ and the cost metric $c$. The Cost-Distance measure is given by

$$\sum_{e \in E(T)} c(e) + \sum_{s \in V} w(s)L_T(s, r)$$

for a root $r$. They present a polynomial time bounded randomized algorithm that approximates the problem within a factor of $O(\log n)$. Furthermore, they show that the optimal solution is always a tree.

A $t$-spanner is a connected partial graph of a given graph $G$ such that for all vertices $u, v \in V(G)$ the corresponding shortest path in the $t$-spanner is at most $t$ times longer than in $G$. There exist $t$-spanners in Euclidean space, whose sizes are bounded linearly by the size of the minimum spanning tree [2]. It turns out that these spanning networks already allow us to state constant factor approximation algorithms for the Weighted Cost-Distance Network problem.

**Theorem 1** ([2]). In $k$-dimensional Euclidean space, for any $t > 1$ there exists a $t$-spanner with size $O(\ell(MST))$, which can be computed in time $O(n \log n)$.

This immediately implies that $t$-spanners allow constant factor approximation for the CDN-problem.

**Corollary 1.** For Euclidean space the Weighted Cost-Distance Network problem can be approximated by a constant factor within time $O(n \log n)$.

For the two-dimensional Euclidean space we can pin down the constant very accurately by using the result of [9].
Lemma 1. [9] For $r > 0$, there exists a $(1 + \frac{1}{r})\frac{2r}{\cos\left(\frac{\pi}{r}\right)}$-spanner of the complete graph, whose size is at most $2r + 1$ times the costs of the minimal spanning tree.

Optimizing the choice of $t$ leads to the following result:

Theorem 2. For the Euclidean plane there exists a polynomial time approximation of the Weighted Cost-Distance Network problem, where we do not allow non-terminal vertices, by a factor of $\frac{2r + 3 + \sqrt{r^2 + 9r + 9}}{3\sqrt{3}} \approx 4.23 \ldots$

A complete proof can be found in [11].

Using the results in [3] and [4] one can transfer the $t$-spanner result of [2] to arbitrary metrics. However the cost is increased by a logarithmic term. Such $t$-spanners give an approximative solution for CDN:

Corollary 2. For metric costs and distances the Weighted Cost-Distance Network problem can be approximated in polynomial time within a factor of $O(\log n)$.

1.3 The Optimal Network Is Not a Tree

For the minimum network problem it is known that introducing non-terminal vertices helps to reduce the network costs (i.e. size) by a constant factor. The optimal choice of such vertices are Steiner points.

Many properties are known for these Steiner networks. First of all minimum networks are trees. Further, in the plane Steiner points have degree three and the angle of neighbored edges is $120^\circ$. The number of these non-terminal points is bounded by $n - 2$.

A complete analysis of even small graphs shows that non-terminal sites also allow an improvement of a constant factor for the CDN-problem. Nevertheless, the angles between the adjacent edges may differ from $120^\circ$.

In contrast to the Cost-Distance Problems investigated so far, it turns out that the optimal solution is not a tree. We will prove in section 3 that a tree can differ by at least a factor of $\Omega(\log n)$ from the optimal network. Even more surprisingly, non-terminal (quasi-Steiner points) may be involved in cycles and there may be cycles that connect only quasi-Steiner points.

Another interesting observation is that the optimal network may include crossing edges, where the placement of a quasi-Steiner point onto the crossing point does not improve the solution. This reminds of the open problem whether optimal dilation trees contain crossings.

For a more detailed discussion of the topics, addressed in this introductory section we refer to [11]. Examples for crossing and quasi-Steiner points can be seen in figures 1, 2 and 3. In the following section we will prove that the optimal Cost-Distance network can be approximated by a tree within a factor of $O(\log n)$. Furthermore, there is a polynomial time bounded algorithm that computes such a tree, given the weighting and the sites in Euclidean $k$-dimensional space. In section 3 we prove the optimality of this approximation factor. We finally conclude these results and present some open problems for further research.
2 A Tree-Approximation by Factor of $O(\log n)$

Note that for $k$-dimensional Euclidean space the quality of the minimum networks differs from the minimum spanning tree only by a constant factor. For the Cost-Distance problem the situation is similar. Therefore we will not use any non-terminals in the following construction.

We use the notion of a split tree [2]. A split tree is a tree that stems from a hierarchical decomposition of a point set into $k$-dimensional rectangles of bounded aspect ratio, say in the range $[\frac{1}{3}, 3]$. We start with the smallest possible rectangle, $R_0 = R(V)$, including the point set $V$. Let $r_0$ be the root of the split tree. This rectangle $R_0$ is split into two smaller rectangles $R_1$ and $R_2$. Let $V(R)$ be the subset of vertices in rectangle $R$. The split tree of $R_1$ is the split tree for the vertices $V(R_1)$, and similarly for $R_2$ and $V(R_2)$. These subtrees are connected to the root $r_0$.

We will construct a fair split tree (FST) where each sub-tree with vertex set $V'$ has a diameter of $O(\text{kd}(V'))$, where $\text{d}(V') := \max_{u,v \in V'} ||u,v||_2$. Let $\ell(R)$ be the length of the longest edge of a rectangle $R$. We will use the following recursive construction given a rectangle $R$, a root $r \in V(R)$ and a weighting $w$ such that for some $c > 1$: $W := \sum_{u,v} w(u,v) = O(n^c)$.

1. If $\ell(R) \leq \frac{W}{n^c}$, then we choose an arbitrary vertex $r \in R$ and connect all vertices $V(R)$ directly to $r$.
2. Otherwise, we partition the rectangle $R$ by a hyperplane orthogonal to an edge $e$ with length $\ell(R_0)$. The distance between the hyperplane and the ends of the longest edge is at least $\frac{1}{4}\ell(R_0)$. The exact position depends on the weighting and will be described in the proof of Theorem 3.

The resulting two axis-parallel adjacent rectangles partitioning $R$ are called $R_1$ and $R_2$.

(a) If $r$ is in $R_1$ let $r_1 = r$ and take an arbitrary vertex $r_2 \in R_2$ and vice versa if $r \in V(R_1)$. Insert the edge $\{r_1, r_2\}$.
(b) Recursively, proceed with $R_1, r_1$ and $R_2, r_2$.

Note that $d(V) \leq \ell(R_0)$ and observe that after $k$ rounds the length of the longest edge is reduced by at most a factor of $\frac{4}{3}$. So there are only $O(k \log n)$ rounds until the size of the rectangles is bounded by $\frac{d(R_0)}{n}$. The length of every path in the resulting tree is bounded by $3k\ell(R_0)$: starting from the vertex of the path closest to the root, following the path downwards in both directions, the lengths of the edges $e_1, e_2, \ldots$ and $e'_1, e'_2, \ldots$ are upper bounded by $|e_i|/2, |e'_i|/2 \leq (\frac{4}{3})^{(i/k)}d(V)$.

**Lemma 2.** Fair split trees have diameter $3kd(V)$ and weight $O(s(MST(V))k \log n)$.

**Proof.** We apply the Lemma of [6,5] using the isolation property. If we add non-intersecting cylinders to all edges with radius $r/3$ and distance $r/3$ to the end points, then the cost of the corresponding network is linearly bounded by the cost of the MST. (The isolation property also holds if the cylinder is replaced by other geometric objects). Note that for the edges of each recursion step, we can attach such a cylinder to an edge such that the cylinder is completely in the corresponding rectangle. Since there are at most $O(k \log n)$ recursion steps this implies the claim. \hfill \Box

We have not presented where we place the split. The following Lemma helps us to make a good selection.

**Lemma 3.** Given rectangle $R_0$ and a weighting $w: V \times V \to \mathbb{R}_+$. There exists partition of $V$ into rectangles $R_1$ and $R_2$ with vertex sets $V_1, V_2$ such that

$$\sum_{(u,v) \in V_1 \times V_2 \cup V_2 \times V_1} w(u,v) \leq \frac{3D}{\ell(R_0)}$$

where $D := \sum_{u,v \in V} w(u,v)|u,v||/2$.

**Proof.** Define $p := \left\lfloor \frac{\ell(R_0)}{\Delta} \right\rfloor$ adjacent parallel rectangles $R_i$ of thickness $\Delta := \frac{D}{W}$, where $W := \sum_{u,v \in V} w(u,v)$. These rectangles have distance of at least $\ell(R_0)/3$ to the left and right end of the longest edge of $R_0$. We will partition between a pair $R_i$ and $R_{i+1}$.

Next consider pair a pair of vertices $u,v$ with $u \in R_i$ and $v \in R_j$. Then, we have $|u,v||/2 \geq \Delta : |i-j|$. Measure $v_i$ which is the weight of all connections crossing the right border between $R_i$ and $R_{i+1}$:

$$v_i = \sum_{j \leq i < k} \sum_{u \in R_j \setminus R_k} \sum_{v \in R_k} w(u,v) + w(v,u).$$

Let $i = I(u)$ denote the index of the rectangle $R_i$ with $u \in R_i$. Note that

$$\sum_i v_i \leq \sum_{u,v \in \bigcup_i R_i} w(u,v)|I(u) - I(v)| \leq \sum_{u,v} \frac{w(u,v)|u,v||}{\Delta} = W.$$

Hence, for at least one of the rectangles $R_i$ we have $v_i \leq \frac{W}{p} \leq \frac{3C}{\ell(R_0)}$. \hfill \Box
Of course, this split can be found in polynomial time if the number of partitions is not too high. If we use \(2p\) rectangles, then a random partition fullfills this property with probability of at least \(\frac{1}{3}\). However, the number of sites \(n\) is a lower bound of the number of different values \(v_i\). Using this observation one can find an algorithm that always determines such a split in polynomial time, even if \(\Delta\) is arbitrarily small.

**Theorem 3.** Given a set of sites \(V\) in \(k\)-dimensional Euclidean space and a non-negative weighting \(w\) such that the sum of all weights is polynomial in \(n = |V|\); there exists a tree with a weighted distance that differs by the optimal Weighted Cost-Distance by at most a factor of \(O(k \log n)\). Such a tree has size \(O(c(MST(V))k \log n)\) and can be computed in polynomial time.

**Proof.** We construct a fair split tree using the partition introduced in Lemma 3. We consider the vertex pair sets \(P_1 := V_1^2\), \(P_2 := V_2^2\), and \(Q := V \times V \setminus (P_1 \cup P_2)\).

It holds for pairs in \(Q\):

\[
\sum_{(u,v) \in Q} w(u,v)L_T(u,v) \leq 3D \frac{\ell(R)}{\ell(R)} \leq 3\frac{D}{\ell(R)} \leq 9kD,
\]

where \(D := \sum_{u,v} w(u,v)||u,v||_2\) is a lower bound for the weighted distance of the optimal network. For the disjoint pairs \(P_1\) and \(P_2\) we apply this technique recursively for at most \(O(k \log n)\) rounds. As we have already observed, the length of the longest edge of the sub-rectangles is at most \(\ell' := \frac{\ell(R_0)}{n}\). Then we face partitions \(P_1, \ldots, P_m\) with partial weight sums \(W_1, \ldots, W_m\) (\(W_i := \sum_{u,v \in P_i} w(u,v)\)). The sum of all weights \(W := \sum_{u,v} w(u,v)\) is bounded by a polynomial \(O(n^2)\). Therefore, \(\sum W_i \leq W = O(n^2)\). The corresponding normalized weighted distances \(\Delta_i := \sum_{u,v \in P_i} \frac{w(u,v)}{W_i}||u,v||_2\) are bounded by \(\ell_i\), which is the length of the longest edge of the partition \(P_i\)'s rectangle. Note that

\[
\sum_{i \in P_i} L_T(u,v)w(u,v) \leq 2\sum_i \ell_i w(u,v) \leq 2\sum_i \ell_i W_i
\]

\[
\leq 2\ell'W \leq c'\ell(R_0) \leq c's(MST(V))
\]

for a suitable constant \(c'\). This and the recurrence over \(O(k \log n)\) rounds imply

\[
\sum_{u,v} w(u,v)L_T(u,v) \leq c's(MST(V)) + c''k(\log n)D
\]

\[
\leq c'''k(\log n)\text{WCD}_w(N)
\]

for a suitable constant \(c''\) and \(c'''\) and every network \(N\). \(\square\)

### 3 A Lower Bound for Tree-Approximations

Trees cannot approximate the optimal Weighted Cost-Distance graph better than stated in Theorem 2. To show this, we construct a counter-example where
the sites are uniformly distributed and the weighting supports only neighbored sites.

In particular, we consider an \( n \times n \) unit square grid \( G \) and the following weighting function:

\[
w(u, v) = \begin{cases} 1 & \|u, v\|_2 = 1 \\ 0 & \|u, v\|_2 \neq 1 \end{cases}.
\]

Clearly, the weighted Cost-Distance of the grid consisting of all positive weighted edges is \( O(n^2) \) and since the minimum spanning tree has at least cost \( n^2 - 1 \), this network is optimal up to a constant factor. We will show that every spanning tree \( T \) has weighted distance \( \Omega(n^2 \log n) \) even if we allow \( T \) to use non-terminal vertices.

Let \( G_i \) be the set of vertices with distance \( i - 1 \) to the convex hull of the grid, i.e. \( G_1 \) is the convex hull and \( G_{i+1} \) is the convex hull of \( G \setminus \bigcup_{j \leq i} G_j \).

**Lemma 4.** For every spanning tree \( T \) of the grid and for all \( i \leq n/2 \) there exist two grid neighbors \( u, v \in G_i \) such that the connecting path in \( T \) has at least length \( \frac{n}{2} \).

**Proof.** Assume the contrary and consider the upper row of \( G_i \). Note that neighbored vertices (in the grid) are connected by a path which is too short to reach the other half of the grid. Therefore in the upper row the leftmost and the rightmost vertex must be connected by a path, which is completely in the upper half of the rectangle.

For symmetry reasons the analogous property is true for the the left column, the lower row, and the right column. Therefore there exists a cycle that encloses the center of the grid, contradicting the tree property. \( \square \)

**Definition 2 (spanning cut).** A spanning cut splits a tree \( T = (V, E) \) by a straight line \( s \) into trees \( T_1 = (V_1 \cup S_1, E_1) \) and \( T_2 = (V_2 \cup S_2, E_2) \). These subtrees are entirely in the left or right half-space defined by \( s \). All vertices in \( V_2 \) (resp. \( V_1 \)) are orthogonally projected onto \( s \) and will be used as non-terminals \( S_1 \) in \( T_1 \) (resp. \( S_2 \) in \( T_2 \)). All edges in trees \( T_1 \) and \( T_2 \) are copied from the original tree.

So, we copy every tree into both half spaces without increasing any edge length, for an example see Fig. 4.

**Lemma 5.** For a spanning cut of \( T \) in to \( T_1 \) and \( T_2 \) we have for all \( u_1, u_2 \in V(T_1) \) and \( v_1, v_2 \in V(T_2) \):

\[
L_G(u_1, u_2) \geq L_{G_1}(u_1, u_2) \quad \text{and} \quad L_G(v_1, v_2) \geq L_{G_2}(v_1, v_2)
\]

**Theorem 4.** For every spanning tree \( T \) of the \( n \times n \)-grid, where \( w(u, v) = 1 \) if \( u \) and \( v \) are neighbored vertices and \( w(u, v) = 0 \) elsewhere, the weighted Cost-Distance is at least \( \Omega(n^2 \log n) \), while the optimal Cost-Distance network has cost and weighted distance \( O(n^2) \).
Fig. 4. A spanning cut and the resulting sub-tree in the lower halfspace

Proof. We will split this grid into 16 sub-grids of size \( \frac{n}{4} \times \frac{n}{4} \) by 15 spanning cuts (Fig. 5). By Lemma 5 the sum of the weighted distances of the sub-grids is a lower bound for the over-all grid (We also split the weightings into 16 local weightings).

Lemma 4 implies that in every subset \( G_i \) there are paths \( p_1, \ldots, p_{n/2} \) between neighboring vertices with length of at least \( n/2 \). Furthermore, we can choose these paths such that the spanning cut reduces the lengths of all of them by at least \( \frac{n}{4} \), since they reach the other side of the grid.

This way, we can account the length \( \frac{n}{4} \) of these \( \frac{n}{4} \) paths for this recursion level. This leads to the following recurrency for the weighted distance \( W(n) \) of spanning trees of a \( n \times n \)-grid:

\[
W(n) \geq \frac{n^2}{8} + 16 W(n/4).
\]

Resolving this recurrency proves the claim. \( \Box \)

Applying the algorithm of Section 2 to this instance produces trees structured similar to the U-Layout shown in Fig. 6. Such trees optimize the weighted Cost-Distance of an \( n \times n \) grid by a factor of \( \Theta(\log n) \).

4 Conclusions and Future Research

As an immediate implication of Theorem 3 we can state the following approximation result:

**Corollary 3.** For polynomial weights the Weighted Cost-Distance-Tree problem can be polynomially approximated within a factor of \( O(\log n) \).

There is some hope that the approximation techniques introduced by Arora [4] may lead to a polynomial time approximation scheme. Another follow-up result may be the extension to general metrics. We conjecture that the results of [3] lead to an \( O(\log^2 n) \) approximation.

An interesting open question is: if \( W \), the sum of all weights, is super-polynomial, does the upper bound of section 3 also apply? Or can the lower
bound factor be increased for such weightings? This mirrors the case in the original setting (Equation (1)) that the fixed costs are sub-polynomial compared to the linear costs.

Another extension of these results may be to consider different metrics for cost and distance as introduced in [10]. They proved a $O(\log n)$-approximation for the two-metrics Cost-Distance problem with weights only on the root-vertex pairs. We have shown that for pairwise weight trees do not approximate better than $\Theta(\log n)$, while for vertex-root weightings Meyerson et al. [10] showed that a tree is always part of the optimal solution. It is an interesting open question whether trees approximate this Weighted Cost-Distance problem with different metrics within a factor of $O(\log n)$.
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**Fig. 5.** The white marked $p$-shaped area induces long paths for a number of neighbored pairs. For the lower bound the grid is tiled into 16 sub-grids

**Fig. 6.** The U-Layout approximates the Cost-Distance of this instance by a factor of $\Theta(\log n)$
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Abstract. Suppose that there are players in two hierarchical groups and a computationally unlimited eavesdropper. Using a random deal of cards, a player in the higher group wishes to send a one-bit message information-theoretically securely either to all the players in her group or to all the players in the two groups. This can be done by the so-called 2-level key set protocol. In this paper we give a necessary and sufficient condition for the 2-level key set protocol to succeed.

1 Introduction

Suppose that there are $k \geq 2$ players $P_1, P_2, \ldots, P_k$ and a passive eavesdropper, Eve, whose computational power is unlimited. Consider a graph called a key exchange graph, in which each vertex $i$ represents a player $P_i$ and each edge $(i, j)$ joining vertices $i$ and $j$ represents a pair of players $P_i$ and $P_j$ sharing a one-bit secret key $r_{ij} \in \{0, 1\}$ that is information-theoretically secure against the eavesdropper Eve. Refer to [6] for the graph-theoretic terminology. A connected graph having no cycle is called a tree. If the key exchange graph is a tree, then an arbitrary player can send a one-bit message $m \in \{0, 1\}$ to all the players information-theoretically securely as follows: the player sends the message $m$ to the rest of the players along the tree; when player $P_i$ sends $m$ to player $P_j$ along an edge $(i, j)$ of the tree, $P_i$ computes the exclusive-or $m \oplus r_{ij}$ of $m$ and $r_{ij}$ and sends it to $P_j$, and $P_j$ obtains $m$ by computing $(m \oplus r_{ij}) \oplus r_{ij}$.

For $k = 2$, Fischer et al. give a protocol using a random deal of cards to connect the two players $P_1$ and $P_2$ with an edge, that is, to form a tree on the two players [1]. (A random deal of cards will be formally described in Section 2.1.) Fischer and Wright extend this protocol to form a tree for any $k \geq 2$; they formalize a class of protocols called the “key set protocol,” the definition of which will be given in Section 2.2 [2,5]. They also give a sufficient condition on the numbers of cards for the “key set protocol” to always form a tree. Mizuki et
al. give a simple necessary and sufficient condition on the numbers of cards for the “key set protocol” to always form a tree [7,9].

On the other hand, Yoshikawa et al. consider the following more general problem [10,11]. Suppose that the \( k \) players are partitioned into two hierarchical groups, which are represented as \( V_1 \) and \( V_2 \), where \( V_1 \cup V_2 = \{1, 2, \cdots, k\} \) and \( V_1 \cap V_2 = \emptyset \). In the hierarchy, the group \( V_1 \) is assumed to be higher than the group \( V_2 \). Yoshikawa et al. wish to form, as a key exchange graph, a tree \( T \) such that the subgraph \( T_1 \) of \( T \) induced by \( V_1 \) is also a tree. Such a tree is called a **2-level tree** (for the hierarchy). Once a 2-level tree \( T \) is formed, any player in the higher group \( V_1 \) can send a one-bit message \( m \) either to all the players in \( V_1 \) or to all the players in \( V_1 \cup V_2 \), because both \( T_1 \) and \( T \) are connected. Yoshikawa et al. modify the “key set protocol” in [2,5] so that their protocol, called a “2-level protocol,” forms a 2-level tree; the formal definition of the “2-level protocol” will be given in Section 2.3. They give a sufficient condition on the numbers of cards for the “2-level protocol” to always form a 2-level tree. However, their condition is not a necessary one, and hence it has been an open problem to obtain a necessary and sufficient condition.

In this paper, we give a necessary and sufficient condition on the numbers of cards for the “2-level protocol” to always form a 2-level tree, and hence close the open problem. Using our necessary and sufficient condition, one can easily know the minimum number of cards needed to form a 2-level tree.

### 2 Preliminaries

We first formally describe a random deal of cards in Section 2.1, then explain the “key set protocol” in Section 2.2, and finally explain the “2-level protocol” in Section 2.3.

#### 2.1 Random Deal of Cards

In this subsection we formally describe a random deal of cards [4].

Let \( C \) be a set of \( d \) distinct cards which are numbered from 1 to \( d \). All cards in \( C \) are randomly dealt to players \( P_1, P_2, \cdots, P_k \) and an eavesdropper Eve. We call a set of cards dealt to a player or Eve a **hand**. Let \( C_i \subseteq C \) be \( P_i \)'s hand for each \( 1 \leq i \leq k \), and let \( C_e \subseteq C \) be Eve’s hand. We denote this deal by \( C = (C_1, C_2, \cdots, C_k; C_e) \). Clearly \( \{C_1, C_2, \cdots, C_k, C_e\} \) is a partition of set \( C \).

We write \( c_i = |C_i| \) for each \( 1 \leq i \leq k \) and \( c_e = |C_e| \), where \( |A| \) denotes the cardinality of a set \( A \). Note that \( c_1, c_2, \cdots, c_k \) and \( c_e \) are the sizes of hands held by \( P_1, P_2, \cdots, P_k \) and Eve respectively, and that \( d = \sum_{i=1}^{k} c_i + c_e \). We call \( \gamma = (c_1, c_2, \cdots, c_k; c_e) \) the **signature** of deal \( C \). The set \( C \) and the signature \( \gamma \) are public to all the players and even to Eve, but the cards in the hand of a player or Eve are private to herself, as in the case of usual card games.

Using a random deal of cards, a protocol can make several pairs of players share a one-bit secret key, as we will explain in the succeeding subsection. A reasonable situation in which such a protocol is practically required is discussed in [3,5], and also the reason why we deal cards even to Eve is found there.
2.2 Key Set Protocol

In this subsection we explain the “key set protocol” formalized in [2,5].

We first define some terms. A key set $K = \{x, y\}$ consists of two cards $x$ and $y$, one in $C_i$, the other in $C_j$ with $i \neq j$, say $x \in C_i$ and $y \in C_j$. We say that a key set $K = \{x, y\}$ is opaque if $1 \leq i, j \leq k$ and Eve cannot determine whether $x \in C_i$ or $x \in C_j$ with probability greater than $1/2$. Note that both players $P_i$ and $P_j$ know that $x \in C_i$ and $y \in C_j$. If $K$ is an opaque key set, then $P_i$ and $P_j$ can share a one-bit secret key $r_{ij} \in \{0, 1\}$, using the following rule agreed on before starting a protocol: $r_{ij} = 0$ if $x > y$; $r_{ij} = 1$, otherwise. Since Eve cannot determine whether $r_{ij} = 0$ or $r_{ij} = 1$ with probability greater than $1/2$, the secret key $r_{ij}$ is information-theoretically secure. We say that a card $x$ is discarded if all the players agree that $x$ has been removed from someone’s hand, that is, $x \notin \bigcup_{i=1}^k C_i \cup C_e$. We say that a player $P_i$ drops out of the protocol if she no longer participates in the protocol. We denote by $V$ the set of indices $i$ of all the players $P_i$ remaining in the protocol. Note that $V = \{1, 2, \ldots, k\}$ before starting a protocol.

The “key set protocol” has the following four steps.

1. Choose a player $P_s$, $s \in V$, as a proposer by a certain procedure.
2. The proposer $P_s$ determines in mind two cards $x, y$. The cards are randomly picked so that $x$ is in her hand and $y$ is not in her hand, i.e. $x \in C_s$ and $y \notin \bigcup_{i \neq s} C_i \cup C_e$. Then $P_s$ proposes $K = \{x, y\}$ as a key set to all the players. (The key set is proposed just as a set. Actually it is sorted in some order, for example in ascending order, so Eve learns nothing about which card belongs to $C_s$ unless Eve holds $y$.)
3. If there exists a player $P_v$ holding $y$, then $P_v$ accepts $K$. Since $K$ is an opaque key set, $P_s$ and $P_v$ can share a one-bit secret key $r_{uv}$ that is information-theoretically secure from Eve. (In this case an edge $(s, t)$ is added to the key exchange graph.) Both cards $x$ and $y$ are discarded. Let $P_t$ be either $P_j$ or $P_i$ that holds the smaller hand; if $P_s$ and $P_t$ hold hands of the same size, let $P_t$ be the proposer $P_s$. $P_t$ discards all her cards and drops out of the protocol. Set $V := V - \{t\}$. Return to step 1.
4. If there exists no player holding $y$, that is, Eve holds $y$, then both cards $x$ and $y$ are discarded. Return to step 1. (In this case no new edge is added to the key exchange graph.)

These steps 1–4 are repeated until either exactly one player remains in the protocol or there are not enough cards left to complete step 2 even if two or more players remain. In the first case the key exchange graph becomes a tree. In the second case the key exchange graph does not become a connected graph and hence does not become a tree.

Considering various procedures for choosing a proposer $P_s$ in step 1, we obtain the class of key set protocols.

We say that a key set protocol works for a signature $\gamma$ if the protocol always forms a tree as a key exchange graph for any deal $C$ having the signature $\gamma$. 
and for any random selection of cards $x$ and $y$ in step 2. Let $k \geq 2$ and $\gamma = (c_1, c_2, \ldots, c_k; c_c)$. Without loss of generality one may assume in this subsection that $c_1 \geq c_2 \geq \cdots \geq c_k$. Let $W$ be the set of all signatures for each of which there is a key set protocol working, and let $L$ be the set of all signatures for each of which there is no key set protocol working. A simple necessary and sufficient condition for $\gamma \in W$ has been known [2,7,9]. Before mentioning the condition, we give some definitions.

We say that a player $P_i$ is feasible in $\gamma$ if one of the following conditions (1) and (2) holds:

1. $c_i \geq 2$; and
2. $c_c = 0$, $c_i = 1$ with $i = k$, and $c_{k-1} \geq 2$.

We define a mapping $f$ from the set of all signatures to $\{0, 1, 2, \ldots, k\}$, as follows: $f(\gamma) = i$ if $P_i$ is the feasible player in $\gamma$ with the smallest hand (ties are broken by selecting the player having the largest index); and $f(\gamma) = 0$ if there is no feasible player. We denote $f(\gamma)$ simply by $f$.

The following Lemma 1 immediately holds.

**Lemma 1** ([2,9]) Let $\gamma \in W$. If $k \geq 2$, then $c_k \geq 1$ and $\sum_{i=1}^{k} c_i \geq c_c + 2k - 2$. If $k \geq 3$, then $f \geq 1$.

The following Theorems 2, 3 and 4 provide a necessary and sufficient condition for $\gamma \in W$. In this subsection, let $B = \{i \mid c_i = 2, 1 \leq i \leq k\}$, and let $b = \lceil |B|/2 \rceil$.

**Theorem 2** ([2]) Let $k = 2$. Then $\gamma \in W$ if and only if $c_2 \geq 1$ and $c_1 + c_2 \geq c_c + 2$.

**Theorem 3** ([7,9]) Let $k = 3$. Then $\gamma \in W$ if and only if $c_3 \geq 1$ and $c_1 + c_3 \geq c_c + 3$.

**Theorem 4** ([7,9]) Let $k \geq 4$, $c_k \geq 1$, and $f \geq 1$. Then $\gamma \in W$ if and only if

$$\sum_{i=1}^{k} \max\{c_i - h^+, 0\} \geq \bar{f},$$

where

$$\bar{f} = f - \delta,$$

$$\tilde{f} = \bar{f} - 2\epsilon,$$

$$h = c_c - c_k + k - \bar{f},$$

$$h^+ = h + \epsilon,$$

$$\delta = \begin{cases} 0 \text{ if } f = 1; \\ 1 \text{ if } 2 \leq f \leq k - 1; \\ 2 \text{ if } f = k \text{ and } c_{k-1} \geq c_k + 1; \text{ and} \\ 3 \text{ if } f = k \text{ and } c_{k-1} = c_k, \end{cases}$$
and

\[
\epsilon = \begin{cases} 
\max\{\min\{c_2 - h, b\}, 0\} & \text{if } 5 \leq f \leq k - 1; \\
\max\{\min\{c_2 - h, b - 1\}, 0\} & \text{if } 5 \leq f = k \text{ and } c_e \geq 1; \text{ and } \\
0 & \text{otherwise.}
\end{cases}
\]  

(7)

Fischer and Wright give the SFP (smallest feasible player) protocol, which always chooses the feasible player with the smallest hand as a proposer, that is, chooses the proposer \( P_s \) as follows:

\[
s = \begin{cases} 
f & \text{if } 1 \leq f \leq k; \\
1 & \text{if } f = 0.
\end{cases}
\]

We say that a key set protocol is optimal if the protocol works for all signatures in \( W \). Fischer and Wright prove the following Theorem 5.

**Theorem 5 ([2,5])** The SFP protocol is optimal.

Furthermore, a characterization of optimal key set protocols is given in [7,8].

### 2.3 2-Level Protocol

In this subsection we explain the “2-level protocol” given in [10,11].

Suppose that there are two hierarchical groups \( V_1 \) and \( V_2 \). The “2-level protocol” forms a 2-level tree, whose subgraph induced by \( V_1 \) is connected. The “2-level protocol” forms a 2-level tree in which every vertex in \( V_2 \) has degree one, that is, every vertex in \( V_2 \) is a leaf. The “2-level protocol” is obtained by slightly modifying steps 1 and 3 in the key set protocol, as follows: in step 1, a player in \( V_1 \) is always chosen as a proposer \( P_s \); and in step 3, whenever card \( y \) is held by a player \( P_t \) in \( V_2 \), \( P_t \) drops out of the protocol even if \( P_t \) holds the larger hand than \( P_s \). Thus the “2-level protocol” has the following four steps.

1. Choose a player \( P_s \), \( s \in V_1 \), as a proposer by a certain procedure.
2. The proposer \( P_s \) randomly determines in mind two cards \( x, y \) so that \( x \) is in her hand and \( y \) is not in her hand. Then \( P_s \) proposes \( K = \{x, y\} \) as a key set to all the players.
3. If there exists a player \( P_t \) holding \( y \), then \( P_s \) and \( P_t \) can share a one-bit secret key \( r_{st} \). Both cards \( x \) and \( y \) are discarded.
   (a) If \( t \in V_1 \), then let \( P_t \) be either \( P_s \) or \( P_t \) that holds the smaller hand; when \( P_s \) and \( P_t \) hold hands of the same size, let \( P_t \) be the proposer \( P_s \).
   \( P_t \) discards all her cards and drops out of the protocol. Set \( V_1 := V_1 - \{t\} \).
   Return to step 1.
   (b) If \( t \in V_2 \), then \( P_t \) discards all her cards and drops out of the protocol.
   Set \( V_2 := V_2 - \{t\} \). Return to step 1.
4. If there exists no player holding \( y \), that is, Eve holds \( y \), then both cards \( x \) and \( y \) are discarded. Return to step 1.
These steps 1–4 are repeated until either exactly one player in \( V_1 \) remains in the protocol or there are not enough cards left to complete step 2 even if two or more players remain. In the first case the key exchange graph becomes a 2-level tree, in which every vertex in \( V_2 \) has degree one. In the second case the key exchange graph does not become a 2-level tree.

Considering various procedures for choosing a proposer \( P_s \) in step 1, we obtain the class of 2-level protocols.

Without loss of generality one may assume that \( V_1 = \{1, 2, \ldots, k_1\} \) and \( V_2 = \{k_1 + 1, k_1 + 2, \ldots, k_1 + k_2\} \) where \( k = k_1 + k_2 \). One may assume that all the players in \( V_2 \) hold at least one card, i.e. \( c_i \geq 1 \) for all \( i, k_1 + 1 < i \leq k_1 + k_2 \). Once an edge is connected to a player in \( V_2 \) during the execution of any 2-level protocol, the player in \( V_2 \) necessarily drops out of the protocol. Therefore any player in \( V_2 \) does not need two or more cards. More precisely, there is a 2-level protocol which always forms a 2-level tree for \( \gamma = (c_1, c_2, \cdot \cdot \cdot, c_{k_1+1}, c_{k_1+2}, \cdot \cdot \cdot, c_{k_1+k_2}; c_e) \) if and only if there is a 2-level protocol which always forms a 2-level tree for \( \gamma = (c_1, c_2, \cdot \cdot \cdot, c_{k_1}, 1, 1, \cdot \cdot \cdot, 1; c_e) \). We thus use a 2-level signature \( \alpha = (c_1, c_2, \cdot \cdot \cdot, c_{k_1}; c_e) \) to represent a signature \( \gamma = (c_1, c_2, \cdot \cdot \cdot, c_{k_1+1}, c_{k_1+2}, \cdot \cdot \cdot, c_{k_1+k_2}; c_e) \). Remember that \( k_2 \) is the number of players in \( V_2 \).

We say that a 2-level protocol works for a 2-level signature \( \alpha \) if the protocol always forms a 2-level tree as a key exchange graph for any deal \( \mathcal{C} \) having the 2-level signature \( \alpha \) and for any random selection of cards \( x \) and \( y \) in step 2. Let \( k_1 \geq 1, k_1 + k_2 \geq 2 \), and \( \alpha = (c_1, c_2, \cdot \cdot \cdot, c_{k_1}; c_e) \). One may assume without loss of generality that \( c_1 \geq c_2 \geq \cdot \cdot \cdot \geq c_{k_1} \). Let \( W^2 \) be the set of all 2-level signatures for each of which there is a 2-level protocol working, and let \( L^2 \) be the set of all 2-level signatures for each of which there is no 2-level protocol working.

We say that a player \( P_i, i \in V_1 \), is feasible in a 2-level signature \( \alpha = (c_1, c_2, \cdot \cdot \cdot, c_{k_1}; c_e) \) if one of the following conditions (1), (2) and (3) holds:

1. \( c_i \geq 2 \);
2. \( k_2 = 0, c_e = 0, c_i = 1 \text{ with } i = k_1, \text{ and } c_{k_1-1} \geq 2 \); and
3. \( k_1 = k_2 = 1, c_e = 0, \text{ and } c_i = 1 \text{ with } i = 1 \).

If all players hold at least one card and we choose a feasible player \( P_s \) satisfying the condition (1) or (2) above as a proposer, then, after executing steps 1–4, all the players remaining in the protocol will always hold at least one card. If we choose a feasible player \( P_s \) satisfying the condition (3) above as a proposer, then, after executing steps 1–4, there is exactly one player remaining in the protocol but she holds no card.

We define a mapping \( g \) from the set of all 2-level signatures to \( \{0, 1, 2, \cdot \cdot \cdot, k_1\} \), as follows: \( g(\alpha) = i \) if \( P_i \) is the feasible player in \( \alpha \) with the smallest hand (ties are broken by selecting the player having the largest index); and \( g(\alpha) = 0 \) if there is no feasible player. For example, if \( \alpha = (9, 9, 8, 6, 5, 3, 2, 1, 1; 2) \) as illustrated in Figure 1, then \( g(\alpha) = 8 \). We denote \( g(\alpha) \) simply by \( g \).

Yoshikawa et al. give a sufficient condition for \( \alpha \in W^2 \) as in the following Theorem 6.
Theorem 6 ([10,11]) Let $k_1 \geq 1$, $k_2 \geq 1$, and $c_k \geq 1$. If there exists $k_0$ such that $0 \leq k_0 \leq k_1 - 1$ and $c_k - k_0 \geq c_k + \lfloor \log_2 (k_1 - k_0) \rfloor + k_0 + k_2$, then $\alpha \in W^2$.

They prove Theorem 6 by showing that the 2-level protocol choosing the player $P_1$ as a proposer works for any 2-level signature satisfying the condition in Theorem 6. However, their sufficient condition in Theorem 6 is not a necessary one. For example, the 2-level signature $\alpha = (9, 9, 8, 6, 5, 3, 2, 1, 1; 2; 2)$ above does not satisfy their sufficient condition in Theorem 6, while it is actually in $W^2$ as we will see in Section 3. Thus it has been an open problem to obtain a necessary and sufficient condition for $\alpha \in W^2$. This paper closes the open problem in Section 3, that is, provides a necessary and sufficient condition for $\alpha \in W^2$. Before giving our condition, we define some terms in the remainder of this subsection.

If a 2-level protocol works for a 2-level signature $\alpha$, then the key exchange graph must become a 2-level tree for any deal $C$ having the 2-level signature $\alpha$ and for any random selection of cards $x$ and $y$ in step 2. Hence, whoever has the card $y$ contained in the proposed key set $K = \{x, y\}$, the key exchange graph should become a 2-level tree. The “malicious adversary” determines who holds the card $y$. Considering a malicious adversary to make it hard for the key exchange graph to become a 2-level tree, we obtain a condition for $\alpha \in W^2$. We use a function $A$ to represent a malicious adversary, as follows. The inputs to the function $A(\alpha, s)$ are the current 2-level signature $\alpha$ and the index $s$ of a proposer $P_s$ chosen by the protocol. Its output is either the index $t$ of a player $P_t$ remaining in the protocol or the index $e$ of Eve; $A(\alpha, s) = t \neq e$ means that player $P_t$ holds card $y$; and $A(\alpha, s) = e$ means that Eve holds card $y$.

From now on, we denote by $\alpha = (c_1, c_2, \ldots, c_k; k_2; c_e)$ the current 2-level signature, and denote by $\alpha' = (c_1', c_2', \ldots, c_k'; k_1'; c_e')$ the resulting 2-level signature after executing steps 1–4 under the assumption that $P_s$ proposes a key set $K = \{x, y\}$ and $y \in C_{A(\alpha, s)}$. It should be noted that $c_s' + k_1' + k_2' = c_e + k_1 + k_2 - 1$ always holds by the definition of 2-level protocols.

Note that $\alpha \in W^2$ if and only if there exists a proposer $P_s$ such that $\alpha' \in W^2$ for any malicious adversary $A$; for the sake of convenience any
2-level signature $\alpha = (c_1; 0; c_e)$ is assumed to be in $W^2$ (similarly, we assume that any signature $\gamma = (c_1; c_e)$ is in $W$). That is,

$$\alpha \in W^2 \iff \exists s \forall A \alpha'(s, A) \in W^2,$$

in other words,

$$\alpha \in L^2 \iff \forall s \exists A \alpha'(s, A) \in L^2.$$

It follows from the definition of 2-level protocols that if two players $P_i$ and $P_j$ with $i, j \in V_1$ hold hands of the same size, that is, $c_i = c_j$, then

$$\forall A \alpha'(i, A) \in W^2 \iff \forall A \alpha'(j, A) \in W^2.$$

Hence, one may assume without loss of generality that the following two Assumptions 1 and 2 hold.

(Assumption 1)

If there exist two or more players $P_i$ with $c_i = c_s$ and $i \in V_1$ (including the proposer $P_s$), then $P_s$ has the largest index among all these players.

(Assumption 2)

If $A(\alpha, s) = t \neq e$ and there exist two or more players $P_i$ with $c_i = c_s$ and $i \in V_1 - \{s\}$ (including $P_s$), then $P_s$ has the largest index among all these players.

Under the two assumptions above, $\alpha'(s, A) = (c'_1, c'_2, \ldots, c'_{k_1}; c'_e)$ satisfies $c'_1 \geq c'_2 \geq \cdots \geq c'_{k_1}$ since $s$ satisfies $c_1 \geq c_2 \geq \cdots \geq c_e$. (For key set protocols, we also assume that assumptions similar to Assumptions 1 and 2 hold.)

We now show in the following Lemma 7 that one should not choose a non-feasible player as a proposer.

**Lemma 7** Let $k_1 \geq 1$, $k_2 \geq 1$, and $c_{k_1} \geq 1$. If $P_s$ is not a feasible proposer in $\alpha$, then there exists a malicious adversary $A$ such that $\alpha'(s, A) \in L^2$.

**Proof.** Assume that the proposer $P_s$ is not feasible in $\alpha$. Then $c_s = 1$, and either $k_1 \geq 2$, $k_2 \geq 2$ or $c_e \geq 1$ because $k_2 \geq 1$. Therefore, either (i) $k_1 + k_2 \geq 3$ or (ii) $k_1 = k_2 = 1$ and $c_e \geq 1$. Let $A$ be a malicious adversary such that

$$\begin{cases} A(\alpha, s) \in V_2 & \text{if } k_1 + k_2 \geq 3; \\ A(\alpha, s) = e & \text{if } k_1 = k_2 = 1 \text{ and } c_e \geq 1. \end{cases}$$

Then $P_s$’s hand becomes empty, and hence we have $\alpha'(s, A) = (c'_1, c'_2, \cdots, 0; k'_2; c'_e)$. Clearly $\alpha'(s, A) \in L^2$.

**Lemma 7** immediately implies that $g \geq 1$ is a trivial necessary condition for $\alpha \in W^2$ when $k_1 \geq 1$ and $k_2 \geq 1$.

### 3 Main Results

In this section we give a necessary and sufficient condition for $\alpha \in W^2$. 
For the case where \( k_2 = 0 \), a 2-level protocol can be regarded as a key set protocol. Therefore, for this case, Theorems 2, 3 and 4 immediately provide a necessary and sufficient condition for a 2-level signature \( \alpha \) to be in \( W^2 \). One may thus assume that \( k_2 \geq 1 \).

Our main result is the following Theorem 8. Note that \( c_{k_2} \geq 1 \) and \( g \geq 1 \) are trivial necessary conditions for \( \alpha \in W^2 \). Hereafter we define \( B = \{ i \mid c_i = 2, \ 1 \leq i \leq k_1 \} \) and \( b = \lfloor |B|/2 \rfloor \) for a 2-level signature \( \alpha \).

**Theorem 8** Let \( k_1 \geq 1, \ k_2 \geq 1, \ c_{k_1} \geq 1, \) and \( g \geq 1 \). Then

\[
\alpha = (c_1, c_2, \ldots, c_{k_1}; k_2; c_e) \in W^2
\]

if and only if

\[
c_1 - (u + \mu) + \sum_{i=2}^{k_1} \max\{c_i - (u + \mu), 0\} \geq g - 2\mu - 1, \tag{8}
\]

where

\[
u = c_e + k_1 + k_2 - g \tag{9}\]

and

\[
\mu = \max\{\min\{c_3 - u, b\}, 0\}. \tag{10}
\]

Note that the third term in the left-hand side of Eq. (8) is defined to be 0 when \( k_1 = 1 \), and that \( \mu \) is defined to be 0 when \( k_1 \leq 2 \).

Consider again \( \alpha = (9, 9, 8, 6, 5, 3, 2, 2, 1, 2; 2) \) as an example. The 2-level signature \( \alpha \) satisfies \( k_1 = 10, k_2 = 2, c_e = 2 \) and \( g = 8 \). Thus by Eq. (9) \( u = 6 \). Note that \( u \) is equal to the number of shaded rectangles in Figure 1.

Since \( B = \{7, 8\}, b = 1 \). Since \( c_3 = 8, u = 6 \) and \( b = 1 \), we have \( \mu = 1 \) by Eq. (10).

Thus

\[
c_1 - (u + \mu) + \sum_{i=2}^{k_1} \max\{c_i - (u + \mu), 0\} = c_1 - 7 + \sum_{i=2}^{10} \max\{c_i - 7, 0\} = 5
\]

\[= g - 2\mu - 1.\]

Therefore the 2-level signature \( \alpha \) satisfies the condition (8) in Theorem 8, and hence \( \alpha \in W^2 \). Note that the left-hand side of Eq. (8) is equal to the number of cards above the dotted line in Figure 1.

Remember that \( g \leq k_1 \). It should be noted that Eq. (8) is equivalent to

\[
c_1 - (u + \mu) + \sum_{i=2}^{g-2\mu-1} \max\{c_i - (u + \mu), 0\} \geq g - 2\mu - 1, \tag{11}
\]

because \( c_1 \geq c_2 \geq \cdots \geq c_{k_1} \).

It seems at first glance that one can easily prove Theorem 8, because a simple necessary and sufficient condition for a signature \( \gamma \) to be in \( W \) has already been
known as in Theorems 2, 3 and 4. However, proving Theorem 8 is a non-trivial task, as we will see in the succeeding section. The main reason is that one cannot choose a player in V2 as a proposer although one has to make all players in V2 drop out of the protocol until the protocol terminates.

From Theorem 8 we have the following Corollary 9, which provides a necessary and sufficient condition for \( \alpha \in W^2 \) under a natural assumption that all players in V1 hold hands of the same size.

**Corollary 9** Let \( k_1 \geq 1, k_2 \geq 1, c_\alpha \geq 1, g \geq 1, \) and \( c_1 = c_2 = \cdots = c_k. \) Then \( \alpha \in W^2 \) if and only if

\[
c_1 \geq \begin{cases} 
3 & \text{if } k_1 \geq 4, \ k_2 = 1 \text{ and } c_e = 0; \\
\frac{1}{k_2} k_2^2 + k_2 & \text{if } k_1 = 1; \text{ and} \\
\frac{1}{k_2} k_2^2 + k_2 + 1 & \text{otherwise.} 
\end{cases} 
\] (12)

**Proof.** omitted in this extended abstract.

Theorem 6 obtained by Yoshikawa et al. [10,11] implies that a sufficient condition for \( \alpha \in W^2 \) is \( c_1 \geq c_e + k_2 + \lceil \log_2 k_1 \rceil \) when \( c_1 = c_2 = \cdots = c_k. \) Thus our necessary and sufficient condition in Theorem 8 is much better than the sufficient condition in [10,11].

### 4 Sketch of Proof of Theorem 8

In this section we give a sketch of a proof of Theorem 8. A complete proof will be given in a journal version.

We wish to prove that \( \alpha \in W^2 \) if and only if Eq. (8) in Theorem 8 holds. To simplify the notation, we denote by \( N \) the left-hand side of Eq. (8), that is,

\[
N = c_1 - (u + \mu) + \sum_{i=2}^{k_1} \max\{c_i - (u + \mu), 0\}
\]

for a 2-level signature \( \alpha \) such that \( k_1 \geq 1, k_2 \geq 1, c_k \geq 1 \) and \( g \geq 1. \) We shall then prove that \( \alpha \in W^2 \) if and only if \( N \geq g - 2\mu - 1. \)

The outline of our proof is as follows. (i) We first transform a 2-level signature \( \alpha \) into a signature \( \gamma \) corresponding to \( \alpha. \) (ii) We then show that \( \alpha \in W^2 \) if and only if \( \gamma \in W. \) (iii) Using the known necessary and sufficient conditions for \( \gamma \in W \) (Theorems 2, 3 and 4), we finally show that \( \gamma \in W \) if and only if \( N \geq g - 2\mu - 1. \)

(i) We first transform a 2-level signature \( \alpha = (c_1, c_2, \cdots, c_k; k_2; c_e) \) into a signature \( \gamma, \) where \( \gamma \) is either \( \sigma(\alpha) \) or \( \tau(\alpha) \), as follows. For a 2-level signature \( \alpha \) such that \( k_1 \geq 1 \) and \( c_e = 0, \) let

\[
\sigma(\alpha) = (c_1, c_2, \cdots, c_k; k_2).
\] (13)

Thus “\( c_e \)” for the signature \( \sigma(\alpha) \) is equal to \( k_2 \) although \( c_e = 0 \) for the 2-level signature \( \alpha, \) and “\( k \)” for \( \sigma(\alpha) \) is equal to \( k_1 \) although \( k = k_1 + k_2 \) for \( \alpha. \) For
a 2-level signature $\alpha$ such that $k_1 \geq 1$ and $c_\ell \geq 1$, let

$$
\tau(\alpha) = \left( c_1, c_2, \cdots, c_k, \ell, 1, \cdots, 1; c_e \right).
$$

(14)

Thus “$k$” for $\tau(\alpha)$ is equal to $k = k_1 + k_2$. For a 2-level signature $\alpha$ such that $k_1 \geq 1$, we define Condition A as follows:

(Condition A)

$k_2 = 1$, $c_\ell \geq 2$ and $c_e = 0$.

Note that a 2-level signature $\alpha$ satisfies Condition A if and only if $P_{k_1+1}$ is feasible in the signature $\tau(\alpha)$. If $\alpha$ satisfies Condition A, then let $\gamma = \sigma(\alpha)$; otherwise, let $\gamma = \tau(\alpha)$.

(ii) We can prove that $\alpha \in W^2$ if and only if $\gamma \in W$, using a game-theoretic technique called a “strategy stealing argument,” which is used also in [2].

(iii) We can prove that $\gamma \in W$ if and only if $N \geq g - 2\mu - 1$, distinguishing the following two cases: the case where $\alpha$ satisfies Condition A, and the case where $\alpha$ does not satisfy Condition A.

5 Conclusion

Using a random deal of cards, the 2-level protocol given by Yoshikawa et al. makes some pairs of players in two hierarchical groups share secret keys so that any player in the higher group can send a one-bit secret message to all the players in her group or to all the players in the two groups [10,11]. However, it has been an open problem to characterize the minimum numbers of cards which are required by the 2-level protocol to succeed, that is, to obtain a necessary and sufficient condition for a 2-level protocol to work for a 2-level signature $\alpha$. In this paper, we close the open problem: we give in Theorem 8 a simple necessary and sufficient condition for a 2-level protocol to work for a 2-level signature $\alpha$. One can efficiently determine in time $O(k) whether a given 2-level signature $\alpha$ satisfies our necessary and sufficient condition or not, where $k$ is the number of players.

The 2-level protocol does not choose any player in the lower group as a proposer. However, one may modify the 2-level protocol so that the protocol may choose a player in the lower group as a proposer. It is an interesting open problem to obtain a necessary and sufficient condition for such a modified protocol to always form a 2-level tree for a signature $\gamma$.

In this paper, we consider the case where there are only two groups. Yoshikawa et al. [10,11] consider also the situation where there are three or more hierarchical groups, and give a method to distribute secret keys among players in these groups by modifying the 2-level protocol.
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Abstract. We propose a Diffie-Hellman-like key agreement protocol based on the computational intractability of reversing group action. The concept of a group action generalizes exponentiation and provides an algorithmic problem harder than the discrete logarithm problem. Using the action of the general linear group on the direct product of two cyclic groups, we invent a key agreement protocol secure against an attacker who has power to solve the discrete logarithm problem. We discuss a semantic secure asymmetric encryption scheme as well. Its security is evaluated in terms of a generic algorithm, which is a model of probabilistic algorithms over black box groups (similar to a straight-line program) and does not depend on any specific property of the group representation.

1 Introduction

A generic algorithm ([6,10,5,4,8,7]) is a general model for a probabilistic algorithm that finds an answer by querying group operation oracle and some other extra oracles. In such a model, a group is given as a black box group [1] and each group element is represented by a binary string of the same length. The Baby-Step-Giant-Step and Pollig-Hellman are typical generic algorithms. The group operations, multiplication and taking the inverse, are carried out by querying the oracle in the model of generic algorithm. An answer may be a specific group element satisfying the given conditions or some information such as the discrete logarithm. A generic algorithm model is employed to analyze the discrete logarithm problem (DLOG), the Diffie-Hellman problem (DH) ([10,5]) and the cryptosystems ([4,7,8]).

We estimate the probability that a generic algorithm finds a correct answer over a black box group isomorphic to \(\mathbb{Z}_p \times \mathbb{Z}_p\) with a limited number of oracle queries. We show that \(\Omega(\sqrt[p]{p})\) queries to the group operation and discrete logarithm oracle are required to solve the multiplicative discrete logarithm problem (MDLOG) (and \(\Omega(\sqrt[p]{p})\) queries for the algorithmic problem called ACTDH problem, which the proposed key agreement protocol is based on) in the generic algorithm model.
2 Key Agreement Protocol

2.1 Group Action

We recall a group action and exhibit examples in cryptology. Let \( S \) be a group, and \( X \) be a nonempty set. Note that \( S \) is not necessarily commutative. We say that \( S \) acts on \( X \) if there is a mapping \( \sigma : X \times S \rightarrow X \) (the image of \((x, s) \in X \times S\) under \( \sigma \) is denoted by \( x^s \)) satisfying \( x^{st} = (x^s)^t \) and \( x^1 = x \) for \( s, t \) in \( S \) and \( x \) in \( X \). The group action is ubiquitous in cryptology. The mechanism of the most popular cryptosystems, Diffie-Hellman and RSA, is explained in terms of the group action.

Example 1 Let \( p \) be a prime. Suppose a prime \( q \) divides \( p - 1 \). Take an element \( a \in \mathbb{Z}_p^* \) such that \(|q| = q\). Then the mapping \( \sigma : < g > \times \mathbb{Z}_q^* \rightarrow < g > \) given by \( \sigma(g, s) = g^s \) is an action of \( \mathbb{Z}_q^* \) on the cyclic group \(< g >\). DLOG is characterized as the problem to find \( s \) for given \( q \) and \( \sigma(g, s) = g^s \). This action is used in the Diffie-Hellman protocol [2] and the ElGamal encryption [3].

Example 2 Let \( p, q \) be primes. Set \( n = pq \). The RSA cryptosystem employs the action \( \sigma \) defined as follows: \( \sigma : \mathbb{Z}_{pq} \times ((\mathbb{Z}/((p - 1)(q - 1)))^*) \rightarrow \mathbb{Z}_{pq} \) given by \( \sigma(m, e) = m^e \). RSA is based on the intractability of finding the eth root, that is, the problem to find \( m \) for given \( e \) and \( \sigma(m, e) = m^e \).

2.2 General Scheme

Suppose that a group \( S \) acts on a set \( X \) and that the action is always efficiently computable. Let \( f \) be an efficiently computable function on \( X \). Note that \( S \) is not necessarily commutative. Let \( S_0 \) be a subset of \( S \) satisfying the following.

Assumption 1: There is an efficiently computable function \( ' : S_0 \rightarrow S \) such that for all \( s, t \in S_0 \) we have \( s(t') = t(s') \).

Assumption 2: There is no efficient algorithm to compute \( f(x^{st}) \) when \( x^s \) and \( x^t \) are given.

We note that Assumption 1 is automatically true when \( S \) is commutative. For, we can take the identity mapping as \( ' \). However, such a function does not always exist in general. The Diffie-Hellman assumption is a special case of Assumption 2, where \( S \) is \( \mathbb{Z}_{pq} \) and \( f \) is the identity mapping. We now present the general scheme of a key agreement protocol.

Initialization: Choose \( x \in X \) and publicize it.

Step 1: Alice chooses \( s \in S_0 \) randomly. She computes \( x^s \) and transmits it to Bob.

Step 2: Bob chooses \( t \in S_0 \) randomly. He computes \( x^t \) and transmits it to Alice.

Step 3: Alice computes \( (x^t)^s \) and \( f((x^t)^s) \). Bob computes \( (x^s)^t \) and \( f((x^s)^t) \). Then \( K = f((x^t)^s) = f((x^s)^t) \) is the common secret key shared by Alice and Bob. Note that we have \( (x^t)^s = (x^s)^t \) by Assumption 1.
2.3 ACTDH Protocol

Let $G$ be a group isomorphic to $C \times C$, where $C$ is a cyclic group whose order is a prime $p$. We now define an action of $\text{GL}(2, \mathbb{Z}_p)$ on the group $G \times G$ ($(C \times C) \times (C \times C)$). Suppose that $a$ and $b$ generate $G$, that is, $G = \langle a, b \rangle$. This implies that $|a| = |b| = p$ and $\langle a \rangle \cap \langle b \rangle = \{1_G\}$ in $G$, where $1_G$ denotes the identity element of $G$. Every element of $G$ is uniquely written as $a^ib^j$ with $i, j \in \mathbb{Z}_p$. For $x = (a^ib^j, a^ib^j) \in G \times G$ and $A = \begin{pmatrix} w & x \\ y & z \end{pmatrix} \in \text{GL}(2, \mathbb{Z}_p)$, we define an action of $\text{GL}(2, \mathbb{Z}_p)$ on $G \times G$ by $x^A = (a^ib^j, a^ib^j)^A = (a^{wi_1 + yj_1}b^{w_1 + yj_2}, a^{zi_1 + xj_1}b^{z_1 + xj_2})$. Note that $x^A$ is efficiently computable as follows. Given the elements $a^ib^j$ and $a^ib^j$ of $G$ and the matrix $A$, we compute $(a^ib^j)^w(a^ib^j)^y = a^{w_i + yj}b^{w_1 + yj_2}$, $(a^ib^j)^z(a^ib^j)^\gamma = a^{zi + xj}b^{z_1 + xj_2}$.

Although, it is straightforward to see that $\text{GL}(2, \mathbb{Z}_p)$ acts on $G \times G$ in this fashion, we give a clearer explanation as follows. If we identify the element $x = (a^ib^j, a^ib^j)$ and the matrix $\begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix}$, then $x^A$ is identified with the matrix equation:

$$\begin{pmatrix} w & x \\ y & z \end{pmatrix} \begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix} = \begin{pmatrix} wi_1 + yj_1 & xi_1 + zj_1 \\ wj_1 + yj_2 & xj_1 + zj_2 \end{pmatrix}.$$

Since the matrix multiplication is associative, $\text{GL}(2, \mathbb{Z}_p)$ acts on $G \times G$.

We now choose randomly parameters $\alpha, \beta, \gamma, \delta$ in $\mathbb{Z}_p^*$ such that $\alpha \beta \gamma \delta$ is a quadratic nonresidue, and then, define $S_0$ to be the set of matrices of the form $\begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix}$, where $i_1, i_2 \in \mathbb{Z}_p$ with $(i_1, i_2) \neq (0, 0)$. For $A = \begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix} \in S_0$, we define $A'$ to be the matrix $\begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}$. Note that $A, A' \in \text{GL}(2, \mathbb{Z}_p)$ since $\alpha \beta \gamma \delta$ is a quadratic nonresidue. If $A = \begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix}$ and $B = \begin{pmatrix} j_1 & j_2 \\ i_1 & i_2 \end{pmatrix}$, then we have $A, B \in S_0$ and

$$A(B') = \begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix} \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} = \begin{pmatrix} i_1j_1 + i_2j_2 & \alpha \beta + \gamma \delta \\ i_1j_2 + i_2j_1 & \alpha \delta + \gamma \beta \end{pmatrix} = B(A').$$

Therefore, Assumption 1 in the previous section holds. In the rest of the paper, the matrix $\begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix}$ and $\begin{pmatrix} i_1 & i_2 \\ j_1 & j_2 \end{pmatrix}$ are denoted by $A(i_1, i_2)$ and $A'(i_1, i_2)$, respectively. Hence, we have

$$A(i_1, i_2)A'(j_1, j_2) = A(j_1, j_2)A'(i_1, i_2) \quad (2.1)$$

for all $i_1, i_2, j_1, j_2 \in \mathbb{Z}_p$. Let $\pi_1 : G \times G \to G$ be the projection into the first coordinate, that is, $\pi_1((a^ib^j, a^ib^j)) = a^ib^j$. We note that $\pi_1((x^A(i_1, i_2)) = a^{wi_1 + yj_1}b^{w_1 + yj_2}$, $\pi_1((x^A(i_1, i_2)) = a^{wi_1 + yj_1}b^{w_1 + yj_2}$. \(\text{ACTDH protocol: Let } x = (a, b).\)
Step 1: Alice chooses integers $i_1, i_2$ randomly. She computes $x^{A(i_1, i_2)} = (a^{\alpha_{i_1}} b^{\delta_{i_2}}, a^{\gamma_{i_2}} b^{\delta_{i_1}})$ and transmits it to Bob.

Step 2: Bob chooses integers $j_1, j_2$ randomly. He computes $x^{A(j_1, j_2)} = (a^{\alpha_{j_2}} b^{\delta_{j_1}}, a^{\gamma_{j_1}} b^{\delta_{j_2}})$ and transmits it to Alice.

Step 3: Alice obtains $K = a^{\alpha_{i_1} k_{j_1} + \beta_{i_2} k_{j_2} + \delta_{i_1} (i_2 + i_2 j_1)}$ by computing

$(a^{\alpha_{j_2}} b^{\delta_{j_1}})^{k_{i_1}} = a^{\alpha_{k_{j_1} i_1}} b^{\delta_{k_{i_2} i_2}}$ and $(a^{\alpha_{j_2}} b^{\delta_{k_{i_1} i_1}})^{k_{i_2}} = a^{\beta_{k_{i_2} j_2}} b^{\delta_{k_{i_1} i_2 j_2}}$ and multiplying them. Note that $K = \pi_1((x^{A(j_1, j_2)})^{A'(i_1, i_2)})$.

Step 4: Bob similarly computes $K = \pi_1((x^{A(i_1, i_2)}) A'(j_1, j_2))$. Then $K$ is the common key for Alice and Bob.

Example: We now provide an example of a direct product of two cyclic groups of prime order. Let $q$ and $r$ be large primes such that $p | q - 1$ and $p | r - 1$. Set $n$ be $qr$. Let $g_1$ be a $p$th root of unity in mod $q$, and let $g_2$ be a $p$th root of unity in mod $r$. For some $c_1 \in Z_p^*$ and $c_2 \in Z_r^*$, choose $a \in Z_n$ and $b \in Z_n$ such that $a = g_1 (\mod q)$, $a = g_2^c$ (mod $r$), $b = g_2^c$ (mod $q$), $b = g_2^c$ (mod $r$). It is easy to see that if $c_1 c_2 \neq 1 \mod p$, then $Z_n = < a > \times < b >$.

### 2.4 Security Compared with the Diffie-Hellman Protocol

Breaking the ACTDH protocol is equivalent to solving the following problem. Suppose $G$ is a finite abelian group and that $a, b \in G$. Each of the parameters $\alpha, \beta, \gamma, \delta$ is relatively prime to both $\frac{a}{b}$ and $\frac{b}{a}$. The action Diffie-Hellman problem (ACTDH problem) in $G$ for $a, b$ is defined by:

**INPUT:**

$(a, b, a^{\alpha_{i_1} i_2}, b^{\delta_{i_2}}, a^{\gamma_{i_2} j_1}, b^{\delta_{j_1}})$.

**OUTPUT:**

$a^{\delta_{i_1} j_1 + \beta_{i_2} j_2} b^{\delta_{i_1} i_2 + i_1 j_1}$,

where $i_1, i_2, j_1, j_2$ are randomly and independently chosen integers.

The following result guarantees that the ACTDH protocol is at least as secure as the DH protocol if the parameters are carefully chosen.

**Theorem 1.** Let $\alpha, \beta, \gamma, \delta$ be integers. We suppose each of them is relatively prime to $|G|$. If there exists an efficient algorithm solving the ACTDH problem (with the parameters $\alpha, \beta, \gamma, \delta$) in an abelian group $G$ for all $a, b$ in $G$, then there exists an efficient algorithm solving the DH problem in $G$ for all $a$ in $G$.

**Proof.** Suppose there is an efficient algorithm solving the ACTDH problem for all $a$ and $b$. We construct an efficient algorithm solving the DH problem, that is, an algorithm that computes $a^{i_1 j_2}$ for the inputs $a^{i_1}$ and $a^{j_2}$, where $a$ is an element of $G$. Let $i_2 = j_2 = 0$. We input $(a^{\alpha_{i_1}}, b^{\delta_{j_2}}) = (a^{\alpha_{i_1}}, 1) = ((a^{i_1})^{\alpha}, 1)$ and $(a^{\alpha_{j_2}}, b^{\gamma_{j_1}}) = (a^{\gamma_{j_1}}, 1) = ((a^{j_1})^{\gamma}, 1)$ to the algorithm solving the ACTDH problem with respect to $a$ and $b$. Then we obtain $a^{\delta_{i_1} j_1 + \beta_{i_2} j_2} b^{\delta_{i_1} j_1 + i_2 j_1} = a^{\delta_{i_1} j_1}$. We note that we can compute $(a^{i_1})^{\alpha}$ and $(a^{j_1})^{\alpha}$ because we are given $a^{i_1}, a^{j_1}$ and $\alpha$ is a public information. Since both $\alpha$ and $\delta$ are relatively prime to $|a|$, we can find the integer $m$ such that $(a^{\alpha})^m = a$. Then $(a^{\delta_{i_1} j_1})^m = (a^{\delta_{i_1} j_1})^m = a^{i_1 j_1}$, and hence, the DH problem is efficiently solved.
Let $G$ be a finite abelian group and $a, b$ be elements in $G$. We set $H$ to be the subgroup of $G$ generated by $a$ and $b$. The *multiple discrete logarithm problem* (MDLOG for short) in the group $H = < a, b >$ is the algorithmic problem defined by:

**INPUT:** An element $g$ of $H$.

**OUTPUT:** A pair $(x, y)$ of non-negative integers such that $g = a^x b^y$.

Since $H$ is generated by $a$ and $b$, there exists at least one pair $(x, y)$ of non-negative integers satisfying $g = a^x b^y$. Such a pair is uniquely determined only when $H$ is the internal direct product $< a > \times < b >$. Clearly the ACTDH problem is reduced to the MDLOG problem, and hence, the ACTDH protocol can be broken if the MDLOG is efficiently solved.

### 3 Generic Reductions and Security

We discuss the security of the ACTDH protocol from the point of view of the generic model. We show the ACTDH protocol with carefully chosen parameters is secure than the DH protocol in the generic model. To simplify the argument, we consider only the ACTDH protocol over a multiplicative group $G$ isomorphic to $\mathbb{Z}_p \times \mathbb{Z}_p$, where $p$ is a large prime in the rest of the paper. We show that the ACTDH protocol is secure even against the adversary who can solve the DLOG if we impose the condition on the parameters $\alpha, \beta, \gamma, \delta$ as follows.

1. $\alpha, \beta, \gamma, \delta$ are relatively prime to $p$, \hspace{1cm} (C1)
2. $\alpha \beta \gamma \delta$ is a quadratic nonresidue (mod $p$). \hspace{1cm} (C2)

Suppose that the conditions (C1) and (C2) are satisfied in the rest of the paper. The condition (C1) is imposed to prevent $\alpha, \beta, \gamma, \delta$ from collapsing elements $a, b \in G$. On the other hand, the condition (C2) seems rather artificial. We explain the condition (C2) in Section 3.3.

#### 3.1 Generic Algorithms

A *generic algorithm* is a general-purpose algorithm, which does not rely on any property of the representation of the group (see [10,5]). A generic algorithm enumerates group elements starting from a given set of elements of $G$: starting from a set $R$ of generators of $G$, it enumerates a sequence $g_1, g_2, \ldots, g_n$ of elements of $G$ such that $g_n = g$ and $g_i \in R$ or $g_i = g_{j-1}$ or $g_i = g_j g_k$ for some $j, k < i$ for each $i$. In a certain stage, the algorithm finds elements $g_i$ and $g_j$ ($i \neq j$) that represent the identical binary string. Then we can obtain information for the hidden information by solving linear equations obtained from the information on $g_i$ and $g_j$.

Let $\sigma$ be a random mapping from $\mathbb{Z}_p$ to a set $S$ of binary strings of size $p$. The generic algorithm is allowed to query the *group operation oracle* that computes the function $add$ and $rev$ defined by: $add(\sigma(x), \sigma(y)) = \sigma(x + y)$ and
\( \text{inv}(\sigma(x)) = \sigma(-x) \) for \( x, y \in \mathbb{Z}_p \), without any computational cost. Note that 
\( \text{add}(\sigma(x), \sigma(y)) = \sigma(x+y) \) corresponds to the group multiplication, 
\( g^x g^y = g^{x+y} \), and 
\( \text{inv}(\sigma(x)) = \sigma(-x) \) corresponds inversion of a group element, 
\( g^{-1} = g^{-1} \).

A generic algorithm for the DLOG in the cyclic group \( \mathbb{Z}_p \) takes \( (\sigma(1), \sigma(x)) \) as an input and outputs \( x \), where \( x \in \mathbb{Z}_p \). We note that in \cite{5} the Diffie-Hellman oracle is introduced to study the generic reduction of the DLOG to the DH.

### 3.2 Generic Reductions

We now investigate the hardness of breaking the ACTDH protocol compared with the DLOG problem in terms of the generic reduction. A generic algorithm for ACTDH problem runs as follows. The group \( \mathbb{Z}_p \times \mathbb{Z}_p \) (p is a prime) is encoded by \( \sigma \) into a set \( S \) of binary strings. A generic algorithm takes a list \( (\sigma(1), \sigma(2), \sigma(3), \sigma(4), \sigma(5)) \) as an input, computes by calling the group operation oracles and then outputs \( \sigma(a \sigma_{i1} + b \sigma_{i2}) \). We note that the input corresponds to group elements \( a \sigma_{i1} b \sigma_{i2} \) and \( a \sigma_{i2} b \sigma_{i1} \), and the output corresponds to the group element \( a \sigma_{i1} b \sigma_{i2} + b \sigma_{i2} a \sigma_{i1} \). In addition to the group operation oracles, we allow the generic algorithm calling the discrete logarithm oracle. A discrete logarithm (DLOG) oracle for \( \mathbb{Z}_p \times \mathbb{Z}_p \) takes the pair \((\sigma(i1, i2), \sigma(j1, j2))\) as an input and then outputs the integer \( n \) such that \( n i1 = j1 \pmod{p} \) and \( n i2 = j2 \pmod{p} \) without any computation cost if such \( n \) exists. If no \( n \) satisfying the equations above exists, then we call such an input illegal. We assume the oracle does nothing to illegal inputs and the generic algorithm proceeds.

**Theorem 2.** Let \( \mathcal{A} \) be a generic algorithm solving the ACTDH problem in the group \( \mathbb{Z}_p \times \mathbb{Z}_p \), where \( p \) is a prime. The parameters \( \alpha, \beta, \gamma, \delta \) satisfy the conditions (C1) and (C2). Suppose \( \mathcal{A} \) makes at most \( R \) queries to the group operation oracle and at most \( L \) queries to the DLOG oracle, respectively. Then the probability \( \theta \) that \( \mathcal{A} \) returns the correct answer is at most
\[
\frac{2L(R+6)(R+5)}{p^2} + \frac{(R+6)(R+5)}{p^2} + \frac{4(R+6)}{p^2},
\]
where the probability is taken over \( i1, i2, j1, j2 \) and a representation \( \sigma \).

The expected number of queries to the DLOG oracle is at least
\[
\frac{\theta}{2(R+6)(R+5)} - \frac{1}{2} - \frac{2}{p(R+5)}.
\]

We first discuss the consequences of Theorem 2. Let \( T \) denote the total running time of \( \mathcal{A} \). Since \( T \geq L + R \), we have \( T \geq L \) and \( T \geq R \). Suppose \( \theta \) is a constant. By Theorem 2, we have
\[
\frac{2L(T+1)(T+6)(T+5)}{p^2} + \frac{(T+6)(T+5)}{p^2} \geq \theta.
\]
Therefore, \( T \) is in \( \Omega(\sqrt{p}) = \Omega(2^{\frac{1}{2} + \epsilon}) \). This implies that there exists no probabilistic polynomial time algorithm that breaks the ACTDH protocol even if the DLOG oracle is allowed.

Next suppose that the DLOG oracle is not available. The expected number of queries to the group operation oracle for solving the ACTDH problem is derived from Theorem 2 by letting \( L = 0 \). An upper bound of the success probability \( \theta \) is
\[
\frac{(R+6)(R+5)}{p^2} + \frac{4(R+6)}{p^2},
\]
and hence, the expected number of queries to the group operation oracle is estimated at \( \Omega(\sqrt{p}) \) if \( \theta \) is a constant.
We now prove Theorem 2. The following is significant in the proof below and is proved in [9].

**Lemma 1** ([9]). Given a non-zero polynomial $F$ in $\mathbb{Z}_p[X_1, X_2, \cdots, X_k]$ ($p$ is a prime) of total degree $d$, the probability that $F(x_1, x_2, \cdots, x_k) = 0$ for independently and randomly chosen elements $x_1, x_2, \cdots, x_k$ of $\mathbb{Z}_p$ is at most $\frac{d}{p}$.

**Proof of Theorem 2.** We simulate a generic algorithm by polynomials over $\mathbb{Z}_p$. At the beginning, we have six pairs of polynomials $(F_1, H_1) = (1, 0)$, $(F_2, H_2) = (0, 1)$, $(F_3, H_3) = (\alpha X_1, \beta X_2)$, $(F_4, H_4) = (\gamma X_2, \delta X_1)$, $(F_5, H_5) = (\alpha Y_1, \beta Y_2)$, $(F_6, H_6) = (\gamma Y_2, \delta Y_1)$ in the ring $\mathbb{Z}_p[X_1, X_2, Y_1, Y_2]$. Each pair corresponds to the representations (of the group elements) $\sigma(1, 0), \sigma(0, 1), \sigma(\alpha t_1, \beta t_2), \sigma(\gamma t_2, \delta t_1)$, $\sigma(\alpha t_2, \beta t_1), \sigma(\gamma t_1, \delta t_1)$, respectively. We compute polynomials $F_i(X_1, X_2, Y_1, Y_2)$ and $H_i(X_1, X_2, Y_1, Y_2)$ for $i > k, \ell$ so that the pair $(F_i, H_i)$ of polynomials corresponds to the pair $\sigma(F_i(i_1, i_2, j_1, j_2), H_i(i_1, i_2, j_1, j_2))$ of representations (of the group elements). When the multiplication oracle is called with the inputs corresponding to the inputs of $(F_k, H_k)$ and $(F_1, H_1)$, we compute polynomials $F_i$ and $H_i$ by setting $F_1 = F_1 + F_i$ and $H_1 = H_k + H_i$ where $i > k, \ell$. Similarly, when the inversion oracle is called with the inputs corresponding to the pair $(F_k, H_k)$, we compute polynomials $F_1 = -F_k$ and $H_1 = -H_k$ where $i > k, \ell$. When the DLOG oracle is called with the inputs corresponding to $(F_1, H_1)$ and $(F_i, H_i)$, it returns $s \in \mathbb{Z}_p$ such that $s F_i(i_1, i_2, j_1, j_2) = F_1(i_1, i_2, j_1, j_2)$ and $s H_i(i_1, i_2, j_1, j_2) = H_1(i_1, i_2, j_1, j_2)$ if such $s$ exists. In this case, we do not produce polynomials, but we get the information that $i_1, i_2, j_1, j_2$ satisfy the equations $s F_k = F_1$ and $s H_k = H_1$. We suppose that a generic algorithm has a chance to return the correct answer only when we find non-trivial equations satisfied by $i_1, i_2, j_1, j_2$ in our simulation of the computation.

When the generic algorithm calls the DLOG oracle for the inputs $(F_0(i_1, i_2, j_1, j_2), H_0(i_1, i_2, j_1, j_2))$ and $(F_0(i_1, i_2, j_1, j_2), H_1(i_1, i_2, j_1, j_2))$, there are three possible cases. The first possible case is that the inputs are illegal, that is, the second input is not a power of the first. The second case is that the inputs are legal but the polynomials $F_0, H_0, F_1, H_1$ satisfy the condition $F_0 H_1 - H_0 F_1 \equiv 0 \pmod{p}$. The third case is that the inputs are legal and $F_0 H_1 \neq H_0 F_1 \pmod{p}$. We show that information on $i_1, i_2, j_1, j_2$ can be derived only in the last case. If the first case occurs, the DLOG oracle does not return anything except for an error message. We have no chance to gain the information on $i_1, i_2, j_1, j_2$ other than that the second is not a power of the first. We now discuss the second case. Let us suppose that $F_0 H_1 - F_1 H_0 \equiv 0 \pmod{p}$. First we note that since $F_1, H_0, F_1, H_1$ are polynomials of at most degree 1 over $\mathbb{Z}_p$, they are units or irreducible polynomials. Since the polynomial ring $\mathbb{Z}_p[X_1, X_2, Y_1, Y_2]$ is a unique factorization domain, we have either $u F_1 = F_0$ and $u H_0 = H_1$ for some $u \in \mathbb{Z}_p$ or $u F_1 = H_0$ and $u F_0 = H_1$ for some $u \in \mathbb{Z}_p$. In the case that $u F_0 = F_1$ and $u H_0 = H_1$, the DLOG oracle returns $u \in \mathbb{Z}_p$ to the inputs $\sigma(F_0, H_0)$ and $\sigma(F_1, H_1)$, but we do not obtain any information on $i_1, i_2, j_1, j_2$ because the equations $u F_0 = F_1$ and $u H_0 = H_1$ are satisfied not only by $i_1, i_2, j_1, j_2$ but also by all $x_1, x_2, y_1, y_2 \in \mathbb{Z}_p$. Next we suppose that $u F_1 = H_0$ and $u F_1 = H_1$. By the
definition of $F_k$ and $H_k$, we can write $F_k = c_1 + c_2 \alpha X_1 + c_3 \gamma X_2 + c_5 \alpha Y_1 + c_6 \gamma Y_2$ and $H_k = c_2 + c_3 \beta X_2 + c_5 \delta X_1 + c_6 \beta Y_2 + c_6 \delta Y_1$ where $c_1, c_2, c_3, c_5, c_6 \in \mathbb{Z}_p$. Since $uF_k = H_k$, we have $uc_1 = c_2$ and

$$
\begin{pmatrix}
\alpha - \delta \\
\beta \\
-\alpha - \beta \gamma
\end{pmatrix}
\begin{pmatrix}
c_3 \\
c_4 \\
c_5
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix} \pmod{p},
\begin{pmatrix}
\alpha - \delta \\
\beta \\
-\alpha - \beta \gamma
\end{pmatrix}
\begin{pmatrix}
c_5 \\
c_6
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix} \pmod{p}.
$$

Because of (C2), the matrix $\begin{pmatrix}
\alpha - \delta \\
\beta \\
-\alpha - \beta \gamma
\end{pmatrix}$ is non-singular. Hence, we have $c_3 = c_4 = c_5 = c_6 = 0 \pmod{p}$ and so both $F_k$ and $H_k$ are constants. It follows that $F_1$ and $H_1$ are constants. Therefore, the oracle call with an input $\sigma(F_k, H_k)$ and $\sigma(F_1, H_1)$ such that $F_k H_k = F_1 H_1$ does not provide any information on $i_1, i_2, j_1, j_2$. Consequently, we can obtain information on $i_1, i_2, j_1, j_2$ only when the third case occurs and so we say that a DLOG oracle query is meaningful if it is called in the third case, otherwise it is meaningless.

We now find an upper bound of the probability that $A$ returns the correct answer. There are three probable cases for a generic algorithm to return the correct answer. (Case 1) At least one DLOG oracle query is meaningful. (Case 2) All DLOG oracle queries are meaningless and there are $(F_k, H_k)$ and $(F_1, H_1)$ such that $(F_k, H_k) \neq (F_1, H_1)$ as polynomials over $\mathbb{Z}_p$, but $F_k(i_1, i_2, j_1, j_2) = F_1(i_1, i_2, j_1, j_2)$ and $H_k(i_1, i_2, j_1, j_2) = H_1(i_1, i_2, j_1, j_2)$. (Case 3) All DLOG oracle queries are meaningless and we have $(F_k(i_1, i_2, j_1, j_2), H_k(i_1, i_2, j_1, j_2)) = (\alpha \delta i_1 j_1 + \beta \gamma i_2 j_2, \beta \delta (i_1 j_2 + i_2 j_1))$ for some $(F_k, H_k)$. We find a bound on the probability in each of (Case 1), (Case 2) and (Case 3).

(Case 1) The probability that a query to a DLOG oracle is meaningful is bounded by the probability that for some $k$ and $l$ with $F_k H_k - F_l H_l \neq 0$ and some $s$ in $\mathbb{Z}_p$ we have $s F_k(x_1, x_2, y_1, y_2) = F_l(x_1, x_2, y_1, y_2)$ and $s H_k(x_1, x_2, y_1, y_2) = H_l(x_1, x_2, y_1, y_2)$ for randomly chosen $x_1, x_2, y_1, y_2$ in $\mathbb{Z}_p$. Then the probability is bounded by an upper bound of the probability that for randomly chosen $x_1, x_2, y_1, y_2$ in $\mathbb{Z}_p$, we have an equation $F_k(x_1, x_2, y_1, y_2) H_k(x_1, x_2, y_1, y_2) = F_l(x_1, x_2, y_1, y_2) H_l(x_1, x_2, y_1, y_2)$ since we have the equations:

$$
\begin{align*}
 s F_k(x_1, x_2, y_1, y_2) H_k(x_1, x_2, y_1, y_2) &= F_l(x_1, x_2, y_1, y_2) H_k(x_1, x_2, y_1, y_2), \\
 s F_k(x_1, x_2, y_1, y_2) H_k(x_1, x_2, y_1, y_2) &= F_k(x_1, x_2, y_1, y_2) H_l(x_1, x_2, y_1, y_2).
\end{align*}
$$

The probability that for randomly chosen $x_1, x_2, y_1, y_2$ from $\mathbb{Z}_p$, we have $F_l(x_1, x_2, y_1, y_2) H_k(x_1, x_2, y_1, y_2) = F_k(x_1, x_2, y_1, y_2) H_l(x_1, x_2, y_1, y_2)$ is bounded by $2/p$ by Lemma 3.1 since the total degree of the polynomials $F_k H_k - F_l H_l$ does not exceed two and $F_k H_k - F_l H_l \neq 0$ as a polynomial. It follows that the probability that at least one DLOG oracle query is meaningful is bounded by $L(R+6)(R+5) \times \frac{2}{p}$. (Case 2) Assume that $(F_k, H_k) \neq (F_1, H_1)$. There are three cases: (i) $F_k \neq F_1$ (we do not care whether $H_k \neq H_1$ or $H_k \neq H_1$) and (ii) $F_k = F_1$ and $H_k \neq H_1$. In the case (i), the probability that $F_k(i_1, i_2, j_1, j_2) = F_1(i_1, i_2, j_1, j_2)$ for ran-
domly chosen $x_1, x_2, y_1, y_2$ in $Z_p$ is at most $\frac{1}{p}$ by Lemma 3.1. Hence, the probability that $F_k(i_1, i_2, j_1, j_2) = F_l(i_1, i_2, j_1, j_2)$ and $H_k(i_1, i_2, j_1, j_2) = H_l(i_1, i_2, j_1, j_2)$ for some $k, l$ and randomly chosen $x_1, x_2, y_1, y_2$ in $Z_p$ is \((R+6)/(R+5)\) in the case (i). Similarly the probability in the case (ii) is at most \(\left(\frac{R+6}{R+5}\right)^2\). Therefore the probability in (Case 2) is at most \(\frac{(R+6)^2}{2p}\) (Case 3) By Lemma 3.1, an upper bound is \((R+6) + \frac{1}{2p}\) for the probability of the event that for randomly chosen $x_1, x_2, y_1, y_2$ in $Z_p$, we have \((F_k(x_1, x_2, y_1, y_2), H_k(x_1, x_2, y_1, y_2)) = (\alpha \delta x_1 y_1 + \beta \gamma x_1 y_1 + x_2 y_1))\) for some \((F_k, H_k)\) because the total degrees of the polynomials $F_k - \alpha \delta X_1 Y_1 + \beta \gamma X_2 Y_2$ and $H_k - \beta \delta (X_1 Y_2 + X_2 Y_1)$ are two. We note that $\alpha \delta \neq 0$, $\beta \gamma \neq 0$ and $\beta \delta \neq 0$ (mod $p$) by the condition (C1). Consequently, the probability that a generic algorithm outputs the correct answer is at most \(L(R+6)/(R+5)\) \(\frac{1}{2p} + \frac{(R+6)^2}{p}\) + \(\frac{1}{2p}\).

We next discuss the generic reduction of MDLOG to DLOG. The following result indicates that the MDLOG cannot be solved without a large number of queries to the DLOG oracle. For the group $Z_p \times Z_p$, where $p$ is a prime, a generic algorithm for the MDLOG takes $(\sigma(1, 0), \sigma(0, 1), \sigma(x_1, x_2))$ as an input and outputs $(x_1, x_2)$, where $x_1, x_2$ are integers with $0 \leq x_1 < p$ and $0 \leq x_2 < p$.

**Theorem 3.** Let $A$ be a generic algorithm that solves the MDLOG in $G$. Suppose that $A$ makes at most $R$ queries to the group operation oracle and at most $L$ queries to the DLOG oracle, respectively. Then the probability $\theta$ that $A$ returns the correct answer is at most $\frac{2L(R+3)(R+2)}{p} + \frac{(R+3)(R+2)}{p^2} + \frac{1}{p^2}$, where the probability is taken over $i_1, i_2, j_1, j_2$ and a representation $\sigma$. The expected number of the DLOG oracle queries is at least $\frac{p^2}{(R+3)(R+2)} - \frac{1}{2} - \frac{2}{R+2}$.

### 3.3 Improper Parameters

The condition (C2) given in Section 3 is vital. If $\alpha \beta \gamma \delta$ is a quadratic residue (mod $p$), then there exists an attack against the ACTDH protocol by using the DLOG oracle.

**Attack against ACTDH protocol with improper parameters:**

Suppose that $\alpha \beta \gamma \delta = u^2$ (mod $p$) for some $u$. Then the matrix \[
\begin{pmatrix}
u \alpha & -\delta \\
\beta & -u \gamma
\end{pmatrix}
\] is singular, and hence, the system of equations

\[
\begin{pmatrix}
u \alpha & -\delta \\
\beta & -u \gamma
\end{pmatrix}
\begin{pmatrix}s \\
t
\end{pmatrix} = \begin{pmatrix}0 \\
0
\end{pmatrix}
\] (mod $p$)

has a nontrivial solution. Suppose that $(s, t) = (c_3, c_4)$ is a nontrivial solution. We are given group elements $a, b, a^\alpha b^\beta c_3, a^\gamma b^\delta c_4$ and so we can compute $(a^\alpha b^\beta c_3) / (a^\gamma b^\delta c_4)^c = a^{c_3 \alpha + c_4 \gamma - c_3 \beta - c_4 \delta}$. By the definition of $c_3, c_4$, we have $u(c_3 \alpha + c_4 \gamma) = c_3 \beta + c_4 \delta$. We have obtained $(a b^u)^{c_3 \alpha + c_4 \gamma}$. We compute $a b^u$ and then call the DLOG oracle with the inputs $(a b^u)^{c_3 \alpha + c_4 \gamma}$ and $a b^u$. The oracle returns $h_1 = c_3 \alpha + c_4 \gamma$. We then do a similar process.
with another \((c'_3, c'_4)\) and obtain \(h'_i = c'_0i_1 + c'_0i_2\). Then we may be able to obtain \(i_1\) and \(i_2\). Likewise the adversary can obtain \(j_1\) and \(j_2\).

### 4 Asymmetric Encryption Scheme

The ACTDH protocol is applied to construct a public key cryptosystem as follows. Let \(G\) be a group isomorphic to the direct product \(C \times C\) where \(C\) is the cyclic group of prime order \(p\). Suppose that \(G = \langle a, b \rangle\). The action of \(GL(2, \mathbb{Z}_p)\) on \(G \times G\) is given in Section 2.3. Recall that \(A(i_1, i_2)\) and \(A'(i_1, i_2)\) are the matrices \[
\begin{pmatrix}
i_1\alpha & i_2\gamma \\
i_2\beta & i_1\delta
\end{pmatrix}
\] and \[
\begin{pmatrix}
i_1\delta & i_2\gamma \\
i_2\beta & i_1\alpha
\end{pmatrix}
\], respectively.

**Key generation:** Let \(\alpha, \beta, \gamma, \delta\) be parameters satisfying (C1) and (C2). Let \(x = (a, b) \in G \times G\). Bob chooses \(i_1, i_2 \in \mathbb{Z}_p\) randomly. Then he computes \(y = x^{A(i_1, i_2)} = (a^{i_1}b^{i_2}\alpha, a^{i_1}b^{i_2}\beta\gamma i_1\delta),\) and publicizes the key \((x, y)\).

**Encryption:** Alice chooses \(j_1, j_2 \in \mathbb{Z}_p\) randomly. Then she encrypts the message \(m = a^b \in G\) as \((m \pi_1(y^{A(j_1, j_2)}), x^{A(j_1, j_2)}))\).

**Decryption:** Obtaining the ciphertext \((m \pi_1(y^{A(j_1, j_2)}), x^{A(j_1, j_2)}))\), Bob computes the group element \(\pi_1((x^{A(j_1, j_2)})^{A(i_1, i_2)})\) and its inverse. Then he can obtain \(m\) as \(m \pi_1(y^{A(j_1, j_2)})(\pi_1((x^{A(j_1, j_2)})^{A(i_1, i_2)})^{-1} \) since the group element \((x^{A(i_1, i_2)} \cdot A'(j_1, j_2))\) coincides with \((x^{A(j_1, j_2)} \cdot A'(i_1, i_2))\).

Let \(G\) be a group isomorphic to the direct product of two cyclic group of order prime \(p\). Suppose \(\{a, b\}\) is a set of generators of \(G\). We set \(x = (a, b)\). Suppose \(A\) is a probabilistic polynomial time algorithm and for an input \((x^{A(i_1, i_2)}, x^{A(j_1, j_2)}), M\), where \(i_1, i_2, j_1, j_2\) are chosen randomly and \(M \in GL(2, \mathbb{Z}_p)\), \(A\) outputs 1 if \(x^{A(i_1, i_2)}A'(j_1, j_2) = M\) and outputs 0 otherwise, with probability better than \(\frac{1}{2} + \frac{c}{n^n}\) for some constant \(c\) for large enough \(n\). Then \(A\) is called a DACTDH algorithm. The DACTDH assumption is to assume that there is no DACTDH algorithm. The DACTDH assumption seems weaker than the DH assumption since there is no trivial application of the DLOG oracle to solve the DACTDH problem while the DDH problem is easily solved using the DLOG oracle.

**Theorem 4.** The proposed encryption scheme is not secure in the sense of indistinguishability if and only if there exists a DACTDH algorithm.

The proof of the theorem above is omitted. The conclusion is that the proposed encryption scheme is secure against passive attacks if and only if DACTDH is intractable.
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Abstract. A notion of resource-bounded Baire category is developed for the class $P_{C[0,1]}$ of all polynomial-time computable real-valued functions on the unit interval. The meager subsets of $P_{C[0,1]}$ are characterized in terms of resource-bounded Banach-Mazur games. This characterization is used to prove that, in the sense of Baire category, almost every function in $P_{C[0,1]}$ is nowhere differentiable. This is a complexity-theoretic extension of the analogous classical result that Banach proved for the class $C[0,1]$ in 1931.

1 Introduction

Baire category and Lebesgue measure provide a structural framework to classify the relative sizes of infinite sets in various spaces. In the context of complexity theory, the space that we are most familiar with is the space of all languages, i.e., the Cantor space. Unfortunately, since most sets of languages of interest (P, NP, etc.) inside of the Cantor space are countable, classical versions of category and measure cannot classify the relative sizes of these sets in any nontrivial way. To remedy this situation, computable versions of category were investigated by Mehlhorn [18] and Liskov [10], and resource-bounded versions of measure and category were developed by Lutz [11,12,13,14], Fenner [6,7], Mayordomo [16,17], Allender and Strauss [1], Strauss [23], and others. Resource-bounded category and measure have been used successfully to examine the structure of complexity classes in a variety of contexts [2,4,24, etc.]. The recent surveys by Lutz [15] and Ambos-Spies and Mayordomo [3] provide an overview of work in this area.

In contrast to classical complexity theory, the complexity theory of real functions [9] works primarily in the space $C[0,1]$ consisting of all continuous functions

* This research was supported in part by National Science Foundation Grants 9157382, 9610461, and 9988483.

over the closed interval $[0, 1]$. As in the Cantor space, all countable subsets of $C[0, 1]$ are small (meager, measure 0) in the sense of Baire category and Lebesgue measure. Hence, these classical theories cannot classify sets of computable real functions in any nontrivial way. To remedy this situation, we develop a resource-bounded version of Baire category in $C[0, 1]$ and use it to investigate the distribution of differentiability in $P_{C[0,1]}$, the class of all polynomial-time computable, continuous functions over the closed interval $[0, 1]$.

Let $\mathcal{ND} = \{ f \in C[0, 1] \mid f \text{ is nowhere differentiable} \}$, where $C[0, 1]$ is the space of all continuous functions $f : [0, 1] \to \mathbb{R}$. In the nineteenth century, Weierstrass [25] exhibited a function $f \in \mathcal{ND}$. Subsequently, many other such functions have been shown to exist [26, etc.]. In 1931 Banach [5] proved that $\mathcal{ND}$ is a comeager subset of $C[0, 1]$ in the sense of Baire category. That is, $C[0, 1] - \mathcal{ND}$ is meager. Banach’s result implies the result of Weierstrass, since $C[0, 1]$ is not meager. However, Banach’s result says more — it says that any subset of $C[0, 1]$ that is not meager contains a nowhere differentiable function. Hence, the existence of nowhere differentiable functions with various properties can be shown by direct application of the category result.

As mentioned above, $P_{C[0,1]}$ is a countable, and hence meager subset of $C[0, 1]$. Hence, Banach’s result cannot be used to demonstrate the existence of a polynomial-time computable real valued function that is nowhere differentiable. Indeed, Banach’s result leaves the possibility that no polynomial-time computable function is nowhere differentiable. However, this is not the case. As shown by Ko [9], certain well-known nowhere differentiable functions are, in fact, polynomial-time computable. Indeed, related results for computable functions were shown much earlier in the work by Myhill [19] and Pour-El and Richards [21]. Here we show that $\mathcal{ND}$ is comeager in $P_{C[0,1]}$, a result that implies both Banach’s original result [5] and Ko’s later result [9] for the polynomial-time computable functions.

The paper is structured as follows. In section 2, we give the necessary preliminary notation and definitions from real analysis, Baire category, and the complexity theory of real functions. In section 3, we define a resource-bounded Baire Category for $C[0, 1]$. The central definition is that of the $p$-meager sets in $C[0, 1]$. As we show, every $p$-meager set is meager in the classical sense. Following the work of Lutz [12,13], Fenner [6,7], and Straus [23], we also show that the class of $p$-meager sets forms an ideal of “small” sets. That is, the $p$-meager sets satisfy the following conditions: (i) subsets of $p$-meager sets are $p$-meager, (ii) the $p$-meager sets are closed under finite unions, (iii) the $p$-meager sets are closed under effective countable unions, (iv) for each function $f \in P_{C[0,1]}$, the set $\{ f \}$ is $p$-meager, and (v) $P_{C[0,1]}$ is not $p$-meager. In addition, we give a characterization of the $p$-meager sets in terms of resource-bounded Banach-Mazur games in $C[0, 1]$. In section 4, we use this characterization to prove our main result, namely, that $\mathcal{ND}[0, 1]$ is $p$-meager. This implies that the set of polynomial-time computable functions that have a derivative at some point $x \in [0, 1]$ is a negligibly small subset of $P_{C[0,1]}$. The proofs of all technical results in section 3 are omitted from this extended abstract.
2 Preliminaries

We begin by presenting the necessary notation and definitions from real analysis, Baire category, and complexity theory of real functions. For a more detailed presentation, see Rudin [22], Oxtoby [20], or Ko [9]. To begin, let \( \mathcal{C}[0, 1] \) be the set of continuous real valued functions on the compact domain \([0, 1]\). Given any functions \( f \) and \( g \) in \( \mathcal{C}[0, 1] \), the distance between \( f \) and \( g \) is

\[
d(f, g) = ||f - g|| = \sup_{x \in [0, 1]} |f(x) - g(x)|.
\]

It is well-known that \( \mathcal{C}[0, 1] \) along with the associated distance function \( d \) form a complete metric space.

Since \( \mathcal{C}[0, 1] \) is a complete metric space, we will sometimes call a function \( f \in \mathcal{C}[0, 1] \) a point. For \( r > 0 \), the neighborhood of radius \( r \) about the function \( f \) is the set \( N_r(f) \) containing all functions \( g \) such that \( d(f, g) < r \). Let \( S \) be a subset of \( \mathcal{C}[0, 1] \). A function \( f \) is a limit point of \( S \) if for every \( r > 0 \) there exists a \( g \neq f \) such that \( g \in N_r(f) \cap S \). If every function \( f \) that is a limit point of \( S \) is contained in \( S \), then \( S \) is closed.

Given a sequence \( f_0, f_1, \ldots, f_n, \ldots \) of functions in \( \mathcal{C}[0, 1] \), the limit of this sequence is defined point-wise. That is, if the sequence \( \{f_n(x)\} \) converges for each \( x \in [0, 1] \), then the limit of \( \{f_n\} \) is the function \( f \) defined by \( f(x) = \lim_{n \to \infty} f_n(x) \).

Since \( \mathcal{C}[0, 1] \) is a compact space, the limit of a sequence of continuous functions is also continuous.

If there is an \( r > 0 \) such that \( N_r(f) \subseteq S \), then the function \( f \) is an interior point of \( S \). If every function \( f \in S \) is an interior point of \( S \), then \( S \) is open. If every function in \( \mathcal{C}[0, 1] \) is contained in \( S \) or a limit point of \( S \) (or both), then \( S \) is dense in \( \mathcal{C}[0, 1] \).

According to [8], a set \( S \) is nowhere dense in \( \mathcal{C}[0, 1] \) if and only if for each open set \( O \), \( O \cap S \) is not dense in \( O \). Equivalently, a set \( S \) is nowhere dense if, for every open set \( O \), there exists an open set \( O' \subseteq O \) such that \( O' \cap S = \emptyset \). A set \( S \) is meager (a set of first category) in \( \mathcal{C}[0, 1] \) if it is a countable union of a family nowhere dense sets. A set \( S \) is nonmeager (a set of second category) if it is not meager. A set \( S \) is comeager (residual) if its complement is meager.

Following the work of Ko [9], we use the dyadic rational numbers \( \mathbb{D} = \{m \cdot 2^{-n} | m \in \mathbb{Z} \text{ and } n \in \mathbb{N}\} \) as finite approximations to real numbers. Because the dyadic rational numbers are dense in \( \mathbb{R} \), it is possible to define the topology of \( \mathcal{C}[0, 1] \) in terms piece-wise linear functions with dyadic rational endpoints. A function \( f \in \mathcal{C}[0, 1] \) is a piece-wise linear function with dyadic rational endpoints if there exist points \( a_0 = 0 < a_1 < a_2 < \ldots < a_n = 1 \in \mathbb{D} \) such that \( f(a_i) \in \mathbb{D} \) and for \( a_i < x < a_{i+1} \),

\[
f(x) = f(a_i) + \frac{f(a_{i+1}) - f(a_i)}{a_{i+1} - a_i} (x - a_i).
\]

A basic open set \( O \) is a set \( O = N_d(f) \), where \( d \in \mathbb{D} \cup \{\infty\}, \ d > 0 \), and \( f \) is a piece-wise linear function with dyadic rational endpoints. It is well-known that a set \( S \subseteq \mathcal{C}[0, 1] \) is nowhere dense if and only if for every basic open set \( O \) there exists a basic open set \( O' \subseteq O \) such that \( O' \cap S = \emptyset \).

Here we are primarily interested in \( P_{\mathcal{C}[0, 1]} \), the set of functions in \( \mathcal{C}[0, 1] \) that are feasibly computable. Using Theorem 2.22 of Ko [9, p. 59], we define \( P_{\mathcal{C}[0, 1]} \)
to be the set of functions $f \in \mathcal{C}[0,1]$ where there exists a sequence of piecewise linear functions $\{f_n\}$ with dyadic rational endpoints and a polynomial function $m$ such that

(i) for each $n \in \mathbb{N}$ and $0 \leq i \leq 2^m(n)$, $f_n(\frac{i}{2^m(n)}) \in \mathbb{D},$

(ii) For each $n$ and $0 \leq i < 2^m(n)$, $|f_n(\frac{i}{2^m(n)}) - f_n(\frac{i+1}{2^m(n)})| \leq 2^{-n},$

(iii) for each $n \in \mathbb{N}$ and $x \in [0,1]$, $f_n(x) - f(x) | \leq 2^{-n},$

(iv) the polynomial function $m(n) : \mathbb{N} \to \mathbb{N}$ is computable in time $p(n)$, and the function $\psi : \mathbb{D} \times \mathbb{N} \to \mathbb{D}$ defined by $\psi(\frac{i}{2^m(n)}, n) = f_n(\frac{i}{2^m(n)})$ is computable in time $q(m(n) + n)$. Here, both $p$ and $q$ are polynomials.

Finally, we define $\text{DTIME}(n^p)_{\mathcal{C}[0,1]}$ to be the set of all functions $f \in P_{\mathcal{C}[0,1]}$ satisfying the above conditions and the condition that $p(n) + q(m(n) + n) = O(n^p)$.

### 3 Resource-Bounded Baire Category in $\mathcal{C}[0,1]$

Let $\mathcal{B}$ be the set of all basic open sets. Then, a set $X \subseteq \mathcal{C}[0,1]$ is nowhere dense if there exists a function $\alpha : \mathcal{B} \to \mathbb{B}$ such that for every basic open set $x \in \mathcal{B}$, $\alpha(x) \subseteq x$ and $\alpha(x) \cap X = \emptyset$. Such a function $\alpha$ “testifies” that $X$ is nowhere dense. Intuitively, such a function $\alpha$ takes a basic open set and creates a refinement of that basic open set that misses $X$. Similarly, a set $X = \bigcup_{i=1}^{\infty} X_i$ is meager if there exists a function $\alpha' : \mathbb{N} \times \mathcal{B} \to \mathcal{B}$ such that the function $\alpha'(i, x)$ testifies that $X_i$ is nowhere dense.

Since each basic open set has a finite binary representation, a natural approach to resource-bounded Baire category on $\mathcal{C}[0,1]$ might be to require that $\alpha'$ be computable in some resource-bound, e.g., $X$ is $\Delta$-meager if there exists a function $\alpha'$ that testifies that $X$ is meager and $\alpha'$ is computable in the resources given by $\Delta$. Unfortunately, this natural approach does not allow for a reasonable notion of category inside of $P_{\mathcal{C}[0,1]}$ because a basic open set’s finite binary representation may need to be exponentially large. To remedy this situation, we instead examine functions that refine segments of basic open sets. We begin by presenting the necessary definitions.

**Definition 1.** A neighborhood component code is a 6-tuple $\kappa = (n, a, b, c, d, r)$ such that $n, a, b, c, d \in \mathbb{Z}$, $r \in \mathbb{Z} \cup \{\infty\}$, and $0 \leq \frac{r}{2^n} < \frac{1}{2^{n+1}} \leq 1$. The neighborhood component corresponding to a neighborhood component code $\kappa = (n, a, b, c, d, r)$ is the set $N(\kappa)$ consisting of all functions $f \in \mathcal{C}[0,1]$ such that for all $x \in \left[\frac{n}{2^n}, \frac{n+1}{2^n}\right]$, $\varphi_\kappa(x) - 2^r < f(x) < \varphi_\kappa(x) + 2^r$, where $\varphi_\kappa(x) = \frac{d - \frac{r}{2^{n+1}}}{\frac{1}{2^n} - \frac{2^r}{2^n}}$.

Each basic open set can be viewed as a sequence of consistent neighborhood components. This notion of consistency is defined as follows.

**Definition 2.** A neighborhood component code $\kappa_1 = (n_1, r_1, a_1, b_1, c_1, d_1)$ meets $\kappa_2 = (n_2, r_2, a_2, b_2, c_2, d_2)$ if $n_1 = n_2$, $r_1 = r_2$, $b_1 = a_2$, and $d_1 = c_2$. A neighborhood code on an interval $[a, b]$ is a finite sequence $\kappa = (\kappa_1, \kappa_2, \ldots, \kappa_l)$ of neighborhood component codes such that $\kappa_i$ meets $\kappa_{i+1}$ for all $1 \leq i < l$, $\frac{r_i}{2^n} = a_i$,
and $\frac{\Delta n}{\Delta x} = b$, where $n$ is the common first component of all the $\kappa_i$. The neighborhood corresponding to a neighborhood code $\kappa$ on an interval $[a, b]$ is the set $N(\kappa) = \bigcap_{i=1}^{\infty} N(\kappa_i)$.

It is easy to see that every basic open set is the neighborhood corresponding to some neighborhood code $\kappa$ on $[0, 1]$. In order to define the meager sets, we will need a notion of the refinement of a neighborhood.

**Definition 3.** A refinement of a neighborhood component code $\kappa = (n, r, a, b, c, d)$ is a neighborhood code $\kappa = (\kappa_1, \ldots, \kappa_l)$ on $[\frac{a}{2^n}, \frac{b}{2^n}]$ such that $N(\kappa) \subseteq N(\kappa)$ and $r_1 < r$.

Now, let $\mathcal{N}_0$ be the set of all neighborhood component codes, and let $\mathcal{N}$ be the set of all neighborhood codes. A constructor is a function $\gamma : \mathcal{N}_0 \rightarrow \mathcal{N}$ such that

(i) $(\forall \kappa \in \mathcal{N}_0)\gamma(\kappa)$ is a refinement of $\kappa$, and
(ii) $\gamma$ is consistent in the sense that if $\kappa_1$ meets $\kappa_2$ then the right hand component of $\gamma(\kappa_1)$ meets the left hand component of $\gamma(\kappa_2)$.

Given a constructor $\alpha$, it is natural to extend the application of $\alpha$ from individual neighborhood component codes to full neighborhood codes. Given a constructor $\alpha$, define $\overline{\alpha} : \mathcal{N} \rightarrow \mathcal{N}$ by $\overline{\alpha}(\kappa_1, \ldots, \kappa_l) = (\alpha(\kappa_1), \ldots, \alpha(\kappa_l))$, where $(\kappa_1, \ldots, \kappa_l)$ is the vector containing the individual components (in order) of the vectors $\kappa_1, \ldots, \kappa_l$.

Such constructors can be used to testify that sets are nowhere dense.

**Theorem 1.** Let $\alpha$ be a constructor and let $X \subseteq C[0, 1]$. If it is the case that $N(\overline{\alpha}(\kappa)) \cap X = \emptyset$ for every neighborhood code $\kappa$ that corresponds to a basic open set, then $X$ is nowhere dense.

*Proof.* This is immediate from the fact that $\alpha$ is a constructor.

It is not known whether the converse is true, i.e., that every nowhere dense set has a constructor that testifies that it is nowhere dense. Nevertheless, this approach provides a reasonable notion of category in $P_{C[0,1]}$.

To define a notion of resource-bounded Baire Category on $P_{C[0,1]}$, we apply resource bounds to our constructors. A constructor $\gamma$ is computable in polynomial time if the function $\tilde{\gamma} : \mathcal{N}_0 \times \mathbb{N} \rightarrow \mathcal{N}_0 \cup \{\perp\}$ defined by

$$\tilde{\gamma}(\kappa, i) = \begin{cases} \kappa_i & \text{if } 1 < i \leq l \\ \perp & \text{otherwise} \end{cases}$$

where $\gamma(\kappa) = (\kappa_1, \ldots, \kappa_l)$, is computable in time polynomial in $|\kappa| + |i|$. Note that we assume that $\kappa = (n, r, a, b, c, d)$ is encoded with $n$ and $r$ represented in unary with an additional sign bit for $r$. It follows that $|\kappa| \geq n + |r|$. An indexed constructor is a function $\alpha' : \mathbb{N} \times \mathcal{N}_0 \rightarrow \mathcal{N}$ such that $\alpha'(i, \kappa)$ is a constructor for each $i \in \mathbb{N}$. An indexed constructor $\alpha'$ is computable in polynomial time if $\tilde{\alpha}'(i, \kappa, j)$ is computable in time bounded by a polynomial in $|i| + |\kappa| + |j|$. We will use indexed constructors to define a notion of meager sets in $P_{C[0,1]}$. 


Definition 4. A set $X$ is $p$-meager if $X = \bigcup_{i=1}^{\infty} X_i$ and there exists a polynomial-time computable indexed constructor $\alpha'$ such that $\alpha'(i, \sigma)$ testifies that $X_i$ is nowhere dense. A set $X$ is $p$-comeager if $\overline{X} = \mathcal{C}[0, 1] - X$ is $p$-meager. A set $X$ is meager in $P_{\mathcal{C}[0,1]}$ if $X \cap P_{\mathcal{C}[0,1]}$ is $p$-meager. A set $X$ is comeager in $P_{\mathcal{C}[0,1]}$ if $\overline{X}$ is meager in $P_{\mathcal{C}[0,1]}$.

Example 1. The set $X = \{ f \in \mathcal{C}[0,1] | f(1/4) = f(3/4) \}$ is $p$-meager. Hence, $X$ is meager in $P_{\mathcal{C}[0,1]}$.

As shown in the previous example, certain simple sets of functions can be shown to be $p$-meager using Definition 4. In some cases, it is desirable to work with a modified definition that uses a slightly restricted notion of an indexed constructor. We say that a constructor $\alpha : \mathbb{N}_0 \to \mathcal{N}$ is $q$-bounded if there exists a polynomial $q$ such that for every $\kappa \in \mathbb{N}_0$, if $\alpha(\kappa) = (\kappa_1, \ldots)$ and $\kappa_1 = (n, r, a, b, c, d)$ then $n \leq q(|\kappa|)$. An indexed constructor $\alpha' : \mathbb{N} \times \mathbb{N}_0 \to \mathcal{N}$ is $q$-bounded if there exists a single polynomial $q$ such that $\alpha'(i, \sigma)$ is $q$-bounded for every $i$. Notice that it is easy to prove that $X = \bigcup_{i=1}^{\infty} X_i$ is $p$-meager if and only if there exists a polynomial-time computable $q$-bounded indexed constructor $\alpha'$ such that $\alpha'(i, \sigma)$ testifies that $X_i$ is nowhere dense.

The rationale for using this modified definition of indexed constructors lies in the fact that constructors implicitly define real valued functions. To see this, begin with a basic open set $O$ and iteratively apply some constructor $\alpha$. If $\alpha$ is computable, the single function in the intersection of the closures of these basic open sets is a computable function. However, if $\alpha$ is computable in polynomial time such a construction may not produce a polynomial-time computable function unless $\alpha$ is $q$-bounded.

We next give an equivalent definition of the $p$-meager sets in terms of resource-bounded Banach-Mazur games.

3.1 Resource-Bounded Banach-Mazur Games

It is well-known [20] that Baire category can be characterized in terms of a two person game of perfect information called the Banach-Mazur game. In this context, a Banach-Mazur game is a two person game where the players alternately restrict a set of viable functions. The game begins with $\mathcal{C}[0, 1]$, the set of all continuous functions on $[0,1]$, and a set $X \subseteq \mathcal{C}[0,1]$. Player I begins by producing a basic open set $B_1$. Player II then produces a basic open set $B_2 \subseteq B_1$ whose radius decreases by at least one half. The game continues forever with player I and player II alternately restricting the resulting basic open set. The result of the game is the single function $f$ contained in the intersection of the closure of the basic open sets produced during each round of the game. Player I wins if $f \in X$. Player II wins if $f \notin X$. A set $X$ is meager if and only if there is a strategy so that player II always wins on $X$.

Here we characterize the $p$-meager sets in terms of Banach-Mazur games where the two players are indexed constructors. Let $\alpha$ and $\beta$ be indexed constructors, and let $N(\kappa)$ be a basic open set. The $k$th round of the Banach-Mazur game
\([\alpha, \beta; X]\) consists of applying \(\overline{o}(k, \cdot)\) to \(\kappa\) and then applying \(\overline{\beta}(k, \cdot)\) to \(\overline{\alpha}(k, \kappa)\). The game starts with \(\kappa = ((0, \infty, 0, 1, 0, 0))\). The neighborhood corresponding to \(\kappa\) is the neighborhood of radius \(\infty\) about the piecewise linear function \(f(x) = 0\). This neighborhood contains all of \(C[0, 1]\). Now, define \(\kappa_i\) as follows.

\[
\begin{align*}
\kappa_0 &= \kappa = ((0, \infty, 0, 1, 0, 0)) \\
\kappa_{2i+1} &= \overline{\alpha}(i, \kappa_{2i}), \quad \kappa_{2i+2} = \overline{\beta}(i, \kappa_{2i+1}).
\end{align*}
\]

The result of the game \([\alpha, \beta; X]\) is the unique function \(f \in \bigcap_{i=0}^{\infty} \overline{N}(\kappa_i)\), where \(\overline{N}(\kappa_i)\) is the closure of the neighborhood corresponding to \(\kappa_i\). Player I wins if \(f \in X\), and player II wins if \(f \not\in X\).

**Theorem 2.** Let \(\alpha\) and \(\beta\) be polynomial-time computable \(q\)-bounded indexed constructors. Then, the unique function \(f\) that is the result of the game \([\alpha, \beta; X]\) is an element of \(P_{C[0,1]}\).

Similarly, if \(f \in P_{C[0,1]}\), then \(f\) is the result of some Banach-Mazur game.

**Theorem 3.** If \(f \in P_{C[0,1]}\), then there exist polynomial-time computable \(q\)-bounded indexed constructors \(\alpha\) and \(\beta\) such that \(f\) is the result of the game \([\alpha, \beta; X]\).

If player II \((\beta)\) to wins the game \([\alpha, \beta; X]\) for all possible \(\alpha\), then this is equivalent to \(X\) being a \(p\)-meager set.

**Theorem 4.** Let \(X \subseteq C[0, 1]\). The following are equivalent.

\(\alpha\).

- \(X\) is \(p\)-meager.
- There exists a polynomial-time \(q\)-bounded indexed constructor \(\beta\) such that player II wins the game \([\alpha, \beta; X]\) for all indexed constructors \(\alpha\).

### 3.2 Basic Results

We end this section with a collection of basic results concerning the \(p\)-meager sets. Following previous work on resource-bounded measure and category [12,7,23, etc.], we show that the \(p\)-meager sets in \(P_{C[0,1]}\) satisfy those conditions expected for a class of small sets, i.e., the \(p\)-meager sets are closed under subset, finite union, and appropriate countable union; each singleton \(\{f\}\) for \(f \in P_{C[0,1]}\) is \(p\)-meager; and \(P_{C[0,1]}\) is not \(p\)-meager. We begin by giving a definition of an appropriate countable union of \(p\)-meager sets.

**Definition 5.** A \(p\)-union of \(p\)-meager sets is a set \(X\) such that there exists a polynomial-time indexed constructor \(\alpha\) and a family of sets \(\{X_i\}_{i \in \mathbb{N}}\) such that \(X = \bigcup_{i=1}^{\infty} X_i\).
(ii) For each $i$, the indexed constructor $\alpha_i$ defined by $\alpha_i(j, \kappa) = \alpha((i, j), \kappa)$ testifies that $X_i$ is $p$-meager.

**Theorem 5.** The following conditions concerning the $p$-meager sets hold.

(i) If $X$ is $p$-meager and $Y \subseteq X$, then $Y$ is $p$-meager.
(ii) If $X$ and $Y$ are $p$-meager, then $X \cup Y$ is $p$-meager.
(iii) If $X$ is a $p$-union of $p$-meager sets, then $X$ is $p$-meager.
(iv) If $f \in \mathcal{P}_{[0,1]}$, then \{f\} is $p$-meager.

**Theorem 6.** (Baire Category Theorem) $\mathcal{P}_{[0,1]}$ is not $p$-meager.

4 Nowhere Differentiability in $\mathcal{P}_{[0,1]}$

We now present a nontrivial application of the theory of resource-bounded Baire category in $\mathcal{P}_{[0,1]}$. Here we examine the distribution of differentiability in $\mathcal{P}_{[0,1]}$. As we show in Theorem 7 below, the set of nowhere differentiable functions, $\mathcal{N}\mathcal{D}[0,1]$, is $p$-comeager and hence comeager in $\mathcal{P}_{[0,1]}$. This result implies the classical result of Banach and existence of nowhere differentiable functions in $\mathcal{P}_{[0,1]}$. The proof of Theorem 7 requires the following technical lemma.

**Lemma 1.** If $\kappa = \langle n, r, a, b, c, d \rangle$ is a neighborhood component code with central segment $L$ and $L'$ is any segment $\mathcal{P}_1[\mathcal{P}_2]$ within $\kappa$, i.e., $P_1 = \langle \frac{y_1}{r}, y_1 \rangle$ and $P_2 = \langle \frac{y_2}{r}, y_2 \rangle$ with $|y_1 - \frac{r}{a}| < 2^r$ and $|y_2 - \frac{r}{b}| < 2^r$, then the slopes $m$ and $m'$ of $L$ and $L'$ respectively satisfy $|m - m'| < 2^{n+r+1}$.

**Theorem 7.** $\mathcal{N}\mathcal{D}[0,1]$ is $p$-comeager.

*Proof.* We define a polynomial-time computable clocked constructor $\gamma$ with which player II can force the result of a Banach-Mazur game to be an element of $\mathcal{N}\mathcal{D}[0,1]$. Hence $\mathcal{N}\mathcal{D}[0,1]$ is $p$-meager and $\mathcal{N}\mathcal{D}[0,1]$ is $p$-comeager. In our construction, $\gamma(1, \kappa)$ does not depend on the parameter $i$. Hence, we write $\gamma(\kappa)$ for $\gamma(1, \kappa)$.

Given a neighborhood component code $\kappa = \langle n, r, a, b, c, d \rangle$ we define $\gamma(\kappa)$ as follows: first select the least $n' \in \mathbb{N}$ such that $n' > n$, $n' > |r|$, and

$$2^{n'+r} > 8|r| + 4. \quad (1)$$

Second, select the greatest $r' \in \mathbb{Z}$ such that $r' < r$ and

$$2^{n'+r'+1} < |r|. \quad (2)$$

These choices of $n'$ and $r'$ depend only on $n$ and $r$ and can be done consistently (in polynomial-time) across all of $[0,1]$.

The constructor $\gamma(\kappa)$ creates $l = (b - a) \cdot 2^{n'-n}$ subintervals of width $2^{-n'}$. The structure of new neighborhood components within the subintervals depends on the slope $m = \frac{y}{r}$ of the central segment of $\kappa$. There are two cases.
Case 1: \(|m| > 2|r| + 1\). In this case, since the slope is already steeper than \(|r|\), we attempt to keep the slope of the central segment in each subinterval as close to \(m\) as possible. Define \(\gamma_0 \subseteq \kappa' = \{\kappa', r', a'_i, b'_i, c'_i, d'_i\}\) as follows. Let \(n'\) and \(r'\) be as given earlier. For \(1 \leq i \leq l\), let \(a'_i = a \cdot 2^{n'-n} + (i - 1), b'_i = a'_i + 1, c'_i = c \cdot 2^{n'-n},\) and \(d'_i = d \cdot 2^{n'-n}\). Note that \(a'_0 = \frac{a}{m}, b'_0 = \frac{b}{m}, c'_0 = \frac{c}{m},\) and \(d'_0 = \frac{d}{m}\). For \(2 \leq i \leq l\), let \(c'_i = d'_{i-1} = r(t + 1),\) where \(r(t) = c'_1 + (m \cdot t)\). Since \(n' > |r|\) and \(r' < r\), it follows that these subintervals lie within \(\kappa\). Moreover, the slope of the central segment for each subinterval is

\[
m' = \frac{d'_i - c'_i}{b'_i - a'_i} = \varphi_1(i) - \varphi_1(i - 1) = |m \cdot i| - |m(i - 1)|.
\]

Since \(x < [x] < x + 1\), it is easy to show that \(m - 1 < m' < m + 1\). It follows that \(|m'| > 2|r|\).

By Lemma 1, the slope \(m''\) for any segment \(L^n\) within \(\kappa' = \{n', r', a'_i, b'_i, c'_i, d'_i\}\) will differ from \(m'\), the slope of the central segment by at most \(|m'' - m'| < 2^{n'+r' + 1}\). Since \(2^{n'+r'+1} < |r|\), we have \(|m'' - m'| < |r|\). Since \(|m'| > 2|r|\), it follows that \(|m''| > |r|\).

![Fig. 1. The sawtooth neighborhood from Case 2](image)

Case 2: As seen in Figure 1, if \(|m| \leq 2|r| + 1\), to make the slopes of the refinement steeper than \(|r|\) we introduce a sawtooth neighborhood inside of \(\kappa\) so that the absolute value of the slope of the central segment of each component is at least \(2|r|\). As before, the original neighborhood component code is broken down into \(l = (b - a) \cdot 2^{n-n}\) subintervals of width \(2^{-n}\). For each \(1 \leq i \leq l\), let \(a_i' = a \cdot 2^{n-n} + (i - 1)\) and \(b_i' = a_i' + 1\). As before, set \(c_i' = c \cdot 2^{n-n}\) and \(d_i' = d \cdot 2^{n-n}\). This provides consistency with the neighboring segments. For \(2 \leq i \leq l - 1\), let

\[
d_{i-1}' = c_i' = \varphi_2(i) = \begin{cases} c_i' + |m(i - 1) + 2^{n+i+r} - 2^{n+i+r'}| & \text{if } i \text{ is even} \\ c_i' + |m(i - 1) - 2^{n+i+r} + 2^{n+i+r'}| & \text{if } i \text{ is odd} \end{cases}
\]
Notice that this definition places the neighborhood $\gamma(\kappa)$ inside of $\kappa$.

Now let’s examine the slopes of the central segments in each subinterval. When $2 \leq i \leq l - 1$ and $i$ is odd, the slope of the central segment of $\kappa'_i$ is

$$m' = \frac{d_i' - c_i'}{b_i' - a_i'} = d_i' - c_i' = [m \cdot i + 2^{n' + r} - 2^{n' + r'}] - [m(i - 1) - 2^{n' + r} + 2^{n' + r'}]$$

$$= [m \cdot i - 2^{n' + r'}] - [m(i - 1) + 2^{n' + r'}] + 2^{n' + r + 1}$$

The final equality holds because $2^{n' + r}$ is an integer whenever $n' > |r|$. Moreover, because $x - 1 < [x] \leq x$ and $x < [x] < x + 1$, it is easy to show that $m + 2^{n' + r + 1} - 2^{n' + r' + 1} < m' \leq m + 2^{n' + r + 1} - 2^{n' + r' + 1}$. Since $2^{n' + r} > 8|r| + 4$, $2^{n' + r + 1} < |r|$, and $|m| \leq 2|r| + 1$, it follows that $m' > 13|r| + 5$. Similarly, we can show that $m' < -13|r| - 5$ when $2 \leq i \leq l - 1$ and $i$ is even.

When $i = 1$, the slope of the central segment of $\kappa'_1$ is

$$m' = \frac{d_1' - c_1'}{b_1' - a_1'} = d_1' - c_1' = [m + 2^{n' + r} - 2^{n' + r'}] = [m - 2^{n' + r'}] + 2^{n' + r}.$$ 

Because $r' < r$, it is easy to show that $m - 1 + 2^{n' + r - 1} < m' \leq m + 2^{n' + r}$. Since $|m| \leq 2|r| + 1$ and $2^{n' + r - 1} > 4|r| + 2$, it follows that $m' > 2|r|$. Similarly, we can show that $|m'| > 2|r|$ when $i = l$.

![Fig. 2. A closer view of Case 2](image)

Consider a segment $L''$ with slope $m''$ inserted into one of the neighborhoods for these $l$ subintervals, e.g., see Figure 2. If we apply Lemma 1 to the neighborhood $\kappa'_j$, we have $|m'' - m'| < 2^{n' + r + 1}$. Since $|m'| > 2|r|$ and $2^{n' + r + 1} < |r|$, it follows that $|m''| > |r|$.

Thus, in either case, we have that any segment lying “within” a neighborhood component code $\kappa'_j$ of $\gamma((n, r, a, b, c, d))$ has slope that exceeds $r$ in absolute value. We now complete the proof through the use of two claims.
Claim. $\gamma$ is polynomial-time computable.

Proof. Given $n, r$, we can find $n'$ and $r'$ satisfying (1) and (2) in polynomial-time in the size of $n$ and $r$. In addition, we can compute the near linear functions $\varphi_1(i)$ and $\varphi_2(i)$ in polynomial-time in the size of the input and $|i|$, and hence we can compute $\kappa_i = \gamma(\kappa, i)$ in polynomial time.

Claim. If $f(x) : [0, 1] \rightarrow \mathbb{R}$ is the result of a Banach-Mazur game in which player II uses strategy $\gamma$, then $f \in \mathcal{N}\mathcal{D}[0, 1]$. Hence, $\mathcal{N}\mathcal{D}[0, 1]$ is $p$-meager and $\mathcal{N}\mathcal{D}[0, 1]$ is $p$-comeager.

Proof. Let $x \in [0, 1], \epsilon > 0, M > 0$ be given, and let $f(x)$ be the result of the a Banach-Mazur game in which player II used strategy $\gamma$. Since $n_i, |r| \rightarrow \infty$, at some point during the game there must have been a neighborhood code $\kappa$ given to player II with a component code $\kappa$ such that $x$ lies in $\kappa' = \gamma(\kappa, i) = (n', r', a, b, c, d')$ with $2^{-n'} < \epsilon, |r| > M$, and $\frac{1}{2^n} \leq z < \frac{1}{2^n}$.

Now, let $P_1 = (\frac{d}{d'}, f(\frac{d}{d'})), P = (x, f(x))$, and $P_2 = (\frac{d}{d'}, f(\frac{d}{d'}))$. By the construction of $\gamma$, the slope of $m$ of $P_1P_2$ must satisfy $|m| \geq |r| > M$. By the triangle inequality, if $m_1$ is the slope of $PP_2$, and $m_2$ is the slope of $PP_2$, one of $m_1$ or $m_2$ must satisfy $|m_i| > |r| > M$. Hence, $P_1$ or $P_2$ provides a point which yields a difference quotient whose absolute value exceeds $M$ at $x$. So, $f$ fails to be differentiable at $x$ since $M$ and $\epsilon$ were arbitrary. Further, $x$ was arbitrary, and so $f \in \mathcal{N}\mathcal{D}[0, 1]$.

Since player II forced $f$ into $\mathcal{N}\mathcal{D}[0, 1]$ via $\gamma$, $\mathcal{N}\mathcal{D}[0, 1]$ is $p$-comeager. This completes the proof of Theorem 7.

Corollary 1. (Banach [5]) $\mathcal{N}\mathcal{D}[0, 1]$ is comeager.

Proof. This follows from that fact that every $p$-meager set is meager.

Corollary 2. (Ko [9]) There exists a function $f \in P_{c[0, 1]}$ that is nowhere differentiable.

Proof. This follows from Theorems 6 and 7.
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Abstract. We consider translation among conjunctive normal forms (CNFs), characteristic models, and ordered binary decision diagrams (OBDDs) of Boolean functions. It is shown in this paper that Horn OBDDs can be translated into their CNFs in polynomial time. As for the opposite direction, the problem can be solved in polynomial time if the ordering of variables in the resulting OBDD is specified as an input. In case that such ordering is not specified and the resulting OBDD must be of minimum size, its decision version becomes NP-complete. Similar results are also obtained for the translation in both directions between characteristic models and OBDDs. We emphasize here that the above results holds on any class of functions having a basis \(B\) with \(|B| = d\).

1 Introduction

Logical formulae are the traditional means of representing Boolean functions in many fields of computer science. Their flexibility, however, leads to intractability of many problems (e.g., the satisfiability problem of a formula is NP-complete). By restricting the types of propositional clauses such problems can sometimes be solved efficiently. For example, it is common to consider Horn clauses in artificial intelligence [13], and the satisfiability problem of a Horn CNF can be solved in linear time [6]. Nevertheless, many problems still remain to be intractable (e.g., abduction from a knowledge-base is NP-complete even if the knowledge-base is represented by a Horn CNF [15]).

An alternative way of representing a knowledge-base has been proposed; i.e. it uses a subset of its models called characteristic models (see e.g., [9,10,12]). Deduction from a knowledge-base in this model-based approach can be performed in linear time, and abduction is also performed in polynomial time [9]. In addition to these favorable time complexity, empirical evaluation is also performed in the practical sense [10].

Another means of representing Boolean functions is ordered binary decision diagrams (OBDDs) [3,14]. An OBDD is a directed acyclic graph representing a
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Boolean function, and can be considered as a variant of a decision tree. By restricting the order of variable appearances and by sharing isomorphic subgraphs, OBDDs have the following useful properties: (i) When an ordering of variables is specified, an OBDD has the unique reduced canonical form for each Boolean function. (ii) Many Boolean functions appearing in practice can be compactly represented. (iii) When an OBDD is given, satisfiability and tautology of the represented function can be easily checked in constant time. (iv) There are efficient algorithms for many other Boolean operations on OBDDs. As a result of these properties, OBDDs are widely used for various practical applications, especially in computer-aided design and verification of digital systems (see e.g., [5]).

CNFs, characteristic models and OBDDs are alternative representations of Boolean functions, and each of them has advantages over the other two [7,9]. Therefore, there is a natural question; how difficult is the translation among these representations? It is known that the translation problems between Horn CNFs and characteristic models, in both directions, are at least as hard as the hypergraph transversal problem (HTR), which is equivalent to the translation between CNFs and DNFs of monotone functions [11].

In this paper, we first consider the translation between Horn CNFs and their OBDDs, which has been studied as one of the fundamental problems. Unfortunately, most works so far have been directed to heuristic algorithms, and there is not much theoretical analysis on its computational complexity. The only result known is that the translation from a general CNF into its OBDD of minimum size is co-NP-hard [16]. We show in this paper that translation from Horn OBDDs into CNFs is solvable in polynomial time.

As for the translation from CNFs into OBDDs, we consider the following two cases: (i) the ordering of variables for the resulting OBDD is specified as an input, and (ii) the ordering can be determined so that the resulting OBDD has the minimum size. In the first case, we show that the problem is solvable in polynomial time (more specifically in output polynomial time). The size of an OBDD largely depends on the ordering of variables, and the resulting size can vary exponentially [3]. Reflecting this aspect, we show that the decision variant of the translation problem is NP-complete. Our result is based on the NP-hardness of the OBDD-minimization problem, which outputs an OBDD with the minimum size for a given monotone OBDD by selecting the ordering of variables [8]. Note that the result of [8] does not directly imply the NP-hardness of the translation from a CNF, since a Horn CNF may require exponentially larger size than its OBDD, and vice versa [7].

We then discuss translation between characteristic models and their OBDDs, which, to our knowledge, has not been discussed in the literature. The following two problems are solvable in output polynomial time; (i) translation from OBDDs into characteristic models and (ii) translation from characteristic models into OBDDs with a specified variable ordering. The translation into OBDDs of minimum sizes is shown to be intractable. Our focus is not only on the class of Horn functions but also on any class of functions having a basis $B = \{b^{(1)}, b^{(2)}, \ldots, b^{(d)}\}$ with $|B| = d$. 
The rest of this paper is organized as follows. The next section gives definitions and concepts. We discuss translation problems between Horn CNFs and OBDDs in Section 3, and those between characteristic monotone and their OBDDs in Section 4. Section 5 contains the concluding remarks.

2 Preliminaries

2.1 Notations and Basic Concepts

We consider a Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \). An assignment is a vector \( a \in \{0, 1\}^n \), whose \( i \)-th coordinate is denoted by \( a_i \). A model of \( f \) is a satisfying assignment \( a \) of \( f \), and the theory \( \Sigma(f) \) representing \( f \) is the set of all models of \( f \). The size of \( \Sigma(f) \), denoted by \( |\Sigma(f)| \), is the number of models in it. Given \( a, b \in \{0, 1\}^n \), we denote by \( a \leq b \) the usual bitwise (i.e., componentwise) ordering of assignments; \( a_i \leq b_i \) for all \( i = 1, 2, \ldots, n \), where \( 0 < 1 \).

Let \( x_1, x_2, \ldots, x_n \) be the \( n \) variables of \( f \). Negation of a variable \( x_i \) is denoted by \( \overline{x_i} \). Any Boolean function can be represented by some CNF, which may not be unique. The size of a CNF \( \varphi \), denoted by \( |\varphi| \), is the number of literals in \( \varphi \). We sometimes do not make distinction among a function \( f \), its theory \( \Sigma(f) \), and a CNF \( \varphi \) that represents \( f \), unless confusion arises. For example, notation \( a \in f \) is used to mean \( a \in \Sigma(f) \).

A clause is Horn if the number of positive literals in it is at most one, and a CNF is Horn if it contains only Horn clauses. A Boolean function \( f \) is Horn if \( f \) can be represented by some Horn CNF. It is known that a theory \( \Sigma \) is Horn if and only if \( \Sigma \) can be represented by some Horn CNF.

Given an assignment \( p \in \{0, 1\}^n \), we define \( a \leq_p b \) if \( (a \oplus_{bit} p) \leq (b \oplus_{bit} p) \) holds, where \( \oplus_{bit} \) denotes the bitwise (i.e., componentwise) exclusive-or operation. The monotone extension of \( a \in \{0, 1\}^n \) with respect to \( b \) is \( M_b(a) = \{c | a \leq_b c \} \), and the monotone extension of \( f \) with respect to \( b \) is

\[
M_b(f) = \bigcup_{a \in f} M_b(a).
\]

The set of minimal models of \( f \) with respect to \( b \) is defined as

\[
\text{min}_b(f) = \{a \in f \mid \text{there exists no } c \in f \text{ satisfying } c \leq_b a\},
\]

where \( c \leq_b a \) denotes that \( c \leq_b a \) and \( c \neq a \) hold. \( M_b(f) \) can be rewritten as

\[
M_b(f) = \bigcup_{a \in \text{min}_b(f)} M_b(a).
\]

Finally, \( f \) is characterized as

\[
f = \bigwedge_{b \in \{0, 1\}^n} M_b(f) = \bigwedge_{b \notin f} M_b(f),
\]

since \( f \subseteq M_b(f) \) and \( b \notin f \iff b \notin M_b(f) \) hold for any \( b \in \{0, 1\}^n \) [4].
We may find a small set of assignments $B \subseteq \{0, 1\}^n - \Sigma(f)$ satisfying $f = \bigwedge_{b \in B} M_b(f)$. Such $B$ is called a basis for a Boolean function $f$. Furthermore, $B$ is called a basis for a class of Boolean functions $C$ if it is a basis for all functions in $C$. For a Boolean function $f \in C$, the set of characteristic models $\text{Char}^B(f)$ with respect to $B$ is defined as

$$\text{Char}^B(f) = \bigcup_{b \in B} \text{min}_b(f).$$

It is known that the class of Horn functions $C_H$ has the basis $B_H = \{b \mid \| b \| \geq n - 1\}$, where $\| b \| = \sum_{i=1}^n b_i$ [12]. The following lemma gives an upper bound on the size (i.e., cardinality) of the set of the minimal models.

**Lemma 2.1** [12] Let $\varphi = t_1 \lor t_2 \lor \ldots \lor t_k$ be a DNF of a Boolean function on $n$ variables. Then, for every $b \in \{0, 1\}^n$, $\text{min}_b(f) \leq k$ holds. Moreover, we can construct $\text{min}_b(f)$ in $O(nk^2)$ time.

We define a restriction of $f$ by replacing a variable $x_i$ by a constant $a_i \in \{0, 1\}$, and denote it by $f|_{x_i=a_i}$. Namely, $f|_{x_i=a_i}(x_1, \ldots, x_n) = f(x_1, \ldots, x_{i-1}, a_i, x_{i+1}, \ldots, x_n)$ holds. Restriction may be applied to many variables.

### 2.2 Ordered Binary Decision Diagrams

An ordered binary decision diagram (OBDD) is a directed acyclic graph that represents a Boolean function. It has two sink nodes $0$ and $1$, called the $0$-node and the $1$-node, respectively (which are together called the constant nodes). Other nodes are called variable nodes, and each variable node $v$ is labeled by one of the variables $x_1, x_2, \ldots, x_n$. Let $\text{var}(v)$ denote the label of node $v$. Each variable node has exactly two outgoing edges, called a $0$-edge and a $1$-edge, respectively. One of the variable nodes becomes the unique source node, which is called the root node. Let $X = \{x_1, x_2, \ldots, x_n\}$ denote the set of $n$ variables. A variable ordering is a total ordering $(x_1, x_2, \ldots, x_n, x_{n+1}, \ldots, x_{2n-1})$, associated with each OBDD, where $\sigma$ is a permutation $\{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, n\}$. The level\(^1\) of a variable $x_{\sigma(i)}$, denoted by $\text{level}(x_{\sigma(i)})$, is defined to be $i$. Similarly, the level of a node $v$, denoted by $\text{level}(v)$, is defined by its label; if node $v$ has label $x_{\sigma(j)}$, $\text{level}(v)$ is defined to be $j$. That is, the root node is in level $n$ and has label $x_{\sigma(n)}$; the nodes in level $n-1$ have label $x_{\sigma(n-1)}$ and so on. The level of the constant nodes is defined to be $0$. On every path from the root node to a constant node in an OBDD, each variable appears at most once in the decreasing order of their levels.

Every node $v$ of an OBDD also represents a Boolean function $f_v$, defined by the subgraph consisting of those nodes and edges which are reachable from $v$. If a node $v$ is a constant node, $f_v$ equals to its label. If a node $v$ is a variable node, $f_v$ is defined as $\text{var}(v) \land \text{f}_{\text{0-succ}(v)} \lor \text{var}(v) \land \text{f}_{\text{1-succ}(v)}$ by Shannon’s expansion.

\(^1\) This definition of level may be different from its common use.
where 0-succ(v) and 1-succ(v), respectively, denote the nodes pointed by the 0-edge and the 1-edge of node v. The function f represented by an OBDD is the one represented by the root node. Given an assignment a, the value f(a) is determined by following a path from the root node to a constant node by selecting a_{0\text{or}1}(v)-edge at each variable node v. The value f(a) is given by the label of the final constant node reachable in this manner.

When two nodes u and v in an OBDD represent the same function, and their levels are the same, they are called equivalent. A node whose 0-edge and 1-edge both point to the same node is called redundant. An OBDD which has no mutually equivalent nodes and no redundant nodes is reduced. In the following, we assume that all OBDDs are reduced, unless otherwise stated. The size of an OBDD G_f representing f, denoted by |G_f|, is the number of nodes in the OBDD. Given a function f and a variable ordering, its reduced OBDD is unique and has the minimum size among all OBDDs with the same variable ordering. The sizes of OBDDs that represent a given Boolean function may vary according to the variable orderings [3].

Given an OBDD that represents f, the OBDDs of f|_{x_i=0} and f|_{x_i=1} can be obtained in O(|G_f|) time [2]. The size of an OBDD does not increase by a restriction. Given two OBDDs G_f and G_g representing f and g respectively, fundamental logic operators, e.g., f \land g, f \lor g, f \oplus g and f \rightarrow g, can be applied in O(|G_f| \cdot |G_g|) time [3]. The equivalence condition f \equiv g can be checked in constant time if we use shared binary decision diagrams (SBDDs), in which isomorphic subgraphs are shared among two or more OBDDs [14].

3 Translation between Horn OBDDs and CNFs

3.1 Translating Horn CNFs into OBDDs

We first discuss the translation of a Horn CNF into its OBDD with a specified variable ordering, and show that it can be done in output polynomial time.

**Theorem 3.1** Given a CNF \( \varphi_f \) of a Horn function f on n variables and a variable ordering \( \pi = (\pi(n), \pi(n-1), \ldots, \pi(1)) \), its OBDD \( G_f \) with variable ordering \( \pi \) can be obtained in \( O(|\varphi_f| \cdot |G_f|^2) \) time.

Algorithm CONSTRUCT-OBDD and CONSTRUCT-OBDD1 in Fig. 1 construct an OBDD in the depth-first manner. We use a node table T to store the nodes in \( G_f \). A variable node v is stored as a 4-tuple \((x_v, 0-\text{succ}(v), 1-\text{succ}(v), \varphi_v)\), where \( x_v \) denotes the label of node v, and \( \varphi_v \) denotes a CNF representation of the function \( f_v \). The 0-node and the 1-node are stored as \((0, *, *, 0)\) and \((1, *, *, 1)\), respectively. We start the algorithm with storing the constant nodes into T.

Algorithm CONSTRUCT-OBDD1 is the main part of our construction. Before generating a node of \( \varphi \) in Step 3, we check equivalency and redundancy of the node in Steps 1 and 2. In Step 1, we check whether we have already generated a node \( u \) whose CNF \( \varphi_u \) is logically equivalent to \( \varphi \). If the answer is yes, node \( u \) is returned as the root node of the OBDD of \( \varphi \). Otherwise, we decide
Algorithm CONSTRUCT-OBDD

Input: A Horn CNF \( \varphi \) and a variable ordering \( \pi = (\pi(n), \pi(n-1), \ldots, \pi(1)) \).
Output: OBDD \( G_\varphi \) with variable ordering \( \pi \), which represents \( \varphi \).

Step 1 (initialization). Let \( T := \{(0, *, *, 0), (1, *, *, 1)\} \).
Step 2 (main part). Let \( v := \text{CONSTRUCT-OBDD1}(\varphi, \pi) \). Output the graph consisting of those nodes and edges which are reachable from \( v \).

Algorithm CONSTRUCT-OBDD1

Input: A Horn CNF \( \varphi \) and a variable ordering \( \pi = (\pi(n), \pi(n-1), \ldots, \pi(1)) \).
Output: The root node of OBDD \( G_\varphi \) with variable ordering \( \pi \).

Step 1 (equivalency check). For each node \( u = (x_u, 0\text{-succ}(u), 1\text{-succ}(u), \varphi_u) \) in \( T \), check whether \( \varphi_u \equiv \varphi \) holds or not. If \( \varphi_u \equiv \varphi \) holds, return node \( u \).
Step 2 (redundancy check). Let \( \varphi_0 := \varphi|_{x_\pi(n)}=0; \ varphi_1 := \varphi|_{x_\pi(n)}=1 \). If \( \varphi_0 \equiv \varphi_1 \) holds, consider \( \varphi_0 \) and \( (\pi(n-1), \ldots, \pi(1)) \) as a new input, and return to Step 2.
Step 3 (generation of a node). Let \( v_0 := \text{CONSTRUCT-OBDD1}(\varphi_0, (\pi(n-1), \ldots, \pi(1))) \); \( v_1 := \text{CONSTRUCT-OBDD1}(\varphi_1, (\pi(n-1), \ldots, \pi(1))) \). Register node \( v = (x_{\pi(n)}, v_0, v_1, \varphi) \) into \( T \), and return node \( v \).

Fig. 1. Algorithms CONSTRUCT-OBDD and CONSTRUCT-OBDD1 to construct an OBDD from a Horn CNF.

to generate a new node \( v \). In Step 2, in order to find the label of the new node, we check whether \( \varphi \) depends on variable \( x_\pi(n) \). In Step 3, after obtaining the OBDDs of \( \varphi_0 \) and \( \varphi_1 \), we generate a node of \( \varphi \) and register it into \( T \).

The crucial point of this algorithm is that the equivalent conditions \( \varphi_u \equiv \varphi \) in Step 1 and \( \varphi_0 \equiv \varphi_1 \) in Step 2 can be checked in \( O(|\varphi_f|) \) time. This is because, for any Horn CNFs \( \varphi_u \) and \( \varphi_v \), the equivalence condition \( \varphi_u \equiv \varphi_v \) can be checked in \( O(|\varphi_u| + |\varphi_v|) \) time. (Note that such check is intractable for general CNFs.) Furthermore, every CNF \( \varphi_u \) stored in \( T \) has size at most \( |\varphi_f| \) since it is obtained by replacing variables \( x_\pi(n), x_{\pi(n-1)}, \ldots, x_{\pi(i)} \) by constant values.

Next, we consider the computation time for the construction. Since \( T \) contains at most \( |G_f| \) nodes, Step 1 in algorithm CONSTRUCT-OBDD1 can be done in \( O(|\varphi_f| \cdot |G_f|) \) time. Step 2 can be done in \( O(n \cdot |\varphi_f|) \) time, since the step is iterated at most \( n \) time. Step 3 says that, for each node in \( G_f \), algorithm CONSTRUCT-OBDD1 is called at most twice. Thus, the entire computation time is \( O(|\varphi_f| \cdot |G_f|^2) \).

3.2 Translating Horn OBDDs into CNFs

Now, we consider how to translate Horn OBDDs into their CNFs, and show that it can be done in output polynomial time. The proof is based on the previous results in computational learning theory [1]. In the framework of learning, the
goal is to find a CNF which is logically equivalent to a hidden Boolean function \( f \). A learner can use the following two kinds of queries to the oracle: membership queries and equivalence queries.

**Definition 3.1** Given an assignment \( a \in \{0,1\}^n \), a membership query to the oracle returns \( f(a) \).

**Definition 3.2** Given a CNF \( \varphi \), an equivalence query to the oracle returns ‘yes’ if \( f \equiv \varphi \). Otherwise it returns ‘no’ and a counter example \( a \in \{0,1\}^n \) satisfying \( f(a) \neq \varphi(a) \).

The hidden concept \( f \) can be learned in polynomial time if it is Horn.

**Lemma 3.1** [1] Let \( f \) be a Horn function on \( n \) variables which can be represented by a Horn CNF with \( m \) clauses. Then, there exists an algorithm that, given access to the oracle of a hidden Horn function \( f \), outputs a Horn CNF \( \varphi_f \) which is equivalent to \( f \). It runs in \( O(m^2 n^3) \) time with \( O(m n) \) membership queries and \( O(mn) \) equivalence queries.

Based on this lemma, we can derive the following result.

**Theorem 3.2** Given an OBDD \( G_f \) of a Horn function \( f \) on \( n \) variables, its CNF representation \( \varphi_f \) can be obtained in \( O(m^2 n^3 \cdot |G_f|^2) \) time, where \( m \) is the minimum number such that there exists a Horn CNF \( \varphi_* \) with \( m \) clauses satisfying \( \varphi_* \equiv f \).

**Proof:** To make use of Lemma 3.1, we consider how the answers to membership queries and equivalence queries can be obtained from the given OBDD \( G_f \). In other words, we treat \( G_f \) as the oracle in the learning process. A membership query for an assignment \( a \) can be easily answered in \( O(n) \) time just by following the path from the root node of \( G_f \) to either of the constant nodes.

Next, we consider an equivalence query for the current CNF \( \varphi \). By observing algorithm HORN1 in [1], we have the following fact: the current CNF \( \varphi \) (and also the resulting CNF \( \varphi_f \)) has at most \( m(n + 1) \) clauses, and thus has size at most \( O(m n^2) \). In order to answer the query, we first construct an OBDD \( G_\varphi \) with the same variable ordering as \( G_f \). For this purpose, we run algorithm CONSTRUCT-OBDD in Theorem 3.1 until it outputs \( G_\varphi \), or until it exceeds its time bound with respect to \( \varphi \) and \( G_f \) (which is \( O(|\varphi| \cdot |G_f|^2) \)). In the first case, we check the equivalence between \( G_f \) and \( G_\varphi \), which can be done in constant time [14].

If \( G_\varphi \) is not equivalent to \( G_f \), we answer ‘no’ and supplies a counter example \( a \in \{0,1\}^n \) which is a satisfying assignment of \( \varphi \oplus f \).

In the second case, we know that \(|G_\varphi| > |G_f|\), therefore the answer is ‘no’. Although \( G_\varphi \) is incompletely constructed, it is quite useful for obtaining a counter example. Let \( G_\varphi^0 (G_f^0) \) and \( G_\varphi^1 (G_f^1) \) denote the OBDD pointed by the 0-edge and the 1-edge of the root node of \( G_\varphi \) (\( G_f \)), respectively. Since Algorithm CONSTRUCT-OBDD constructs \( G_\varphi \) in the depth-first manner, at the break of the execution, the following two cases are possible:
(i) OBDD $G^f_a$ is under construction, or
(ii) OBDD $G^f_a$ has been completely constructed and OBDD $G^f_b$ is under construction.

In case (i), we have $|G^f_a| > |G^f_b|$. Thus, there exists an assignment $a \in \{0, 1\}^n$ satisfying $a_{x(n)} = 0$ and $\varphi(a) \neq f(a)$. We can apply the same argument to OBDDs $G^f_a$ and $G^f_b$ recursively, and obtain a counter example $a \in \{0, 1\}^n$ satisfying $\varphi(a) \neq f(a)$. In case (ii), we first check the equivalence condition $\varphi|_{x(n)=0} = f|_{x(n)=0}$. If the condition does not hold, we can obtain a counter example $a$ by checking $\varphi|_{x(n)=0} \oplus f|_{x(n)=0}$. Otherwise, there exists an assignment $a$ satisfying $a_{x(n)} = 1$ and $\varphi(a) \neq f(a)$, since we have $|G^f_a| > |G^f_b|$. We can apply the same argument to OBDDs $G^f_a$ and $G^f_b$. Thus, a counter example is obtained by no more than $n$ equivalence checks of OBDDs and exactly one $\oplus$ operation.

Now, we consider the computation time for the translation. An equivalence query requires $O(mn^3 \cdot |G_f|^2)$ time, since algorithm CONSTRUCT-OBDD requires $O(mn^2 \cdot |G_f|^2)$ time and a counter example is obtained in $O(n \cdot |G_f|^2)$ time. Thus, $O(mn)$ equivalence queries require $O(mn^3 \cdot |G_f|^2)$ time. The rest of computation time is minor. □

3.3 Translating Horn CNFs into Minimum OBDDs

We next consider the translation of a Horn CNF into its OBDD of minimum size, and show its intractability by proving the NP-completeness for monotone functions.

**Theorem 3.3** Given a CNF $\varphi_f$ of a monotone function $f$ on $n$ variables, and a positive integer $k$, deciding whether there is a variable ordering $\pi$ that results in an OBDD of $f$ with size at most $k$ is NP-complete.

**Outline of the proof:** The problem is obviously in NP since we can guess a variable ordering $(x_{\pi(n)}, x_{\pi(n-1)}, \ldots, x_{\pi(1)})$, and construct the resulting unique OBDD by Theorem 3.1.

On the other hand, it is known that, given a monotone OBDD and a positive integer $k$, deciding whether there is a variable ordering that gives an OBDD of the same function with size at most $k$ is NP-complete [8]. It is proved by a reduction from the Optimal Linear Arrangement Problem (OLA). An instance of OLA is a graph $G_{OLA} = (V, E)$ and a positive integer $K$. It asks whether there is a one-to-one mapping $\psi : V \rightarrow \{1, 2, \ldots, |V|\}$ satisfying $\sum_{(u,v) \in E} |\psi(u) - \psi(v)| \leq K$.

Since the focus in [8] is on the sizes of the two participating OBDDs, the monotone function used in the reduction does not have a polynomial size CNF with respect to the size of the OLA instance. Therefore the proof in [8] does not immediately prove our theorem. However, by a small modification, we can reduce the given OLA instance to a CNF of a monotone function, whose size is polynomial in the size of OLA. More precisely, an instance of OLA is reduced to the following negative function $h^*$ with $|E|(|V| + 2)$ variables:
\[ h^* = \eta_{h|E|} \]

\[ h_i = \begin{cases} \text{AMOAMO} & (i = 0) \\ \left( \eta_i \lor f_i \right) \left( \eta_i \lor h_{i-1} \right) \left( \eta_i \lor \eta_i \right) & (i \geq 1) \end{cases} \]

\[ f_i = \left( \eta_{(j_1,i)} \lor \eta_{(j_2,i)} \right) \bigwedge_{k \in \{1,2,\ldots,|V|\}, k \neq j_1, k \neq j_2} \eta_{(k,i)} \quad (e_i = (v_{j_1}, v_{j_2}) \in E) \]

\[ \text{AMOAMO} = \bigwedge_{i_1, i_2 \in \{1,2,\ldots,|V|\}, i_1 \neq i_2 \left( (\text{AMO}_{i_1} \lor (\text{AMO}_{i_2}) \right) \]

\[ \text{AMO}_{i} = \bigwedge_{w_1, w_2 \in W_i, w_1 \neq w_2} (\overline{w}_1 \lor \overline{w}_2), \]

where \( W_i = \{ x_{(i,1)}, x_{(i,2)}, \ldots, x_{(i,|E|)} \} \). The output of AMO_{i} is 1 if and only if at most one of the variables in \( W_i \) is 1. Similarly, the output of AMOAMO is 1 if and only if at most one of AMO_{i}'s is 0.

First, we show that \( h^* \) can be represented by a negative CNF of size \( O(|V| \cdot |E|^2 + |E|^4) \). For convenience, we denote a clause-size set of a CNF \( \varphi \) as \( \{ (c_1, s_1), (c_2, s_2), \ldots, (c_k, s_k) \} \). If \( \varphi \) consists of \( c_1 \) clauses of size \( s_1 \), \( c_2 \) clauses of size \( s_2 \), \ldots, and \( c_k \) clauses of size \( s_k \). The CNF of \( f_i \) in Eq. (3) is negative, and its clause-size set is \( \{ (|V| - 2, 1), (1, 2) \} \). From Eqs. (4) and (5), AMOAMO can be written as

\[ \text{AMOAMO} = \bigwedge_{i_1, i_2 \in \{1,2,\ldots,|V|\}, i_1 \neq i_2} \left( \bigwedge_{w_1, w_2 \in W_{i_1}, w_1 \neq w_2} \bigwedge_{w_3, w_4 \in W_{i_2}, w_3 \neq w_4} (\overline{w}_1 \lor \overline{w}_2 \lor \overline{w}_3 \lor \overline{w}_4) \right). \]

Namely, the CNF is negative, and its clause-size set is \( \{ O(|V|^2 \cdot |E|^4), 4 \} \). By induction, \( h_i \) (i \geq 1) can be represented by a negative CNF whose clause-size set is \( \left( \bigcup_{k=1}^{i} \{ (|V| - 1, k + 1), (1, k + 2) \} \right) \cup \{ O(|V|^2 \cdot |E|^4), i + 4 \} \). Thus, we can obtain a negative CNF of \( h^* \), whose size is \( O(|V|^2 \cdot |E|^5) \).

Two major building blocks in the reduction are edge functions \( f_i \) (i = 1, 2, \ldots, |E|) and a penalty function AMOAMO. Variables \( y_1, y_2, \ldots, y_{|E|}, z_1, z_2, \ldots, z_{|E|} \) are used to combine \( f_i \)'s and AMOAMO into a single function. The underlying idea is the same as [8]:

(i) The OBDD \( G_{f_i} \) of edge function \( f_i \) corresponds to edge \( e_i = (v_{j_1}, v_{j_2}) \) in the given OLA instance \( G_{\text{OLA}} \). More precisely, variable ordering \( x_{(k,1)}, x_{(k,2)}, \ldots, x_{(k,|E|)} \) of \( G_{f_i} \) corresponds to the mapping \( \psi : v_{j_1} \rightarrow k_j \) of \( G_{\text{OLA}} \). The size of OBDD \( G_{f_i} \) is \( \lbrack \psi(v_{j_1}) - \psi(v_{j_2}) \rbrack + |V| + 1 \).

(ii) Node \( v_{j_1} \) in \( G_{\text{OLA}} \) has \( |E| \) corresponding variables \( v_{j_1} = \{ x_{(k,1)}, x_{(k,2)}, \ldots, x_{(k,|E|)} \} \), and no two edge functions depend on the same variables. Therefore, if we have only edge functions, then there exists a trivial ordering which minimizes all of the sizes of their OBDDs.

(iii) The penalty function AMOAMO forces the variables in the OBDD to be grouped. Namely, in the OBDD of minimum size, for any variables \( x \) and \( x' \)}
in $V_b$ (i.e., corresponding to node $v_b$ in $G_{OLA}$), all variables existing in the levels between $level(x)$ and $level(x')$ are also in $V_b$. Otherwise, the cost of the penalty function becomes large.

We can show that the size of minimum OBDD of $h^*$ is $K^* + 5|V| \cdot |E| - 4|V| - 3|E| + 6$, where $K^*$ is the minimum value of $\sum_{(u,v) \in E} |\psi(u) - \psi(v)|$ (i.e., the cost function of OLA).

\[ \square \]

## 4 Translation between Characteristic Models and OBDDs

### 4.1 Translating Characteristic Models into OBDDs

In this section, we consider the translation between characteristic models and OBDDs. Our focus is not only on the class of Horn functions but also on any class of functions having a basis $B = \{b^{(1)}, b^{(2)}, \ldots, b^{(d)}\}$ with $|B| = d$. Let us first consider the translation of a set of characteristic models into its OBDD with a specified variable ordering. It can be done in output polynomial time.

**Theorem 4.1** Let $f$ be a Boolean function on $n$ variables, which belongs to a class of functions having a basis $B$ with $|B| = d$. Given a set of characteristic models $\text{Char}^B(f)$ and a variable ordering $\pi = (\pi(n), \pi(n-1), \ldots, \pi(1))$, its OBDD $G_f$ with variable ordering $\pi$ can be obtained in $O(nd \cdot |\text{Char}^B(f)|^2 \cdot |G_f|^2)$ time.

**Outline of the proof:** We construct OBDD $G_f$ in a manner similar to Theorem 3.1. The difference is that every function $g$ is represented by a $d$-tuple $t^B(g) = (\text{min}_{b^{(i)}}(g), \text{min}_{b^{(i)}}(g), \ldots, \text{min}_{b^{(i)}}(g))$, where $\min_{b^{(i)}}(g)$ is the set of minimal models of $g$ defined in Section 2.1. The initial $d$-tuple $t^B(f)$ of a given function $f$ is easily obtained from $\text{Char}^B(f)$ in $O(nd \cdot |\text{Char}^B(f)|^2)$ time, since every $\min_{b^{(i)}}(f)$ can be obtained by deleting non-minimal models in $\text{Char}^B(f)$. In Step 2 of Algorithm CONSTRUCT-OBDD1, we use the $d$-tuple representations of $f_u|_{x_{\pi(n)} = 0}$ and $f_u|_{x_{\pi(n)} = 1}$. They are obtained by

\[
\begin{align*}
\min_{b^{(i)}}(f_u|_{x_{\pi(n)} = 0}) &= M_c, \\
\min_{b^{(i)}}(f_u|_{x_{\pi(n)} = 1}) &= M_{c'} \cup \{a \in M_c \mid \forall a' \in M_{c'} \ a' \notin \min_{b^{(i)}}(f_u)\},
\end{align*}
\]

where $c = b^{(i)}_{\pi(n)} \in \{0, 1\}$, $M_c = \{a \in \{0, 1\}^{n-1} \mid (a, c) \in \min_{b^{(i)}}(f_u)\}$ for $c \in \{0, 1\}$, and $(a, c)$ is a concatenation of $a$ and $c$. As for the constants 0 and 1, we define $\min_{b^{(i)}}(0) = \emptyset$ and $\min_{b^{(i)}}(1) = \{T\}$, where $T = \emptyset$ holds for $e \in \{0, 1\}$. The sizes of $\min_{b^{(i)}}(f_u|_{x_{\pi(n)} = 0})$ and $\min_{b^{(i)}}(f_u|_{x_{\pi(n)} = 1})$ are at most $|\min_{b^{(i)}}(f_u)|$. By induction, every node $v$ has a $d$-tuple $t^B(f_v)$ in which $\min_{b^{(i)}}(f_v)$ has size at most $|\text{Char}^B(f_v)|$, and thus at most $|\text{Char}^B(f)|$.

Recall that a crucial point of Algorithm CONSTRUCT-OBDD1 is to check the equivalency of arbitrarily given two functions $g$ and $g'$ in polynomial time. As for the modified algorithm, we achieve it by comparing $\min_{b^{(i)}}(g) \subseteq \{0, 1\}^d$.
and \( \min_{b_{j(i)}}(g') \subseteq \{0,1\}^d \) for all \( i \in \{1,2, \ldots, d\} \). Here, we have two cases; \( k = \ell \), and \( k \neq \ell \) (without loss of generality, we assume \( k > \ell \)). In the first case, we check the equivalency of \( \min_{b_{j(i)}}(g) \) and \( \min_{b_{j(i)}}(g') \) for all \( i \)'s, since every function has a unique set of minimal models. In the second case, we consider that \( g' \) has \( k \) variables \( x_{\pi(1)}, x_{\pi(2)}, \ldots, x_{\pi(k)} \), although \( g' \) does not depend on variables \( x_{\pi(\ell)+1}, x_{\pi(\ell)+2}, \ldots, x_{\pi(k)} \). Then, \( g'(x_{\pi(1)}, x_{\pi(2)}, \ldots, x_{\pi(k)}) \) has the following set of minimal models:

\[
M_{k,b_{j(i)}}(g') = \left\{ \alpha \in \{0,1\}^k \mid (a_{\pi(1)}, a_{\pi(2)}, \ldots, a_{\pi(\ell)}) \in \min_{b_{j(i)}}(g') \text{ and } a_{\pi(j)} = b_{\pi(j)}(j) \text{ for } j = \ell + 1, \ell + 2, \ldots, k \right\}.
\]

Similarly to the case when \( k = \ell \), the condition \( g \equiv g' \) holds if and only if \( \min_{b_{j(i)}}(g) \) and \( M_{k,b_{j(i)}}(g') \) are equivalent for all \( i \)'s. Therefore, the equivalency of \( g \) and \( g' \) can be checked in \( O(nd \cdot \text{Char}^B(f)^2) \) time. The entire computation time is \( O(nd \cdot \text{Char}^B(f)^2 \cdot |G_f|^2) \).

\[ \Box \]

### 4.2 Translating OBDDs into Characteristic Models

Now, we consider the translation of an OBDD into its characteristic set.

**Theorem 4.2** Let \( f \) be a Boolean function on \( n \) variables, which belongs to a class of functions having a basis \( B \) with \( |B| = d \). Given an OBDD \( G_f \), its characteristic set \( \text{Char}^B(f) \) can be obtained in \( O(nd \cdot \text{Char}^B(f)^2 \cdot |G_f|) \) time.

**Outline of the proof:** By definition, the characteristic models can be obtained by enumerating the minimal models for all elements of the basis \( B \) and deleting models appeared more than once. We enumerate the minimal models with respect to \( b \in \{0,1\}^n \) by traversing OBDD \( G_f \) in the depth first manner. Let \( f_v \) denote the function represented by node \( v \) in \( G_f \). Then, the set of the minimal models of \( f_v \) is obtained from \( \min_b(f_{b \cdot \text{succ}(v)}) \) and \( \min_b(f_{1 \cdot \text{succ}(v)}) \):

\[
\min_b(f_v) = \{ (a,c) \mid a \in \min_b(f_{b \cdot \text{succ}(v)}) \} \\
\quad \cup \{ (a, \overline{c}) \mid a \in \min_b(f_{1 \cdot \text{succ}(v)}) \text{ and } \forall a' \in f_{\text{successor}(v)} a' \not\in b a \},
\]

where \( c = b_{e(n)} \). By induction, every \( \min_b(f_v) \) has size at most \( |\min_b(f)| \), and thus at most \( |\text{Char}^B(f)| \). By caching all \( \min_b(f_v)'s \), \( \min_b(f) \) can be obtained in \( O(n \cdot |\text{Char}^B(f)|^2 \cdot |G_f|) \) time. \[ \Box \]

### 4.3 Translating Characteristic Models into Minimum OBDDs

We show that the translation of a set of characteristic models into the OBDD of minimum size is intractable.

**Theorem 4.3** Let \( f \) be a Boolean function on \( n \) variables, which belongs to a class of functions having a basis \( B \) with \( |B| = d \). Given a set of characteristic models \( \text{Char}^B(f) \), deciding whether its minimum OBDD has size at most \( k \) is \( \text{NP-complete} \).
Proof: The proof of this theorem is based on that of Theorem 3.3. We consider the dual $h^d$ of function $h^*$ in Theorem 3.3. Since $h^*$ can be represented by a CNF of $O(|V|^2 \cdot |E|^4)$ clauses, $h^d$ can be represented by a DNF of $O(|V|^2 \cdot |E|^4)$ terms. By Lemma 2.1, for every $b \in B$, we can construct $\text{min}_B(h^d)$, whose size is $O(|V|^2 \cdot |E|^4)$. The characteristic set $\text{Char}^B(h^d)$ can be obtained by enumerating $\text{min}_B(h^d)$ for all $b \in B$, which implies $|\text{Char}^B(h^d)| = O(d \cdot |V|^2 \cdot |E|^4)$.

Since $h^d$ is dual to $h^*$, an OBDD $G_{h^d}$ of $h^d$ is obtained from OBDD $G_{h^*}$ of $h^*$ by negating input variables (i.e., exchanging the roles of 0-edges and 1-edges) and negating output (i.e., exchanging the roles of the 0-node and the 1-node). The size does not change by dualization. Thus, the argument on the size of $G_{h^*}$ also holds for that of $G_{h^d}$.

\[ \square \]

5 Concluding Remarks

In this paper, we considered translation among CNFs, characteristic models, and OBDDs of Boolean functions. We have shown that the translation problems between Horn CNFs and OBDDs, in both directions, are solvable in output polynomial time, while the translation of Horn CNFs into OBDDs of minimum sizes is shown to be intractable. Similar results are also obtained for the characteristic models and OBDDs.

Our results say that any Horn CNF can be translated into characteristic models (and vice versa) via its OBDD representation in polynomial time with respect to the sizes of the CNF, its characteristic models, and the intermediate OBDD. This is interesting since the translation problems between Horn CNFs and characteristic models, in both directions, are known to be at least as hard as the hypergraph transversal problem. We emphasize here that the size of the intermediate OBDD is not always exponentially larger than those of the CNF and the characteristic models.
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Abstract. A discrete pushdown timed automaton is a pushdown machine with integer-valued clocks. It has been shown recently that the binary reachability of a discrete pushdown timed automaton can be accepted by a 2-tape pushdown acceptor with reversal-bounded counters. We improve this result by showing that the stack can be removed from the acceptor, i.e., the binary reachability can be accepted by a 2-tape finite-state acceptor with reversal-bounded counters. We also obtain similar results for more general machine models. Our characterizations can be used to verify certain properties concerning these machines that were not verifiable before using previous techniques. We are also able to formulate a subset of Presburger LTL that is decidable for satisfiability-checking with respect to these machines.

1 Introduction

Developing verification techniques for infinite-state systems is an important on-going effort, motivated to a large extent by the successes of model-checking techniques for finite-state systems [23]. Unlike for finite-state systems, there is a decidability boundary for infinite-state systems: machines with two counters (i.e., “Minsky machines”) are Turing complete. Therefore, we must seek a balance between the computing power of infinite-state systems and their decidability.

Many infinite-state models have been shown decidable for various model-checking problems. These models include timed automata [1], pushdown automata and pushdown processes [3,14,12], various versions of counter machines [6,9,11,13,22], and various queue machines [2,4,19,20,24].

Pushdown systems are of particular interest, since, in practice, they are related to pushdown processes and, in theory, they are well studied in automata theory. A pushdown machine can be obtained by augmenting a finite-state machine with a pushdown stack. A configuration of a pushdown machine without an input tape (PM), is a string $\alpha = \nu q$, where $\nu$ is the stack content and $q$
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is the state (we assume that the stack alphabet is disjoint from the state set). If \( M \) is a PM and \( S \) is a set of configurations, define the backward and forward reachability sets of \( M \) with respect to \( S \) by: \( \text{pre}^*(M,S) = \{ \alpha \mid \text{configuration } \alpha \text{ can reach some configuration in } S \} \) and \( \text{post}^*(M,S) = \{ \alpha \mid \text{configuration } \alpha \text{ is reachable from some configuration in } S \} \). It is known that if \( S \) is regular, then \( \text{pre}^*(M,S) \) and \( \text{post}^*(M,S) \) are also regular (see, e.g., [3,12,14]). One can also show that the binary reachability of \( M \), \( \text{Binary}(M) = \{ (\alpha, \beta) \mid \beta \text{ is reachable from } \alpha \} \), can be accepted by a 2-tape FA, i.e., a finite-state acceptor with two one-way input tapes. (Note that a 1-tape FA is the usual finite automaton.)

A PM augmented with finitely many real-valued clocks is called a pushdown timed automaton, which is a generalization of a timed automaton [1]. It is discrete if the clocks can only assume nonnegative integer values (definitions are in Section 4). A configuration now includes the clock values written in unary. It is easy to show that in general, the binary reachability of a (discrete) pushdown timed automaton cannot be accepted by a 2-tape FA. Characterizations of the binary reachability of pushdown timed automata with discrete or real-valued clocks have recently been given in [10,8]. In particular, it was shown in [10] (see also [21]) that the binary reachability of a discrete pushdown timed automaton can be accepted by a 2-tape pushdown acceptor augmented with reversal-bounded counters. A counter (which, we assume w.l.o.g., can only store nonnegative integers, since the sign can be remembered in the states) is reversal-bounded if it can be tested for zero and can be incremented or decremented by one, but the number of alternations between nonincreasing mode and nonincreasing mode in any computation is bounded by a given constant; e.g., a counter whose values change according to the pattern \( 0112344321 \) is 3-reversal, where the reversals are underlined. It follows that the backward and forward reachability sets can be accepted by (1-tape) pushdown acceptors with reversal-bounded counters. These results and the fact that the emptiness problem for multitape pushdown acceptors with reversal-bounded counters is decidable [16] have been used recently to prove the decidability of certain verification problems for infinite-state transition systems [10,17,18,21,22].

In this paper, we improve the above results by showing that the pushdown stack can be removed from the acceptors. Specifically, we show that the binary (backward or forward) reachability can be accepted by a 2-tape (1-tape) finite-state acceptor with reversal-bounded counters. In fact, we show that the results hold, even if the discrete pushdown timed automaton is augmented with reversal-bounded counters. Note that equipping the pushdown timed automaton with counters is an important and nontrivial generalization, since it is known that reversal-bounded counters can “verify” Presburger relations on clock values [16].

The results in this paper can be used to verify properties that were not verifiable before using previous techniques. For example, consider the set \( W = \text{pre}^*(M_1, \text{pre}^*(M_2, R_2) \cap R_1) \), where \( M_1 \) and \( M_2 \) are discrete pushdown timed automata with reversal-bounded counters (with the same states, pushdown alphabet, clock and counter names), and \( R_1 \) and \( R_2 \) are two sets of configurations accepted by finite-state acceptors augmented with reversal-bounded counters.
We know from [21,10] that $\text{pre}^*(M_2, R_2)$ can be accepted by a pushdown acceptor with reversal-bounded counters. Without using our current result, a direct construction of a machine accepting $W$ would require two stacks: one for the machine accepting $\text{pre}^*(M_2, R_2)$, and the other is for $M_1$ itself. This seems to show that the emptiness of $W$ may be undecidable, since a 2-stack machine is equivalent to a Turing machine. However, it follows from our results that $W$ can be accepted by a finite-state acceptor with reversal-bounded counters; hence, the emptiness of $W$ is decidable. As an application, consider the satisfiability-checking (the dual of model-checking) of a property $\diamond (P_1 \land \diamond P_2)$ concerning a discrete pushdown timed automaton with reversal-bounded counters $M$, where $P_1$ and $P_2$ are Presburger formulas on stack symbol counts and clock and counter values. This problem is reducible to checking the emptiness of $\text{pre}^*(M, \text{pre}^*(M, P_2) \cap P_1)$, which we now know is decidable.

We also look at discrete timed automata with clocks, reversal-bounded counters, and a read/write worktape (instead of a pushdown stack), but restricted to be finite-crossing, i.e., in any computation, the number of times the read/write head crosses the boundary between any two adjacent worktape cells is bounded by a given constant. We show that the binary (backward or forward) reachability set of this machine can also be accepted by a 2-tape (1-tape) finite-state acceptor with reversal-bounded counters. This improves the corresponding results in [18] where the acceptors needed a finite-crossing read/write tape. Note that without without the “finite-crossing” requirement, the model becomes a Turing machine.

We will use the following notation. We use the suffix ‘M’ to indicate that the model has no input tape and ‘A’ when the model has one-way input tape(s). All models are nondeterministic.

1. PM: Pushdown machine
2. PA: Pushdown acceptor
3. PCM: Pushdown machine with reversal-bounded counters
4. PCA: Pushdown acceptor with reversal-bounded counters
5. FM: Finite-state machine
6. FA: Finite-state acceptor
7. CM: Finite-state machine with reversal-bounded counters
8. CA: Finite-state acceptor with reversal-bounded counters
9. WCM: Finite-state machine with a read/write worktape and reversal-bounded counters
10. WCA: Finite-state acceptor with a read/write worktape and reversal-bounded counters
11. $k$-tape PCA (FA, CA, WCA) is a PCA (FA, CA, WCA) with $k$ input tapes, with one head per tape. A 1-tape PCA (FA, ...) will simply be referred to as a PCA (FA, ...)
12. PTCM (WTCM) is a PCM (WCM) augmented with discrete clocks.

The paper has four sections in addition to this section. Section 2 shows that the binary reachability of a PCM can be accepted by a 2-tape CA and that the backward and forward reachability sets can be accepted by CAs. Section
3 shows that these results hold for finite-crossing WCMs. Section 4 generalizes the results to PCMs and finite-crossing WCMs with "clocks" (i.e., the timed versions of the models). Finally, Section 5 proposes a subset of Presburger LTL whose satisfiability-checking is decidable.

2 PCMs

We first look at the simple case of a PM (pushdown machine without counters). We assume that the pushdown stack has a "bottom" symbol $B_0$, and is associated with two kinds of stack operations: push$(q, Z, q')$, i.e., push symbol $Z$ onto the stack and switch from state $q$ to state $q'$, and pop$(q, Z, q')$, i.e., pop the top $Z$ from the stack and switch from state $q$ to state $q'$. Replacing the top symbol of the stack with another symbol can be implemented by a push followed by a pop.

Let $M$ be a PM. Define predicates push* and pop* as follows: push*(q, T, Z, q') is true, if there is a sequence of moves of $M$ such that, starting from state $q$ with stack top symbol $T$, $M$ does not pop this $T$, and the last move is a push of $Z$ on top of $T$ ending in state $q'$ (Notice that, prior to this last move, the sequence may involve many pushes/pops.) Similarly, pop*(q, Z, T, q') is true, if there is a sequence of moves of $M$ such that, starting from state $q$ with stack top symbol $T$ (and $Z$ the symbol directly under $T$), $M$ does not pop this $Z$ and the result of the moves makes this $Z$ the top of the stack and state $q'$. We also define stay*(q, T, q') to be true if $M$, starting from state $q$ with stack top symbol $T$, can reach state $q'$ without performing any stack operations.

**Lemma 1.** Given a PM $M$, we can effectively compute the predicates push*, pop*, and stay*.

Define Binary$(M, S, T) = \{ (\alpha, \beta) \mid \text{configuration } \alpha \in S \text{ can reach configuration } \beta \in T \}$. When $S = T = \text{ the set of all configurations, Binary}(M, S, T)$ will simply be written $Binary(M)$.

**Theorem 1.** Binary$(M)$ of a PM $M$ can be accepted by a 2-tape FA.

**Corollary 1.** Let $M$ be a PM, and $S$ and $T$ be sets of configurations of $M$ accepted by FAs. Then Binary$(M, S, T)$ can be accepted by a 2-tape FA.

The backward and forward reachability sets of a PM $M$ with respect to a regular set of configurations $S$ is regular [3,14,12]. This result is easily obtained from the corollary above.

**Corollary 2.** Let $M$ be a PM and $S$ be a set of configurations of $M$ accepted by an FA $A$. Then pre*(M, S) = $\{ \alpha \mid \text{configuration } \alpha \text{ can reach some configuration } \beta \text{ in } S \}$ and post*(M, S) = $\{ \beta \mid \text{configuration } \beta \text{ is reachable from some configuration } \alpha \text{ in } S \}$ can be accepted by FAs.

We now consider the PCMs. The reversal-bounded counters in the PCMs complicate the constructions, since now we have to incorporate counters into the acceptors of the reachability sets. We need to prove some intermediate results.
Let \( \mathbb{N} \) be the set of nonnegative integers and \( n \) be a positive integer. A subset \( S \) of \( \mathbb{N}^n \) is a linear set if there exist vectors \( v_0, v_1, \ldots, v_t \) in \( \mathbb{N}^n \) such that

\[
S = \{ v \mid v = v_0 + a_1 v_1 + \cdots + a_t v_t, \forall 1 \leq i \leq t, a_i \in \mathbb{N} \}.
\]

The vectors \( v_0 \) (the constant vector) and \( v_1, \ldots, v_t \) (the periods) are called generators. A set \( S \) is semilinear if it is a finite union of linear sets. Semilinear sets are precisely the sets definable by Presburger formulas [15].

There is a simple automaton that characterizes semilinear sets. Let \( M \) be a nondeterministic finite-state machine (without an input tape) with \( n \) counters for some \( n \geq 1 \). The computation of \( M \) starts with all the counters zero and the automaton in the start state. An atomic move of \( M \) consists of incrementing at most one counter by 1 and changing the state (decrements are not allowed). An \( n \)-tuple \( v = (i_1, \ldots, i_n) \in \mathbb{N}^n \) is generated by \( M \) if \( M \), when started from its initial configuration, halts in an accepting state with \( v \) as the contents of the counters. The set of all \( n \)-tuples generated by \( M \) is denoted by \( G(M) \). We call this machine a C-generator. If the C-generator is augmented with a pushdown stack, the machine is called a PC-generator. Notice that counters in a generator are nondecreasing, i.e., 0-reversal-bounded. We will need the following lemma, which can easily be shown using the results in [16].

**Lemma 2.** The following statements are equivalent for \( S \subseteq \mathbb{N}^n \): a) \( S \) is a semilinear set; b) \( S \) can be generated by a C-generator; c) \( S \) can be generated by a PC-generator.

Consider a PCM \( M \) with \( n \) counters. A configuration of \( M \) is now represented as a string \( \alpha = w_0 d_1^{x_1} d_2^{x_2} \cdots d_n^{x_n} \), where \( w \) is the stack content, \( q \) is the state, \( d_1, \ldots, d_n \) are distinct symbols, and \( x_1, x_2, \ldots, x_n \) are the values of the counters (thus the counter values are represented in unary). We will show that the binary reachability \( \text{Binary}(M) \) can be accepted by a 2-tape CA.

To simplify matters, we convert \( M \) to another PCM \( M' \) with many more counters than \( M \). Assume \( M \) starts from a configuration \( \alpha \) and reaches another configuration \( \beta \). \( M' \) operates like \( M \), except that the counters can make at most one reversal. \( M' \) simulates \( M \) faithfully, except that when a counter \( c \) of \( M \) makes a reversal from nonincreasing to increasing or \( c \) starts to increment before any decrements were made after starting from configuration \( \alpha \), \( M' \) suspends the simulation but continues decreasing this counter to zero while simultaneously increasing a new counter \( c' \) (starting at zero). When \( c \) reaches zero, \( c' \) has the old value of \( c \) before the simulation was suspended. \( M' \) then resumes the simulation with \( c' \) taking the role of \( c \). If \( c' \) later reverses from nonincreasing to increasing, a new counter \( c'' \) is deployed like before. In this way, each counter \( c \) of \( M \) making \( r \) reversals can be replaced by \((r+1)/2\) counters \( c_1, \ldots, c_{(r+1)/2} \), where each one makes at most one reversal. Moreover, a configuration \( \alpha \) of \( M \) translates to a corresponding configuration of \( M' \), where the value of a counter \( c \) of \( M \) is identified with the value of one of the counters \( c_1, \ldots, c_{(r+1)/2} \). Clearly, if we can construct a 2-tape CA \( A' \) to accept \( \text{Binary}(M') \), we can modify \( A' \) to a 2-tape CA \( A \) to accept \( \text{Binary}(M) \).
Let $M$ be a PCM. From the discussion above, we assume that the counters have been normalized, i.e., during the computation from one configuration to another, each counter $c$ behaves as one of the following five patterns:

- $c$ starts at zero, becomes positive, reverses (i.e., decrements), but remains positive.
- $c$ starts at zero, becomes positive, reverses, becomes zero (and remains zero).
- $c$ starts at zero, becomes positive, and does not reverse.
- $c$ starts at a positive value, remains nonincreasing and positive.
- $c$ starts at a positive value, remains nonincreasing, becomes zero (and remains zero).

We do not include the case when a counter remains at zero during the entire computation, since this can be simulated by an increment by 1 followed by a decrement by 1. Call the behaviors above $Q_1, Q_2, Q_3, Q_4$ and $Q_5$, respectively.

Consider a counter $c$ that has behavior $Q_1$. During the computation, $c$ makes a mode change at three different instances: when it started at 0, became positive, and when it reversed. We denote these instances by $0, +, \text{rev}$. Note that $c$ is positive at the end of the computation, since it has behavior $Q_1$. In the construction to be described below, $c$ will be simulated by two counters, $c^+$ and $c^-$, the first to record increments and the second to record decrements. If $c$ is tested for zero during any segment of the simulation, the simulator assumes that it is zero before the mode changes to $+$ and positive after the mode has changed to $+$. (Note that the simulator knows when the mode changes.) At the end of the entire simulation, the simulator verifies that $c$ is indeed positive by checking that $c^+ - c^-$ is positive.

Similarly, for a counter $c$ with behavior $Q_2$, the mode-change instances are: $0, +, \text{rev}, \text{zero}$. As in the above case, $c$ will be simulated by two counters $c^+$ and $c^-$, and the simulator’s action when testing for zero is like in the above case before the mode changes to $\text{zero}$. The point when the counter becomes zero (i.e. the mode changes to $\text{zero}$) is “guessed” by the simulator. After the mode has changed to $\text{zero}$, the simulator assumes that the counter is always zero when it is being tested (and $c^+$ and $c^-$ will remain the same in the rest of the computation). At the end of the simulation, the simulator verifies that $c$ is zero by checking that $c^+ = c^-$. 
For the case of a counter \( c \) with behavior \( Q_3 \), the mode-change instances are 0, +. Like in the case for \( Q_1 \), the simulator assumes the counter is zero before the mode changes to + and positive after the mode has changed to +. Then \( c^+ \) is exactly \( c \), and \( c^- \) will remain zero during the entire simulation. Note that for this case, there is nothing to verify at the end of the simulation.

For the case for \( Q_4 \), the mode-change instance is \( \text{rev} \). Counter \( c \) stays positive and \( c^- \) will remain zero during the entire computation. The simulator checks that \( c^- \) is less than the starting value of \( c \).

For the case of a counter \( c \) with behavior \( Q_5 \), the mode-change instances are \( \text{rev}, \text{zero} \). The simulator assumes the counter is positive before the mode changes to \( \text{zero} \). Notice that the point that \( c \) becomes zero can be guessed by the simulator as described in the case for \( Q_2 \). \( c^- \) will remain zero during the entire simulation. Then the simulator checks that \( c^- \) is exactly the starting value of \( c \).

When we say that a counter starts with mode \( m \) and ends with mode \( m' \) in a certain segment of the computation, we mean: 1) The counter is already in mode \( m \), i.e., the mode-change to \( m \) has already been executed earlier; 2) If \( m' \neq m \), the mode-change to \( m' \) occurs during the segment of computation under consideration.

In describing a subcomputation of the machine, we refer to \( \langle c, Q_i, m, m' \rangle \) as a mode vector for \( c \), and this means that counter \( c \) has behavior \( Q_i \) \((i = 1, 2, 3, 4, 5)\) and in the subcomputation, \( c \) starts with mode \( m \) and ends with mode \( m' \). We denote \( \langle c, Q_i, m, m' \rangle \) simply as \( V(c, Q_i) \), when \( m \) and \( m' \) are understood.

Let \( M \) be a PCM with \( n \) counters: \( c_1, \ldots, c_n \). We associate with each counter \( c \) two counters \( c^+ \) and \( c^- \). Given \( Q_{i_1}, \ldots, Q_{i_n}, q, Z, q' \) (each \( t_j \in \{1, 2, 3, 4, 5\} \)), define a set of \( 2n \)-tuples of nonnegative integers \( \text{push}^*(q, V(c_1, Q_{i_1}), \ldots, V(c_n, Q_{i_n}), T, Z, q') \) as follows: \((u_1, \ldots, u_n, v_1, \ldots, v_n)\) is in \( \text{push}^*(q, V(c_1, Q_{i_1}), \ldots, V(c_n, Q_{i_n}), T, Z, q') \) if there is a sequence of moves of \( M \) such that,

1. The computation starting from state \( q \) with stack top symbol \( T \), \( M \) does not pop this \( T \), and the last move is a push of \( Z \) on top of \( T \) ending in state \( q' \) (Notice that, prior to this last move, the sequence may involve many pushes/pops.)
2. The computation remains within the specified mode vectors of the counters.
3. For \( i = 1, \ldots, n \), \( u_i \) (\( v_i \)) is the number of times counter \( i \) is incremented (decremented) by 1. So, for example, for \( V(c_1, Q_2, 0, 0) \), \( u_1 = 0 \) and \( v_1 = 0 \); for \( V(c_1, Q_2, 0, +) \), \( u_1 > 0 \) and \( v_1 = 0 \); for \( V(c_1, Q_2, 0, \text{rev}) \), \( u_1 > 0 \) and \( v_1 > 0 \); for \( V(c_1, Q_2, \text{rev}, \text{rev}) \), \( u_1 = 0 \) and \( v_1 \geq 0 \); for \( V(c_1, Q_2, \text{rev}, \text{zero}) \), \( u_1 = 0 \) and \( v_1 \geq 0 \); for \( V(c_1, Q_2, \text{zero}, \text{zero}) \), \( u_1 = 0 \) and \( v_1 = 0 \), etc.

Thus, \( \text{push}^*(q, V(c_1, Q_{i_1}), \ldots, V(c_n, Q_{i_n}), T, Z, q') \) gives separate counts of the total increments and total decrements for each counter of \( M \) during the computation.

Similar to \( \text{pop}^*(q, Z, T, q') \) and \( \text{stay}^*(q, T, q') \) for a PM, we can define the sets \( \text{pop}^*(q, V(c_1, Q_{i_1}), \ldots, V(c_n, Q_{i_n}), Z, T, q') \) and \( \text{stay}^*(q, V(c_1, Q_{i_1}), \ldots, V(c_n, Q_{i_n}), T, q') \).
Lemma 3. We can construct $C$-generators for \( \text{push}^*(q, V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n}), T, Z, q') \), \( \text{pop}^*(q, V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n}), Z, T, q') \), and \( \text{stay}^*(q, V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n}), T, q') \).

Proof. First we construct a PC-generator $B$ with $2n$ counters which simulates the computation of $M$ starting in state $q$ with its stack top $T$. During the simulation, $B$ makes sure that items 1 and 2 are satisfied. The simulation halts when $M$ writes $Z$ on the top of symbol $T$ and moves right in state $q'$. From Lemma 2, $B$ can be converted to an equivalent $C$-generator for

\[ \text{push}^*(q, V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n}), T, Z, q'). \]

Similarly, we can construct $C$-generators for

\[ \text{pop}^*(q, V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n}), Z, T, q') \]

and \( \text{stay}^*(q, V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n}), T, q') \). \hfill \Box

For notational convenience, \( (V(c_1, Q_{i_1}), ..., V(c_n, Q_{i_n})) \) will simply be denoted by $V$ and will be called a global mode vector. Note that there are only a finite number of distinct global mode vectors. We use $A_{\text{push}}(q, V, T, Z, q')$, $A_{\text{pop}}(q, V, Z, T, q')$, and $A_{\text{stay}}(q, V, T, q')$ to denote the $C$-generators for \( \text{push}^*(q, V, T, Z, q') \), \( \text{pop}^*(q, V, Z, T, q') \), and \( \text{stay}^*(q, V, T, q') \), respectively.

Let $V$ and $V'$ be two global mode vectors. Let \( (c', Q_{i'), m', m'') \) be a mode vector for $c$ in $V$ and \( (c, Q_j, m'', m''') \) the corresponding mode vector for $c$ in $V'$. We say that $V$ and $V'$ are compatible with respect to counter $c$ if $Q_i = Q_j$, $m' = m''$, and $m'''$ is a proper mode for $Q_j$ (so, e.g., $\text{rev}$ and $\text{zero}$ are not proper for $Q_2$; $\text{zero}$ is not proper for $Q_1$). Two global mode vectors $V$ and $V'$ are compatible if they are compatible with respect to every counter $c$. We are now ready to prove:

Theorem 2. $\text{Binary}(M)$ of a PCM $M$ can be accepted by a 2-tape CA.

Proof. From definition, $\text{Binary}(M) = \{ (\alpha, \beta) \mid \text{configuration } \alpha \text{ can reach configuration } \beta \text{ in } M \}$. We construct a 2-tape CA $B$ to accept $\text{Binary}(M)$. The specifications of all the $C$-generators $A_{\text{push}}(q, V, T, Z, q')$, $A_{\text{pop}}(q, V, Z, T, q')$, and $A_{\text{stay}}(q, V, T, q')$ are incorporated in the states of $B$. We describe the operation of $B$ when given configurations $q$ and $\beta$ on its first and second input tape, respectively. Let $\alpha = w d_1^\gamma \cdots d_n^\gamma$ and $\beta = w' q' d_1^{\gamma'} \cdots d_n^{\gamma'}$. Let $w = Z_1 \cdots Z_k$ and $w' = Z'_1 \cdots Z'_k$.

$B$ reads the two tapes in parallel and makes sure that the symbol under head 1 is the same as the symbol under head 2. Nondeterministically, $B$ starts to operate in the following way. Assume that both heads are at the $m$-th ($m \geq 1$) cell with $Z_1 \cdots Z_{m-1} = Z'_1 \cdots Z'_{m-1}$. There are four cases to consider (nondeterministically chosen):

- Case 1. $m \leq k$ and $m \leq k'$.
- Case 2. $m \leq k$ and $m = k' + 1$.
- Case 3. $m = k + 1$ and $m \leq k'$. 

Case 4. $m > k$ and $m > k'$. 

...
Case 4. \( m = k + 1 = k' + 1 \).
Consider Case 1. \( B \) operates in two phases. In the first phase, \( B \) reads the rest of the first input tape and guesses a sequence of pop-generators (when \( m = 1 \), treat \( Z_{m-1} \) as the stack bottom \( B_0 \))

\[
A_{\text{pop}}(q_0, V_0, Z_{m-1}, Z_m, q_1), \ldots, A_{\text{pop}}(q_{k-m}, V_{k-m}, Z_{k-1}, Z_k, q_{k-m+1})
\]

such that \( V_{i+1} \) and \( V_i \) are compatible and each pop\(^*\) \((q_{i+1}, V_{i+1}, Z_{i+m-1}, Z_{i+m}, q_i)\) is not empty for \( i = 0, \ldots, k - m \), and \( q_{k-m+1} = q \). Further, \( V_{k-m} \) is consistent with the starting counter values \( x_1, \ldots, x_m \), e.g., if the behavior of counter \( c_1 \) in \( V_{k-m} \) is \( Q2 \) (\( c_1 \) starts from 0), then \( x_1 \) must be 0. Note that each counter \( c \) in \( M \) is associated with two counters \( c^+ \) and \( c^- \) in the C-generators to keep track of the increments and decrements in counter \( c \). In order to decide the counter values at the beginning of the second phase below, \( B \) guesses the value \( y_i \) for each counter \( c_i \), and verifies, at the end of phase 1 by using auxiliary counters, that \( y_i + \Sigma c_i^- - \Sigma c_i^+ = x_i \) where \( \Sigma c_i^+ \) (resp. \( \Sigma c_i^- \)) is the total increments (decrements) made to counter \( c_i \) for all the pop generators in phase 1. Note that “increments” in each pop generator essentially means “decrements” to \( y_i \), since the pop generators are supposed to change the values of the \( c_i \)’s from \( y_i \)’s to \( y_i \)’s. Doing this ensures that configuration \( Z_1 \cdots Z_k q d_1^2 \cdots d_m^n \) can reach the intermediate configuration \( \gamma \) (i.e., \( Z_1 \cdots Z_{m-1} q_0 d_1^{i_1} \cdots d_m^{i_m} \)) through a sequence of moves that never pops symbol \( Z_{m-1} \).

Now, \( B \) starts phase 2, with counter values \( y_1, \ldots, y_n \) for counters \( c_1, \ldots, c_n \) in \( M \). \( B \) then reads the rest of the second input tape and guesses a sequence of push generators

\[
A_{\text{push}}(p_0, V_0, Z_m', Z_m, p_1), \ldots, A_{\text{push}}(p_{k' - m}, U_{k' - m}, Z_{k' - 1}, Z_{k'}, p_{k' - m+1})
\]

such that \( p_0 = q_0 \) and, \( V_0 \) and \( U_0 \) are compatible (i.e., \( M \) continues its computation from the intermediate configuration \( \gamma \) that was reached from the starting configuration \( \alpha \)). \( B \) also checks that \( U_i \) and \( U_{i+1} \) are compatible and each push\(^*\) \((p_i, U_i, Z_{i+m-1}', \ldots, p_{k' - m+1})\) is not empty for \( i = 0, \ldots, k' - m \), and \( p_{k' - m+1} = q' \). In order to verify the intermediate configuration \( \gamma \) can reach configuration \( \beta \), \( B \) needs to check (similar to phase 1) that \( y_i - \Sigma c_i^- + \Sigma c_i^+ = x_i' \) where \( \Sigma c_i^+ \) (resp. \( \Sigma c_i^- \)) is the total increments (decrements) made to counter \( c_i \) for all the push generators in phase 2. Finally, \( B \) needs to check that the ending counter values \( x_1', \ldots, x_n' \) are consistent with the last mode vector \( U_{k' - m} \). For instance, if counter \( c_1 \) has behavior pattern \( Q4 \) in \( U_{k' - m} \), then \( x_1' \) must be positive. \( B \) accepts if all the guesses are successful, i.e., \( \alpha \) can reach \( \beta \).

Cases 2 - 4 are handled similarly, where the C-generators \( A_{\text{stay}}(q_i, V_i, T, q') \) for stay\(^*\) \((q_i, V_i, T, q') \) are also used in the construction.

Hence, \( \text{Binary}(M) \) can be accepted by a 2-tape CA \( B \).\( \square \)

As in Corollaries 1 and 2, we have:

**Corollary 3.** Let \( M \) be a PCM and \( S \) and \( T \) be sets of configurations of \( M \) accepted by CAs. Then \( \text{Binary}(M, S, T) \) can be accepted by a 2-tape CA, and \( \text{pre}^*(M, S) \) and \( \text{post}^*(M, S) \) can be accepted by CAs.
3 Finite-Crossing WCMs

Let $M$ be a finite-crossing WCM with $n$ counters. A configuration of $M$ is represented as a string $\alpha = w_1q_2d_1^1d_2^2...d_n^n$, where $w = w_1w_2$ is the content of the read/write worktape with the head at the leftmost symbol of $w_2$, $q$ is the state, $d_1, ..., d_n$ are distinct symbols, and $x_1, x_2, ..., x_n$ are the values of the counters. We can prove the following:

**Theorem 3.** Let $M$ be a finite-crossing WCM. Then $\text{Binary}(M)$ can be accepted by a 2-tape CA.

**Corollary 4.** Let $M$ be a finite-crossing WCM and $S$ and $T$ be sets of configurations of $M$ accepted by CAs. Then $\text{Binary}(M, S, T)$ can be accepted by a 2-tape CA, and $\text{pre}^*(M, S)$ and $\text{post}^*(M, S)$ can be accepted by CAs.

**Corollary 5.** Let $M$ be a finite-crossing WCM without counters (i.e., the only memory structure is a finite-crossing read/write worktape) and $S$ and $T$ be regular sets. Then $\text{Binary}(M, S, T)$ can be accepted by a 2-tape FA, and $\text{pre}^*(M, S)$ and $\text{post}^*(M, S)$ can be accepted by FAs.

4 WCMs and PCMs with Clocks

A timed automaton is a finite-state machine without an input tape augmented with finitely many real-valued unbounded clocks [1]. All the clocks progress synchronously with rate 1, except that when a nonempty subset of clocks are reset to 0 at some transition, the other clocks do not progress. A transition between states fires if a clock constraint is satisfied. A clock constraint is a Boolean combination of atomic clock constraints in the following form: $x \# c, x - y \# c$ where $\#$ denotes $\leq, \geq, <, >$, or $=\ c$ is an integer, $x, y$ are clocks. Here we only consider integer-valued clocks, i.e., discrete timed automata. A discrete pushdown timed automaton (finite-crossing worktape timed automaton) is a discrete time automaton with a pushdown stack (finite-crossing read/write tape). We can further generalize these models by augmenting them with reversal-bounded counters, call them PTCM and finite-crossing WTCM, respectively. Thus a PTCM (finite-crossing WTCM) is a PCM (finite-crossing WCM) with clocks. A configuration of a PTCM (finite-crossing WTCM) now contains the values of the clocks.

It is known that the binary reachability of a PTCM (finite-crossing WTCM) can be accepted by a 2-tape PCA (finite-crossing WCA) [10,21]. The results in the previous section can be generalized:

**Theorem 4.** Let $M$ be a PTCM (or a finite-crossing WTCM). Then $\text{Binary}(M)$ can be accepted by a 2-tape CA.

**Corollary 6.** Let $M$ be a PTCM (or a finite-crossing WTCM) and $S$ and $T$ be sets of configurations of $M$ accepted by CAs. Then $\text{Binary}(M, S, T)$ can be accepted by a 2-tape CA, and $\text{pre}^*(M, S)$ and $\text{post}^*(M, S)$ can be accepted by CAs.
5 Model-Checking and Satisfiability-Checking

It is important to formulate what kinds of temporal properties are decidable for the machine models discussed in this paper. Given a machine (a PM, PCM, finite-crossing WCM, or its timed version) $M$ and a configuration $\alpha$, we use $\alpha_{c_i}$ to denote the value of counter $c_i$ in $\alpha$, $\alpha_{\#_a}$ to denote the number of appearances of symbol $a$ in the stack/tape content in $\alpha$, $\alpha_q$ to denote the state in $\alpha$. Let $P$ be a Presburger formula on variables $\alpha_{c_i}$, $\alpha_{\#_a}$, and $\alpha_q$. Since the solutions of $P$ can be accepted by a deterministic CA [16], it is obvious that the set of configurations satisfying $P$ can be accepted by a deterministic CA. Particularly, if $P$ is a Boolean combination of atomic formulas like $x > k$, $x = k$, where $x$ is a variable ($\alpha_{c_i}$, $\alpha_{\#_a}$, or $\alpha_q$), and $k$ is an integer, then $P$ is called a regular formula. Obviously, the set of configurations satisfying a regular formula $A$ can be accepted by a FA.

Now, we describe a (subset of a) Presburger linear temporal logic $\mathcal{L}$ as follows. This logic is inspired by the recent work of Comon and Cortier [5] on model-checking a special form of counter automata without nested cycles. Formulas in $\mathcal{L}$ are defined as:

$$f := P \mid A \mid P \land f \mid f \lor f \mid f \mid A U f$$

where $P$ is a Presburger formula, $A$ is a regular formula, $\circ$ and $U$ stand for next and until, respectively. Formulas in $\mathcal{L}$ are interpreted on (finite) sequences $p$ of configurations of $M$ in a usual way. We use $p^i$ to denote the sequence resulting from the deletion of the first $i$ configurations from $p$. We use $p_i$ to indicate the $i$-th element in $p$. The satisfiability relation $\models$ is recursively defined as follows, for each sequence $p$ and for each formula $f \in \mathcal{L}$ (written $p \models f$):

- $p \models P$ if $p_1 \in P$,
- $p \models A$ if $p_1 \in A$,
- $p \models P \land f$ if $p \models P$ and $p \models f$,
- $p \models f_1 \lor f_2$ if $p \models f_1$ or $p \models f_2$,
- $p \models \circ f$ if $p^1 \models f$,
- $p \models A U f$ if there exists $j$ (which is not greater than the length of $p$) such that $p^j \models f$ and $\forall k < j (p^k \models A)$.

We use the convention that $\circ f$ (eventual) abbreviates $(true U f)$. The satisfiability-checking problem is to check whether there is an execution $p$ of $M$ satisfying $p \models f$, for a given $M$ and $f \in \mathcal{L}$. The model-checking problem, which is the dual of the satisfiability-checking problem, is to check whether for all execution $p$ of $M$ satisfying $p \models f$, for a given $M$ and $f \in \mathcal{L}$. The results of this paper show that:

**Theorem 5.** The satisfiability-checking problem is decidable for $\mathcal{L}$ with respect to the following machine models: PM, PCM, finite-crossing WCM, and their timed versions.

**Proof.** (sketch) Given $f \in \mathcal{L}$, we use $[f]$ to denote the set of $p$ such that $p \models f$. For each of the machine models, we will show $[f]$ can be accepted by a CA. There-
fore, the theorem follows by noticing that the satisfiability-checking problem is equivalent to testing the emptiness of the CA, which is decidable.

We will only look at PCM; all the other models can be handled similarly. The proof is based upon an induction on the structure of \( \mathcal{L} \). Obviously, \([P]\) and \([A]\) can be accepted by CAs; so can \([f_1 \lor f_2]\) if both \([f_1]\) and \([f_2]\) can. \([P \land f]\) can be accepted by a CA, since \([f]\) can be accepted by a CA and \([P]\) can be accepted by a deterministic CA. For the case of \([A \cup f]\), notice that the set \([A \cup f]\) is very similar to \(\text{Pre}^*(M_0, [f])\) – the only difference is that \([A \cup f]\) further requires that each intermediate configuration on the path leading to \([f]\) to be in \(A\). This requirement can be easily fulfilled by slightly modify \(M\), thanks to the fact that \(A\) is regular. Therefore, Corollary 3 still applies to show that \([A \cup f]\) can be accepted by a CA. The case for \([af]\) is simpler, since we only look at one move. 

\(\mathcal{L}\) is quite powerful. For instance, it can express a property like \(\Diamond(P_1 \land \Diamond P_2)\). We should point out that without using the results in this paper, this property cannot be checked. For instance, the timed version of PM was studied in [10]. In that paper, it was shown that \([P_1 \land \Diamond P_2]\) can be accepted by a PCA – this is bad, since it is not possible to characterize \(\Diamond(P_1 \land \Diamond P_2)\) from here (a machine accepting \(\Diamond(P_1 \land \Diamond P_2)\) may need two stacks (i.e., Turing): one stack is for the PM, the other is for \([P_1 \land \Diamond P_2]\)). But now, we have a stronger characterization for \([P_1 \land \Diamond P_2]\): it can be accepted by a CA. Therefore, the results in this paper give a CA characterization for \(\Diamond(P_1 \land \Diamond P_2)\).

Since the model-checking problem is the dual of the satisfiability-checking problem, we conclude that

**Theorem 6.** The model-checking problem is decidable for \(\neg \mathcal{L}\) (taking negation of each formula in \(\mathcal{L}\)) with respect to the following machine models: PM, PCM, finite-crossing WCM, and their timed versions.
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Abstract. This paper is concerned with the recognition problem for extended regular expressions: given an extended regular expression \( r \) of length \( m \) and an input string \( x \) of length \( n \), determine if \( x \in L(r) \), where \( L(r) \) denotes the language denoted by \( r \). For this problem, the algorithm based on dynamic programming which runs in \( O(mn^3) \) time and \( O(mn^2) \) space is widely known. We here introduce a structure called a modular tree and present a new automata-based recognition algorithm such that it runs in \( O(mn^2 + kn^2) \) time and \( O(mn + kn^2) \) space. Here \( k \) is a number derived from a modular tree and is less than the number of intersection and complement operators in \( r \). Furthermore, \( k \) can be much smaller than \( m \) for many extended regular expressions. Thus our algorithm significantly improves the time and space complexities of the classical dynamic programming algorithm.

1 Introduction

This paper is concerned with the recognition problem for extended regular expressions (that is, regular expressions with intersection and complement). Given an extended regular expression \( r \) of length \( m \) and an input string \( x \) of length \( n \), the recognition problem is to determine if \( x \in L(r) \), where \( L(r) \) denotes the language denoted by \( r \). It is widely known that such a recognition problem can be applied to the pattern matching problem \([1,3,5,7,8,9]\). The standard recognition algorithm for regular expressions runs in \( O(mn) \) time and \( O(m) \) space, based on nondeterministic finite automata (NFAs for short) \([1,2,4,6]\). Myers \([7]\) has improved this algorithm so that it runs in \( O(mn/\log n) \) time and space. Thus, for regular expressions, efficient algorithms based on NFAs have been shown, and have been used for the pattern matching problem. However, any efficient algorithm based on finite automata is not known for extended regular expressions. Although extended regular expressions also denote only regular sets, they shorten the length of the expressions needed to describe certain regular sets. It is, therefore, important to design an efficient recognition algorithm for extended
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regular expressions. When we try to translate extended regular expressions to
NFAs in the standard way, the number of states multiplicatively increases for
intersection and exponentially increases for complement. Since operators can be
nested, the number of states can be exponentiated on the order of \( m \) times for
an expression with \( m \) operators. This suggests that any algorithm which uses
this translation as one of its steps for extended regular expressions is going to
be an exponential-time algorithm, and hence another approach has been taken.
For example, as seen in [6], the existing algorithm uses a dynamic program-
ing technique. The aim of this paper is to show that we can design an efficient
automata-based recognition algorithm for extended regular expressions.

Recently, Yamamoto [10] introduced a new notion of synchronization called
input-synchronization, and in [11] he has given a new recognition algorithm for
semi-extended regular expressions using new automata called partially input-
synchronized alternating finite automata (PISAFAs). This algorithm is faster
than the existing one. Thus he has shown that an automata-based technique
can be used for semi-extended regular expressions as well as regular expressions
for the first time. Although he says that the algorithm runs in \( O(mn^2) \) time, it
seems to hold only for a subset of semi-extended regular expressions. Our result
includes a result refined for semi-regular expressions.

In this paper, we will extend Yamamoto’s technique and give an efficient
algorithm for extended regular expressions. In addition, we give a more refined
analysis for the complexities. Yamamoto’s algorithm is based on the linear tran-
slation from semi-extended regular expressions to PISAFAs. However, we cannot
find out the similar translation for extended regular expressions, because it is
difficult to translate complement into a PISAFA. For this reason, we will take
advantage of a natural structure called a modular tree derived from hierarchical
structure of extended regular expressions. Nodes of the modular tree are called a
module, which denotes a regular expression. The modular tree leads to an inductive
construction of NFAs so that we can design an automata-based algorithm.
In this approach, the concepts of alternation and input-synchronization such as
in [11] explicitly do not appear, but they are implicitly used. Our main result is
as follows:

Let \( r \) be an extended regular expression of length \( m \) over an alphabet \( \Sigma \),
let \( T_r \) be the modular tree of \( r \), and let \( x \) be an input string of length \( n \)
in \( \Sigma^* \). Then we can design a recognition algorithm which determines if
\( x \in L(r) \) such that

1. if the height of \( T_r \) is equal to 0, then the algorithm runs in \( O(mn) \)
time and \( O(m) \) space,
2. if the height of \( T_r \) is equal to 1, then the algorithm runs in \( O(mn^2) \)
time and \( O(mn) \) space,
3. if the height of \( T_r \) is \( \geq 2 \), then the algorithm runs in \( O(mn^2 + kn^3) \)
time and \( O(mn + kn^2) \) space, where \( k = \text{CRIT}(T_r) \).

For example, if \( r \) is a regular expression, then the height of \( T_r \) is 0. The
formal definitions of a modular tree \( T_r \) and \( \text{CRIT}(T_r) \) will appear in Section 3.
The value of $CRIT(T_r)$ is less than the number of extended operators (that is, intersection and complement), and can be much smaller than $m$ for many extended regular expressions. Since the algorithm based on a dynamic programming technique takes $O(mn^3)$ time and $O(mn^2)$ space (see [6]), our algorithm significantly improves the classical dynamic programming algorithm. Thus our result says that automata-theoretic techniques are also applicable for extended regular expressions.

Throughout the paper, as in [1,6,7,8,9,11], we rely on a log $n$-bit uniform RAM, that is, each log $n$-bit instruction is executed in one unit of time and each log $n$-bit register is stored in one unit of space, to evaluate all complexities appearing in this paper.

The paper is organized as follows. In Section 2, we give basic definitions. In Section 3, we discuss an inductive construction of NFAs, and in Section 4 we give a new algorithm.

2 Extended Regular Expressions, Parse Trees and NFAs

We give some definitions for extended regular expressions.

**Definition 1.** Let $\Sigma$ be an alphabet. The extended regular expressions over $\Sigma$ are defined as follows.

1. $\emptyset, \varepsilon$ (the empty string) and $a \in \Sigma$ are extended regular expressions that denote the empty set, the set $\{\varepsilon\}$ and the set $\{a\}$, respectively.
2. Let $r_1$ and $r_2$ be extended regular expressions denoting the sets $R_1$ and $R_2$, respectively. Then $(r_1 \lor r_2)$, $(r_1 \land r_2)$, $(r_1^\ast)$ and $(\sim r_1)$ are also extended regular expressions that denote the sets $R_1 \lor R_2$, $R_1 \land R_2$, $R_1^\ast$, $R_1 \land R_2$, and $R_1^\ast = (\Sigma^* - R_1)$, respectively.

Regular expressions are defined by three operators $(r_1 \lor r_2)$, $(r_1 \land r_2)$ and $(r_1^\ast)$, and semi-extended regular expressions are defined by four operators $(r_1 \lor r_2)$, $(r_1 \land r_2)$, $(r_1^\ast)$ and $(\sim r_1)$. To take advantage of hierarchical structure of extended regular expressions, we introduce their parse trees. Let $r$ be an extended regular expression. Then the parse tree $T_r$ is defined as follows:

1. If $r = \emptyset$, $\varepsilon$, or $a$, respectively, then $T_r$ is a tree consisting of just one node labeled by $\emptyset$, $\varepsilon$, or $a$, respectively.
2. If $r = r_1 \lor r_2$ ($r = r_1 \land r_2$, $r = r_1^\ast$, $r = \sim r_1$, respectively), then $T_r$ is a tree such that its root is labeled by $\lor$ ($\land$, $\ast$, $\sim$, respectively) and the left subtree and the right subtree of the root are $T_{r_1}$ and $T_{r_2}$ ($\ast$ and $\sim$ have only $T_{r_1}$), respectively. The operator $\sim$ means concatenation.

The following theorem is widely known as the linear translation from regular expressions to NFAs (for example, see [6]).

**Theorem 1.** Let $r$ be a regular expression of length $m$. Then we can construct an NFA $M$ such that $M$ has at most $O(m)$ states and accepts the language denoted by $r$. 
3 Inductive Construction of NFAs

We cannot find the similar translation to that in [11] for extended regular expressions. Therefore, we design an algorithm by inductively constructing NFAs from hierarchical formation of extended regular expressions. Let \( r \) be an extended regular expression over an alphabet \( \Sigma \) and let \( T_r \) be the parse tree of \( r \). Then, we partition \( T_r \) by nodes labeled with intersection \( \land \) and complement \( \neg \) into subtrees such that (1) the root of each subtree is either a child of a node labeled with \( \land \) or \( \neg \) in \( T_r \) or the root of \( T_r \). (2) each subtree does not contain any interior nodes labeled by \( \land \) or \( \neg \) (3) each leaf is labeled by \( a \in \Sigma, \land \) or \( \neg \). If it is labeled by \( \land \) (\( \neg \), respectively), then it is called a universal leaf (a negating leaf, respectively). These leaves are also called a modular leaf. We call such a subtree a module.
Let $R$ and $R'$ be modules in the parse tree $T_r$. If a modular leaf $u$ of $R$ becomes the parent of the root of $R'$ in $T_r$, then $R$ is called a parent of $R'$, and conversely $R'$ is called a child of $R$ or a child of $R$ at $u$. Thus there are two children at each universal leaf, while one child at each negating leaf. If the root of a module $R$ is the root of $T_r$, then $R$ is called a root module. If a module $R$ does not have any children, then $R$ is called a leaf module. It is clear that such a parent-child relationship induces a modular tree $T_r = (\mathcal{R}, \mathcal{E})$ such that (1) $\mathcal{R}$ is a set of modules, (2) $(R, R') \in \mathcal{E}$ if and only if $R$ is the parent of $R'$.

Fig.1(a) shows an example of partition of $T_r$ for $\tau = ((0^* \land (0 \lor 1^*))^0) \land (0^* \land \neg(00^*))$, and Fig.1(b) shows the modular tree. In Fig.1, $R_0$ is the root module, $R_3$, $R_4$, $R_5$ and $R_7$ are leaf modules.

The height of a modular tree $T_r$ is defined as follows. For any module $R$ of $T_r$, if $R$ is the root, then the depth of $R$ is 0; otherwise $h + 1$, where $h$ is the depth of the parent of $R$. Then the height of $T_r$ is defined to be the maximum depth over all modules. Now we introduce a parameter which plays a crucial role in the analysis of time and space complexities.

**Definition 2.** Let $R$ be any module in $T_r$. Then, we say a modular leaf $u$ of $R$ to be critical if $u$ satisfies at least one of the following two conditions: (1) $u$ has an ancestor labeled by $\star$, (2) there is a modular leaf $u'$ or a node $u'$ labeled by $\star$ such that $u'$ and $u$ have a common ancestor labeled by concatenation, and $u'$ is on the left-side of $u$ in $R$. See Fig. 2.
Definition 3. Let $\text{CRIT}(R)$ be the number of critical modular leaves in $R$, and let $R' = R - \{R_0\}$, where $R$ is the set of modules and $R_0$ is the root module. Then, $\text{CRIT}(T_r) = \sum_{R \in R} \text{CRIT}(R)$.

For example, $\text{CRIT}(T_r) = 1$ for Fig.1, because only $R_1$ has just one critical modular leaf. Clearly, $\text{CRIT}(T_r)$ is less than the number of extended operators (intersection and complement). Furthermore, if the height of $T_r$ is 1, then $\text{CRIT}(T_r) = 0$, because leaf modules do not have any critical modular leaves.

Now, for each module $R$, we relabel every modular leaf $u$ of $R$ with a new symbol $\sigma_u$ called a modular symbol. By this relabeling, $R$ can be viewed as a regular expression over $\Sigma \cup \{\sigma_u \mid u \text{ is a modular leaf of } R\}$. Then, by Theorem 1, we can construct an NFA $M_R$ for a module $R$. Let us call this $M_R$ an augmented NFA (A-NFA for short). In addition, we call a state $q$ in $M_R$ a universal state if there is $\delta(q, \sigma_u) = q'$ for a universal leaf $u$, and call a state $q$ in $M_R$ a negating state if there is $\delta(q, \sigma_u) = q'$ for a negating leaf $u$. The other states are called an existential state. Furthermore, if a module $R'$ is a child of $R$ at $u$, then A-NFA $M_{R'}$ is said to be associated with $\sigma_u$. Fig. 3 gives an example for A-NFAs, where $q_0$, $p_2$ and $q_2$ are universal states, and $q_0$ is a negating state. $M_1$ and $M_2$ are associated with $\sigma_{u_1}$, $M_3$ and $M_4$ are associated with $\sigma_{u_2}$, and $M_5$ and $M_6$ are associated with $\sigma_{u_3}$. It is clear that the following theorem is obtained from Theorem 1.

Theorem 2. Let $r$ be an extended regular expression of length $m$ and let $R_0, \ldots, R_l$ be modules produced by partitioning $T_r$. Then we can construct A-NFAs $M_j$ for each module $R_j$ such that $\sum_{0 \leq j < l} \text{STATE}(M_j)$ is at most $O(m)$, where $\text{STATE}(M_j)$ denotes the number of states of $M_j$.

4 Recognition Algorithm for Extended Regular Expressions

Our algorithm becomes an extension of the algorithm based on NFAs for regular expressions. The main part of the algorithm is the simulation of a set of A-NFAs. This is done using a data structure called a directed computation graph. In this section, we first give the definition of a directed computation graph, and then the recognition algorithm.

4.1 A Directed Computation Graph

Let $r$ be an extended regular expression over an alphabet $\Sigma$ and let $x = a_1 \cdots a_n$ be an input string in $\Sigma^*$. We first partition $T_r$ into modules $R_0, \ldots, R_l$ and construct A-NFAs $M_0, \ldots, M_l$ for each module as described in Theorem 2. Here $R_0$ is the root module. After that, to determine if $x \in L(r)$, we simulates the set $\{M_0, \ldots, M_l\}$ of A-NFAs on $x$. This time, each A-NFA $M_j$ satisfies the following properties.

Property 1 For any state $q$, the number of transitions from $q$ is at most two.
Property 2 For any state $q$, all the transitions from $q$ are labeled by the same symbol $a$. If $a$ is either a symbol in $\Sigma$ or a modular symbol, then the number of transitions is exactly one.

Property 3 The number of final states is exactly one.

To simulate each $\lambda$-NFA $M_j$ ($0 \leq j \leq l$), we introduce a set of states, called an existential-element set. For the root module $R_0$, we use just one existential-element set $U_0^j$ to simulate $M_0$. For other modules $R_j$ ($1 \leq j \leq l$), we use at most $n + 1$ existential-element sets $U_i^j$ ($0 \leq i \leq n$) to simulate $M_j$. A set $U_i^j$ is used to simulate $M_j$ on $a_i \cdots a_n$ using a simple state-transition simulation. Namely, $U_i^j$ always maintains states reachable from the initial state $q_i$ of $M_j$ after $M_j$ has read $a_i \cdots a_n$, for any $i \leq i' \leq n$. To simulate the set $\{M_0, \ldots, M_l\}$, we will construct a directed computation graph $G = (U, E)$ such that (1) $U$ is the set of nodes, which consists of existential-element sets, and $E$ is the set of edges, which consists of pairs $(U_i, U'_j)$ of nodes, (2) there is the special node, called a source node, which has no incoming edges, (3) Nodes with no outgoing edges are called a sink node, (4) let $U_{j_1}^i, U_{j_2}^i$ and $U_{j_3}^i$ be nodes of $U$ for $\lambda$-NFAs $M_{j_1}, M_{j_2}$ and $M_{j_3}$, respectively. Then there exist directed edges $(U_{j_1}^i, U_{j_2}^i)$ and $(U_{j_1}^i, U_{j_3}^i)$ in $E$ if and only if $R_{j_2}$ and $R_{j_3}$ are two children of $R_{j_1}$ at a universal leaf $u$ and $M_{j_1}$ reaches the universal state corresponding to $u$ while processing $a_0$, (5) let $U_{j_1}^i$ and $U_{j_3}^i$ be nodes of $U$ for $\lambda$-NFAs $M_{j_1}$ and $M_{j_2}$, respectively. Then there exists a directed edge $(U_{j_1}^i, U_{j_3}^i)$ in $E$ if and only if $R_{j_2}$ is the child of $R_{j_3}$ at a negating leaf $u$ and $M_{j_1}$ reaches the negating state corresponding to $u$ while processing $a_0$.

4.2 Outline of the Simulation

The simulation starts with $U = \{U_0^0\}$ and $E = \emptyset$, where $U_0^0 = \{q_0\}$ and $q_0$ is the initial state of $M_0$. We update a directed computation graph each time reading an input symbol. Suppose that $G = (U, E)$ is a directed computation graph obtained after processing $a_1 \cdots a_{i-1}$. This time, note that $G$ satisfies the property that for any $U_i^j \in U$, $q \in U_i^j$ if and only if $M_j$ can reach the state $q$ from the initial state $q_i$ of $M_j$ by $a_1 \cdots a_{i-1}$. Then we will show how $G = (U, E)$ is updated by $a_i$. The computation for $a_i$ consists of two main procedures, GoTo and EClosure.

The procedure GoTo simply computes states reachable from a state in $U$ by $a_i$. We first perform the procedure GoTo. Next, we perform the procedure EClosure. This procedure simulates $\varepsilon$-moves of $\lambda$-NFAs. That is, for any existential-element set $U_i^j \in U$ and any state $q \in U_i^j$, we compute all states reachable from $q$ by continuous $\varepsilon$-moves. To avoid a redundant computation, EClosure performs the computation from sink nodes towards the source node. The computation is classified into three cases according to the kind of a state $q$ as follows: (1) $q$ is existential, (2) $q$ is universal, and (3) $q$ is negating.

If $q$ is an existential state with $\delta(q, \varepsilon) = Q'$, then we simply add all the states in $Q'$ to $U_i^j$. 
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If $q$ is a universal state with $\delta(q, \sigma_u) = q'$, then do the following: Let $R_{j_1}$ and $R_{j_2}$ be two children of $R_j$ at the universal leaf $u$ and let $q_{j_1}$ and $q_{j_2}$ be the initial states of $M_{j_1}$ and $M_{j_2}$, respectively. Then we add two nodes $U_{j_1}^i = \{q_{j_1}\}$ and $U_{j_2}^i = \{q_{j_2}\}$ to $\mathcal{U}$ and add two edges $(U_{j_1}^i, U_{j_2}^i)$ and $(U_{j_2}^i, U_{j_2}^i)$ to $\mathcal{E}$. This time, we call a pair $(U_{j_1}^i, U_{j_2}^i)$ a universal pair. Furthermore, in the subsequent computation, we check whether or not $U_{j_1}^i$ and $U_{j_2}^i$ have the final states of $M_{j_1}$ and $M_{j_2}$, respectively, each time reading an input symbol $a_i$. If they both have a final state, then $q'$ is added to $U_{j_3}^{i+1}$. This means that the transition $\delta(q, \sigma_u) = q'$ is possible if and only if $M_{j_1}$ and $M_{j_2}$ accept the same substring $a_i \ldots a_{i_2}$.

If $q$ is a negating state with $\delta(q, \sigma_u) = q'$, then do the following: Let $R_{j_i}$ be the child of $R_j$ at a negating leaf $u$ and let $q_{j_i}$ is the initial state of $M_{j_i}$. Then we add a node $U_{j_i}^i = \{q_{j_i}\}$ to $\mathcal{U}$, and add an edge $(U_{j_i}^i, U_{j_i}^i)$ to $\mathcal{E}$. This time, we call a node $U_{j_i}^i$ a negating node. Furthermore, in subsequent simulation, we check whether or not $U_{j_i}^i$ contains the final state of $M_{j_i}$ at every time. If it does not contain the final state, then we add $q'$ to $U_{j_i}^i$. This means that the transition $\delta(q, \sigma_u) = q'$ is possible if and only if $M_{j_i}$ does not accept a substring $a_i \ldots a_{i_2}$.

After computing all states reachable by $\epsilon$-moves, we finally obtain the updated $\mathcal{G} = (\mathcal{U}, \mathcal{E})$. The above process is repeatedly performed from $a_1$ through $a_n$. Let $\mathcal{G}$ be the directed computation graph obtained after processing $\sigma_u$. In order to determine if $x$ is in $L(r)$, we check whether the source node $U_{00}^0$ contains the final state of $M_0$ or not. If $U_{00}^0$ contains it, then our algorithm accepts $x$; otherwise rejects $x$.

### 4.3 Algorithm in Detail

Now let us give the detail of the algorithm below. Given an extended regular expression $r$ of length $m$ and an input string $x$ of length $n$, the computation starts with the following ACCEPT.

**Algorithm ACCEPT($r, x$)**

**Input:** an extended regular expression $r$, an input string $x$.

**Output:** If $x \in L(r)$, then return YES; otherwise return NO.

**Step 1.** Partition $T_r$ into modules $R_0, \ldots, R_l$.

**Step 2.** Translate each module $R_j$ ($0 \leq j \leq l$) to an A-NFA $M_j$.

**Step 3.** Let $M_0$ be an A-NFA for the root module $R_0$. Then, execute

SIMULATE($M_0, x, q_0, q_f$), and if it returns YES, then output YES; otherwise output NO. Here $q_0$ and $q_f$ is the initial state and the final state of $M_0$, respectively.

**Function SIMULATE($M, x, q_0, q_f$)**

**Input:** An A-NFA $M$, a string $x = a_1 \ldots a_n$, the initial state $q_0$ of $M$ and the final state $q_f$ of $M$.

**Output:** If $M$ accepts $x$, then return YES; otherwise NO.

**Comment:** This function directly simulates $M$ starting from the state $q_0$. 
Step 1. Initialization.
1. Set \( G = (U, E) \), where \( U = \{U_0^0\} \), \( U_0^0 := \{q_0\} \), and \( E = \emptyset \).
2. \( EClosure(G, 0) \).

Step 2. For \( i = 1 \) to \( n \), do the following:
1. \( GoTo(G, a_i) \).
2. \( EClosure(G, i) \).

Step 3. If \( U_0^0 \) contains the final state \( q_f \), then return YES; otherwise return NO.

To perform \( EClosure \) efficiently, we introduce the depth for each node \( U \).
This can straightforwardly be defined according to the depth of each module as follows.
For any node \( U \in U \), let \( R \) be the module in \( T_r \) such that the A-NFA for \( R \) is simulated by \( U \).
Then the depth of \( U \) is defined to be just the depth of \( R \).
Let \( h_{\text{max}} \) and \( h_{\text{min}} \) be the maximum depth and the minimum depth over \( U \), respectively.
We can partition \( U \) into some subsets \( U^{h_{\text{max}}}, \ldots, U^{h_{\text{min}}} \) by the depth of each node \( U \) such that \( U^h \) consists of nodes with the depth \( h \).
Then the following \( EClosure \) simulates \( \epsilon \)-moves in the order from \( U^{h_{\text{max}}} \) to \( U^{h_{\text{min}}} \).

Procedure \( EClosure(G, i) \)
\( G = (U, E) \): a directed computation graph;
\( i \): an input position;

Step 1. For \( h = h_{\text{max}} \) to \( h_{\text{min}} \), do the following:
1. \( EpsilonMove(U^h, i) \).
2. \( SyncCheck(U^h) \).
3. \( NegCheck(U^h) \).

Procedure \( EpsilonMove(U', i) \)
\( U' \): a subset of \( U \);
\( i \): an input position;

Step 1. For all \( U_j^{i_j} \in U' \) (note that \( U_j^{i_j} \) is for an A-NFA \( M_j \) ), do the following:
1. \( U_{\text{old}} := \emptyset \).
2. While \( U_{\text{old}} \neq U_j^{i_j} \) do the following:
   (a) \( U_{\text{old}} := U_j^{i_j} \).
   (b) For all \( q \in U_j^{i_j} \), do the following:
      i. If \( q \) is an existential state, then \( U_j^{i_j} := U_j^{i_j} \cup \delta(q, \epsilon) \).
      ii. If \( q \) is a universal state with \( \delta(q, \sigma_u) = q' \), then do the following:
         Here, note that \( U_j^{i_j} \) and \( U_j^{i_j} \) are existential-element sets for A-NFAs \( M_j \) and \( M_j \) which are associated with \( \sigma_u \), respectively.
         Furthermore, \( M_j \) and \( M_j \) have the initial states \( q_{j_1} \) and \( q_{j_2} \), respectively.
         A. If both \( U_j^{i_1} \) and \( U_j^{i_2} \) are already in \( U \), then \( E := E \cup \{(U_j^{i_1}, U_j^{i_2}), (U_j^{i_1}, U_j^{i_2})\} \), and if they both have a final state, then \( U_j^{i_j} := U_j^{i_j} \cup \{q'_f\} \).
B. if both $U_{j_1}^{i_1}$ and $U_{j_2}^{i_2}$ are not in $U$ yet, then produce two nodes $U_{j_1}^{i_1} := \{q_{j_1}\}$ and $U_{j_2}^{i_2} := \{q_{j_2}\}$, and then $U := U \cup \{U_{j_1}^{i_1}, U_{j_2}^{i_2}\}$, $E := E \cup \{(U_{j_1}^{i_1}, U_{j_2}^{i_2})\}$. After that, do $EClosure((\{U_{j_1}^{i_1}\}, \emptyset, i)$ and $EClosure((\{U_{j_2}^{i_2}\}, \emptyset, i)$.

iii. If $q$ is a negating state with $\delta(q, \sigma_u) = q'$, then do the following:

Here, note that $U_{j_1}^{i_1}$ is an existential-element set for $A$-NFA $M_{j_1}$ which is associated with $\sigma_u$, and this $M_{j_1}$ has the initial state $q_{j_1}$.

A. if $U_{j_1}^{i_1}$ is already in $U$, then $E := E \cup \{(U_{j_1}^{i_1}, U_{j_1}^{i_1})\}$, and if it does not contain the final state, then $U_{j_1}^{i_1} := U_{j_1}^{i_1} \cup \{q'\}$.

B. if $U_{j_2}^{i_1}$ is not in $U$ yet, then $U_{j_2}^{i_1} := \{q_{j_2}\}$, and then $U := U \cup \{U_{j_2}^{i_1}\}$, $E := E \cup \{(U_{j_2}^{i_1}, U_{j_2}^{i_1})\}$. After that, do $EClosure((\{U_{j_2}^{i_1}\}, \emptyset, i)$.

Procedure `SyncCheck($U'$)

$U'$: a subset of $U$;

**Step 1.** For all universal pairs $(U_{j_1}^{i_1}, U_{j_2}^{i_2})$ in $U'$, if $q_{j_1} \in U_{j_1}^{i_1}$ and $q_{j_2} \in U_{j_2}^{i_2}$, then for each $U$ such that $(U, U_{j_1}^{i_1}) \in E$, do $U := U \cup \{q\}$. Here, $q_{j_1}$ and $q_{j_2}$ are the final states of $M_{j_1}$ and $M_{j_2}$ which are associated with $\sigma_u$, respectively, and $q$ is a state such that $\delta(q', \sigma_u) = q$.

Procedure `NegCheck($U'$)

$U'$: a subset of $U$;

**Step 1.** For all negating nodes $U_{j_1}^{i_1}$ in $U'$, if $q_{j_1} \notin U_{j_1}^{i_1}$, then for each $U$ such that $(U, U_{j_1}^{i_1}) \in E$, do $U := U \cup \{q\}$. Here, $q_{j_1}$ is the final state of $M_{j_1}$ which is associated with $\sigma_u$, and $q$ is a state such that $\delta(q', \sigma_u) = q$.

Procedure `GoTo($G$, a)

$G = (U, E)$ : a directed computation graph;

a: an input symbol;

**Step 1.** For all $U \in U$, do the following:

1. For all $q \in U$, do the following:
   (a) If $\delta(q, a) = \{q'\}$, then $U := (U \setminus \{q\}) \cup \{q'\}$.
   (b) If $\delta(q, a) = \emptyset$, then $U := U \setminus \{q\}$.

Since the translation to A-NFAs can be done in $O(m)$ time using the standard parser, we have the following main theorem.

**Theorem 3.** Given an extended regular expression $\gamma$ of length $m$ and an input string $x$ of length $n$, the algorithm ACCEPT correctly determines if $x \in L(\gamma)$, and

1. if the height of the modular tree $T_\gamma$ is 0, then the algorithm runs in $O(mn)$ time and $O(m)$ space,
2. if the height of $T_\gamma$ is 1, then the algorithm runs in $O(mn^2 + kn^3)$ time and $O(mn + kn^2)$ space, where $k =$CRIT($T_\gamma$).

As mentioned before, note that if the height of $T_\gamma$ is 1, then $k = 0$. Hence, in this case, the algorithm runs in $O(mn^2)$ time and $O(mn)$ space.
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Abstract. Two quantum finite automata are equivalent if for any string \( x \) the two automata accept \( x \) with equal probability. This paper gives a polynomial-time algorithm for determining whether two measure-once one-way quantum finite automata are equivalent. The paper also gives a polynomial-time algorithm for determining whether two measure-many one-way quantum finite automata are equivalent.

1 Introduction

A quantum finite automaton (QFA) is a theoretical model for a quantum computer with a finite memory. When restricted to finite memory machines, quantum mechanism in comparison to classical (non-quantum) one has both strengths and weaknesses. It is one of the most important problems to characterize the power of QFAs. Quantum finite automata were introduced independently by Moore and Crutchfield [10] and Kondacs and Watrous [9].

Kondacs and Watrous [9] showed that a two-way QFA could accept more than regular languages. They also restricted the head of a QFA to moving right on each transition and got the one-way QFA model. (Amano and Iwama [2] considered yet another model, called 1.5-way QFAs). During its computation, a one-way QFA performs measurements on its configuration. Since the acceptance capability of a one-way QFA depends on the measurements that the QFA may perform during the computation, two models of one-way QFAs that differ only in the type of measurement that they perform during the computation have been studied. Brodsky and Pippenger called the model introduced by Moore and Crutchfield [10] measure-once QFA (MO-QFA) and a similar model for the one introduced by Kondacs and Watrous [9] measure-many QFA (MM-QFA).

The main difference between the two models is that a measure-once QFA performs one measurement at the end of computation, while a measure-many QFA performs a measurement after every transition.

Kondacs and Watrous also [9] showed that the languages accepted by one-way MM-QFAs is a proper subset of the regular languages. Brodsky and Pippenger [7] provided a necessary condition for languages to be accepted by one-way MM-QFAs. Ambainis et al. [4] gave a characterization for regular languages to be accepted by one-way MM-QFAs. On the other hand, Brodsky and Pippenger [7]
showed that a language is accepted by a one-way MO-QFA (with bounded error) if and only if it is accepted by a group finite automaton. They also pointed out that a non-regular language is accepted by a one-way MO-QFA with unbounded error.

Besides characterization of the power of QFAs, it is also important to consider the decidability of the equivalence for QFAs. Two QFAs are equivalent if for any string \( x \) the two QFAs accept \( x \) with equal probability. Although Brodsky and Pippenger \[7\] showed that the equivalence for one-way MO-QFAs is decidable, they did not take notice of its efficiency. On the other hand, it has been still open whether or not the equivalence for one-way MM-QFAs is decidable (see, e.g., \[8\]).

In this paper, we show the equivalence for one-way MO-QFAs is decidable in polynomial time. Brodsky and Pippenger used the following three techniques to show the decidability of the equivalence for one-way MO-QFAs: (i) transformation from the representation of one-way MO-QFAs to generalized stochastic finite automata \[10\]; (ii) conversion from generalized stochastic finite automata to stochastic finite automata \[12\]; (iii) decidability of the equivalence for stochastic finite automata \[12\]. We use the technique by Tzeng \[14\] instead of Paz’s two techniques (ii) and (iii). Actually, Tzeng showed a polynomial time algorithm to decide the equivalence for stochastic finite automata. We show that a slight observation enables to use Tzeng’s algorithm in order to decide the equivalence for generalized finite stochastic automata in polynomial time. Moreover, we show that a one-way MM-QFA is simulated by a generalized one-way MO-QFA and it is also represented by a generalized stochastic finite automaton. By showing that the conversion can be done in polynomial time, we show a polynomial-time algorithm to decide the equivalence for one-way MM-QFAs.

2 Preliminaries

2.1 Selective Quantum Operations

In this subsection, we briefly review certain facts from quantum computation and state the definition of selective quantum processes that will be used through this paper. For a more thorough treatment of quantum computing, we refer the reader to the references like \[6,11\]. The definition of selective quantum operations, we adopt in this paper, is given in \[11,15\].

Let us consider quantum systems having finite classical state sets. Given a quantum system with a fixed classical state set \( S \), a pure state of the system is unit vector in the Hilbert space \( \ell_2(S) \). We use the Dirac notation to represent elements of \( \ell_2(S) \); for each \( s \in S \), \( |s\rangle \) represents the unit vector corresponding to the map that takes \( s \) to 1 and each \( s' \neq s \) to 0. Elements of \( \ell_2(S) \) are specified by linear combinations of elements in the orthonormal basis \( \{|s\rangle : s \in S\} \).

A mixed state is a state that may be described by a distribution on (not necessarily orthogonal) pure states. Intuitively, a mixed state represents the quantum state of a system given that we have limited knowledge of this state. A collection
\[ \{ \langle p_k, \psi_k \rangle \} \] such that \( 0 \leq p_k, \sum_k p_k = 1 \), and each \( \psi_k \) is a pure state is called a mixture; for each \( k \), the system is in superposition \( \psi_k \) with probability \( p_k \). For a given mixture \( \{ \langle p_k, \psi_k \rangle \} \), we associate an \( S \times S \) density matrix \( \rho \) having an operator representation \( \rho = \sum_k p_k |\psi_k\rangle \langle \psi_k| \). Necessary and sufficient conditions of a given \( S \times S \) matrix \( \rho \) to be a density matrix are (i) \( \rho \) must be positive semidefinite, and (ii) \( \rho \) must have unit trace.

A selective quantum operation is a probabilistic mapping that takes as input a density matrix \( \rho \) and outputs a pair \((i, \rho^{(i)})\) with probability \( p_i \), where \( \rho^{(i)} \) is a density matrix and \( i \) is a classical output that we take to be an integer for simplicity. The output \( i \) may be the result of some measurement, although this is not the most general situation (for example, the system may be measured and part of outcome may be discarded). A selective quantum operation \( E \) must be described by a collection \( \{ A_{i,j} : 0 \leq i \leq m, 1 \leq j \leq l \} \) of \( |S| \times |S| \) matrices satisfying the constraint \( \sum_{i=0}^{m} \sum_{j=1}^{l} A_{i,j}^{\dagger} A_{i,j} = I \). Given such a collection of matrices, we define a function \( p_i : \mathbb{C}^{n \times n} \rightarrow [0, 1] \) and a partial function \( E_i : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n} \) as follows:

\[
p_i(\rho) = \text{tr} \left( \sum_{j=1}^{l} A_{i,j} \rho A_{i,j}^{\dagger} \right)

E_i(\rho) = \frac{1}{p_i(\rho)} \sum_{j=1}^{l} A_{i,j} \rho A_{i,j}^{\dagger}.
\]

(In case \( p_i(\rho) = 0 \), \( E_i(\rho) \) is undefined.) Now, on input \( \rho \), the output of \( E \) is defined to be \((i, E_i(\rho))\) with probability \( p_i(\rho) \) for each \( i \). We also define a function \( F_i \) as \( F_i(\rho) = \sum_{j=1}^{l} A_{i,j} \rho A_{i,j}^{\dagger} \) for each \( i \). It will simplify matters when calculating unconditional probabilities to consider these functions.

### 2.2 One-Way Quantum Finite Automata

In this section, we give definitions of two models of one-way quantum finite automata. One is called measure-once one-way quantum finite automaton and the other is called measure-many one-way quantum finite automaton. Using the representation by selective quantum operations, it is not difficult to consider more general models of one-way quantum finite automata than both models of measure-once ones and measure-many ones. Although it is possibly that the generic one-way quantum automata may be more powerful, we focus on the two models of one-way quantum automata in this paper. We give definitions of the two models of one-way quantum finite automata in terms of selective quantum operations.

**Measure-Once One-Way QFA and Its Generalization** A measure-once one-way quantum finite automaton (MO-1QFA) is defined by a quintuple \( M = (Q, \Sigma, \delta, q_0, F) \) where \( Q \) is a finite set of states, \( \Sigma \) is a finite input alphabet,
\( \delta \) is a transition function \( \delta : Q \times \Gamma \times Q \to \mathbb{C} \) that represents the probability density amplitude that flows from state \( q \) to state \( q' \) upon reading symbol \( \sigma \), the state \( q_0 \) is the initial state, and \( F \) is the set of accepting states, where \( \Gamma = \Sigma \cup \{\#, \$\} \) is the tape alphabet of \( M \) and \( \# \) and \$ are end-markers not in \( \Sigma \). For all states \( q_1, q_2 \in Q \) and symbols \( \sigma \in \Gamma \) the function \( \delta \) must be unitary, thus satisfying the condition

\[
\sum_{q' \in Q} \delta^*(q_1, \sigma, q') \delta(q_2, \sigma, q') = \begin{cases} 1 & q_1 = q_2 \\ 0 & q_1 \neq q_2 \end{cases},
\]

where \( \delta^* \) is the complex conjugate of \( \delta \). We assume that all inputs are of the form \( \#\sigma_1\sigma_2 \cdots \sigma_n\$ \). At the end of a computation, \( M \) measures its configuration; if it is in an accepting state then it accepts, otherwise it rejects. This definition is equivalent to that of the QFA defined by Moore and Crutchfield.

The configuration of \( M \) is a pure state and is represented by an \( n \)-dimensional complex unit vector, where \( n = |Q| \). This vector is denoted by

\[
|\psi\rangle = \sum_{i=1}^{n} \alpha_i |q_i\rangle
\]

where \( \{q_i\} \) is the set orthonormal basis vectors corresponding to the state of \( M \). The coefficient \( \alpha_i \) is the probability density amplitude of \( M \) being in state \( q_i \). Since \( |\psi\rangle \) is a unit vector, it follows that \( \sum_{i=1}^{n} |\alpha_i|^2 = 1 \). Sometimes, it is rather convenient to consider density matrices. Its density matrix is denoted by

\[
\rho = |\psi\rangle \langle \psi |.
\]

The transition function \( \delta \) is represented by a set of unitary matrices \( \{U_{\sigma}\}_{\sigma \in \Gamma} \) (or their corresponding selective quantum operations) where \( U_{\sigma} \) represents the unitary transition of \( M \) upon reading symbol \( \sigma \). If \( M \) is in configuration \( \rho = |\psi\rangle \langle \psi | \) and reads symbol \( \sigma \) then the new configuration of \( M \) is denoted by

\[
\rho' = E(\rho) = U_{\sigma} |\psi\rangle \langle \psi | U_{\sigma}^\dagger.
\]

Measurement is represented by a diagonal zero-one projection matrix \( P = P_{\text{acc}} \) where \( P_{\text{acc}} = \{q_i \in F\} \). The probability of \( M \) accepting string \( x \) is defined by

\[
p_M(x) = \text{tr}(P \rho_x P^\dagger)
\]

where \( \rho_x = U(x) |q_0\rangle \langle q_0| U(x)^\dagger \) and \( U(x) = U_\# U_{\sigma_n} U_{\sigma_{n-1}} \cdots U_{\sigma_2} U_{\sigma_1} U_{\#} \).

As stated in [10], we sometimes find it useful to relax the unitarity. A \textit{measure-once generalized one-way quantum finite automaton} (MO-gQFA) is one in which the matrices \( U_{\sigma} \) are not necessarily unitary.

\textbf{Measure-Many One-Way QFA} A \textit{measure-many one-way quantum finite automaton} (MM-1QFA) is defined by a sextuple \( M = (Q, \Sigma, \delta, q_0, Q_{\text{acc}}, Q_{\text{rej}}) \).
where $Q$ is a finite set of states, $\sigma$ is a finite input alphabet, $\delta$ is a unitary transition function of the same form as for an MO-1QFA, and the state $q_0$ is the initial state. The set $Q$ is partitioned into three subsets: $Q_{\text{acc}}$ is the set of halting accepting states, $Q_{\text{ rej}}$ is the set of halting rejecting states, and $Q_{\text{non}}$ is the set of non-halting states.

The operation of an MM-1QFA is similar to that of an MO-1QFA except that after every transition $M$ measures its configuration with respect to the three subspaces that correspond to the three subsets $Q_{\text{non}}, Q_{\text{acc}}$ and $Q_{\text{ rej}}$: $S_{\text{non}} = \text{span}(\{|q\rangle : q \in Q_{\text{non}}\})$, $S_{\text{acc}} = \text{span}(\{|q\rangle : q \in Q_{\text{acc}}\})$, and $S_{\text{ rej}} = \text{span}(\{|q\rangle : q \in Q_{\text{ rej}}\})$, where $\text{span}$ is the function that maps a set of vectors to the vector space generated by the vectors in the set. If the configuration is in $S_{\text{non}}$ then the computation continues; if the configuration is in $S_{\text{acc}}$ then $M$ accepts, otherwise it rejects. After every measurement the superposition collapses into the measured subspace and is renormalized.

The configuration of an MM-1QFA is a mixed state and is represented by a pair in $(\rho_{\text{non}}, \rho_{\text{acc}}(\rho_{\text{ rej}}))$, where $\rho_{\text{non}}, \rho_{\text{acc}}$ and $\rho_{\text{ rej}}$ are density matrices. The transition function is represented by selective quantum operations only on $\rho_{\text{non}}$ and measurement is represented by diagonal zero-one projection matrices that project the vector onto the respective subspaces.

Since $M$ can have a non-zero probability of halting partway through the computation, it is useful to keep track of the cumulative accepting and rejecting probabilities. Therefore, in some cases we use the representation of Kondacs and Watrous that represents the state of $M$ as a triple $(\rho, \rho_{\text{acc}}, \rho_{\text{ rej}})$, where $\rho_{\text{acc}}$ and $\rho_{\text{ rej}}$ are the cumulative probabilities of accepting and rejecting. The evolution of $M$ on reading symbol $\sigma$ is denoted by $(F_{\text{non}}(\rho), \rho_{\text{acc}} + \rho_{\text{ rej}}(\rho))$.

3 Real-Valued Bilinear Representation

In this paper, we discuss the probability that a string is accepted by a quantum finite automaton. Since we consider MO-1QFAs, MO-$g$1QFAs and MM-1QFAs, it is convenient to treat them uniformly as in Moore and Crutchfield [10].

A generalized stochastic function is a function from strings over an alphabet $\Sigma$ to real numbers, $f : \Sigma^* \rightarrow \mathbb{R}$, for which there are real-valued vectors $\pi$ and $\eta$ and real-valued matrices $M_\sigma$ for each $\sigma \in \Sigma$ such that $f$ is a bilinear form,

$$f(x) = \eta^T \cdot M_x \cdot \pi$$

where $M_x = M_{\sigma} M_{x_{n-1}} \cdots M_{\sigma_1} M_\sigma$. We will call such a function $n$-dimensional if $\pi, \eta$ and $M_\sigma$ are $n$-dimensional.

If the components of $\eta$ are 0 and 1 denoting nonaccepting and accepting states and if $\pi$ and the rows of $M_\sigma$ have non-negative entries that sum to 1, then $f$ is a stochastic function.

It is well known that complex numbers $c = a + bi$ can be represented by $2 \times 2$ real matrices $c = \begin{pmatrix} a & b \\ -b & a \end{pmatrix}$. In the same way, an $n \times n$ complex matrix can be
simulated by a $2n \times 2n$ real-valued matrix. Moreover, we note that this matrix is unitary if the original matrix is.

Here, we consider a bilinear real-valued representation (rather than quadratic one) of accepting probability for MO-g1QFA $(Q, \Sigma, \delta, q_0, F)$. Let $h_i$ be a set of perpendicular unit vectors spanning $S_{acc}$. Then, we consider a function $f$ in the following.

$$f(x) = \sum_{i=1}^{n} \langle h_i | U_x | q_0 \rangle \langle q_0 | U_x^\dagger | h_i \rangle$$

$$= \sum_{i=1}^{n} \langle h_i^* \otimes h_i | U_x^* \otimes U_x | q_0^* \otimes q_0 \rangle$$

$$= (\sum_{i=1}^{n} h_i^* \otimes h_i | U_x^* \otimes U_x | q_0^* \otimes q_0),$$

where $U_x$ is the matrix representation corresponding to $\delta(x)$. This has the form $
eta^T \cdot M_{x} \cdot \pi$ with $
pi = q_0^* \otimes q_0$, $M_{\sigma} = U_{\sigma}^* \otimes U_{\sigma}$ for all $\sigma \in \Gamma$, and $\eta = \sum_{i=0}^{n} h_i^* \otimes h_i$. Since these are the tensor products of $n$-dimensional objects, they have $n^2$ dimensions. Furthermore, using the representation above, we transform $\eta^T$, $M_{\sigma}$, and $\pi$ into $2 \times 2n^2$, $2n^2 \times 2n^2$, and $2n^2 \times 2$ real-valued matrices $\eta^T$, $M_{\sigma}$, and $\pi$, respectively, and

$$\eta^T \cdot M_{\sigma} \cdot \pi = f(x) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

Letting $\eta^T$ and $\pi$ be the top row of $\eta^T$ and the left column of $\pi$, respectively, gives the desired real-valued bilinear form.

We call a generalized stochastic function whose representation consists of unitary transition matrices generalized stochastic function with the unitarity.

4 Equivalence for Generalized Stochastic Finite Automata

Tzeng showed a polynomial-time algorithm to decide the equivalence for stochastic finite automata [14]. A slight observation enables us to use Tzeng’s algorithm in order to decide the equivalence for generalized stochastic finite automata in polynomial time.

A vector is stochastic if all its entries are real numbers greater than or equal to zero and sum to 1. A matrix is stochastic if all its row vectors are stochastic. A stochastic finite automaton (SFA) is defined by a quintuple $M = (Q, \Sigma, \delta, \pi, F)$, where $Q$ is a finite set of states, $\Sigma$ is a finite input alphabet, $\delta$ is a function from $\Sigma$ to the set of all $n \times n$ stochastic matrices, and $F \subseteq Q$ is a set of final states.

The vector $\pi$ is called an initial-state distribution where the $i$th component of $\pi$ indicates the probability that state $q_i$ being the initial state. The value $\delta(q_i)[i,j]$ is the probability that $M$ moves from state $q_i$ to state $q_j$ after reading symbol $\sigma \in \Sigma$. Let $\eta_F$ be an $n$-dimensional row vector such that the $i$th entry is 1
if \( q_i \in F \); the \( i \)th entry is 0 otherwise. The state distribution induced by string \( x \) for \( M \) is \( D_M(x) = \delta(x)\pi \), where \( \delta(x) = \delta(x_n)\delta(x_{n-1}) \cdots \delta(x_1) \). The accepting probability is \( P_M(x) = (\eta_F)^T D_M(x) \).

A generalized stochastic finite automaton (gSFA) is a stochastic finite automaton in which \( \pi \) and \( \delta \) are not necessarily stochastic.

Let \( M_1 = (Q_1, \Sigma, \delta_1, \pi_1, F_1) \) and \( M_2 = (Q_2, \Sigma, \delta_2, \pi_2, F_2) \) be two gSFAs. Then \( M_1 \) and \( M_2 \) are said to be equivalent if and only if \( P_{M_1}(x) = P_{M_2}(x) \) for any string \( x \in \Sigma^* \).

We define, for each string \( x \),

\[
\delta_{M_1 \oplus M_2}(x) = \begin{pmatrix} \delta_1(x) & O \\ O & \delta_2(x) \end{pmatrix}.
\]

We also define, for each string \( x \),

\[
D_{M_1 \oplus M_2}(x) = \delta_{M_1 \oplus M_2}(x) \begin{pmatrix} \pi_1 \\ \pi_2 \end{pmatrix}.
\]

For two gSFAs \( M_1 \) and \( M_2 \), let

\[
H(M_1, M_2) = \{ D_{M_1 \oplus M_2}(x) : x \in \Sigma^* \}.
\]

Since the issue of computing with real numbers is subtle, in what follows we assume that all inputs consist of rational numbers and that each arithmetic operation on rational numbers can be done in constant time.

Now we are ready to consider the equivalence for gSFAs. It is easy to obtain a slight generalization of Tzeng’s result in [14].

**Theorem 1.** There is a polynomial-time algorithm that takes as input two gSFAs \( M_1 \) and \( M_2 \) and determines whether \( M_1 \) and \( M_2 \) are equivalent, where \( n_1 \) and \( n_2 \) are the number of states in \( M_1 \) and \( M_2 \), respectively. Furthermore, if \( M_1 \) and \( M_2 \) are not equivalent then the algorithm outputs the lexicographically minimum string which is accepted by \( M_1 \) and \( M_2 \) with different probabilities. This string will always be of length at most \( n_1 + n_2 - 1 \).

**Proof.** (Sketch) Although the assertion is similarly shown as in [14], we show a proof sketch for self-containment and for easy understandability.

First, recall that two gSFAs \( M_1 \) and \( M_2 \) are equivalent if and only if

\[
\forall x \in \Sigma^*, \quad P_{M_1}(x) = P_{M_2}(x).
\]

We can reformulate this equation as

\[
\forall x \in \Sigma^*, \quad [(\eta_{F_1})^T, -(\eta_{F_2})^T] D_{M_1 \oplus M_2}(x) = 0.
\]

We note that it is important that the following lemma in [14] also works for gSFAs.

**Lemma 1.** Let \( M_1 \) and \( M_2 \) be two gSFAs. If \( V \) is a basis for \( \text{span}(H(M_1, M_2)) \) then \( M_1 \) and \( M_2 \) are equivalent if and only if for all \( \psi \in V \), \( [(\eta_{F_1})^T, -(\eta_{F_2})^T] \psi = 0 \).
Because the dimension of the vector space \( \text{span}(H(M_1, M_2)) \) is at most \( n_1 + n_2 \), the number of elements in \( V \) is at most \( n_1 + n_2 \). Thus if we are able to find such a basis in polynomial time then we can solve the equivalence problem for gSFA's in polynomial time.

Without loss of generality, we assume that \( \Sigma = \{0,1\} \). We define binary tree \( T \) as follows. Tree \( T \) will have a node for every string in \( \Sigma^* \). The root of \( T \) is \( \text{node}(\lambda) \), where \( \lambda \) is the empty string. Every \( \text{node}(x) \) in \( T \) has two children \( \text{node}(x0) \) and \( \text{node}(x1) \). Let \( D_{M_1 \otimes M_2}(x) \) be the \( (n_1 + n_2) \)-dimensional vector associated with \( \text{node}(x) \). For \( \text{node}(x\sigma), \sigma \in \Sigma \), its associated vector \( D_{M_1 \otimes M_2}(x\sigma) \) can be calculated by multiplying its parent’s associated vector \( D_{M_1 \otimes M_2}(x) \) by \( \delta_{M_1 \otimes M_2}(\sigma) \).

The method to determine whether \( M_1 \) and \( M_2 \) are equivalent is to prune tree \( T \). Initially, we set \( V \) to be the empty set. We then visit the nodes in \( T \) in breadth-first order. At each \( \text{node}(x) \), we verify whether its associated vector \( D_{M_1 \otimes M_2}(x) \) is linearly independent of \( V \). If it is, we add the vector to \( V \). Otherwise, we prune the subtree rooted at \( \text{node}(x) \). We stop traversing tree \( T \) when every node in \( T \) is either visited or pruned. The vectors in the resulting set \( V \) will be linearly independent. Actually, the vectors in \( V \) form a basis for \( \text{span}(H(M_1, M_2)) \). A breadth-first search guarantees that finding the lexicographically minimum string whose accepting probabilities by \( M_1 \) and \( M_2 \) are different.

The pruning algorithm is shown in Fig. 1. We skip the discussion of the validity and the analysis of the time complexity of the algorithm, since the discussion is similar to the one in [14]. \( \square \)

---

**Fig. 1.** Algorithm for the equivalence for gSFA's

---

**Input:** \( M_1 = (Q_1, \{0,1\}, \delta_1, \pi_1, F_1) \), \( M_2 = (Q_2, \{0,1\}, \delta_2, \pi_2, F_2) \);
Set \( V \) and \( N \) to be the empty set;
queue \( \leftarrow \text{node}(\lambda) \);
while queue is not empty do

begin take an element \( \text{node}(x) \) from queue;
if \( D_{M_1 \otimes M_2}(x) \notin \text{span}(V) \) then

begin add \( \text{node}(x0) \) and \( \text{node}(x1) \) to queue;
add vector \( D_{M_1 \otimes M_2}(x) \) to \( V \);
add \( \text{node}(x) \) to \( N \)
end:
end;
if \( \forall v \in V, \left[ (\eta F_1)^T, -(\eta F_2)^T \right] v = 0 \) then return(\text{yes})
else return(\text{lex-min} \{ x : \text{node}(x) \in N, \left[ (\eta F_1)^T, -(\eta F_2)^T \right] D_{M_1 \otimes M_2}(x) \neq 0 \});
5 Polynomial-Time Equivalence for QFAs

In this section, we consider the equivalence for one-way quantum finite automata. The equivalence for MO-1QFAs is easily determined in polynomial time using the bilinearization technique, discussed in Section 3, and the equivalence for gSFAs. On the other hand, we show that the representation of an MM-1QFA is efficiently converted to the one of an MO-q1QFA. Using the similar discussion as the case of MO-1QFAs, we show that the equivalence for MM-1QFAs is also determined in polynomial time.

**Theorem 2.** Any MO-1QFA has its representation of generalized stochastic function with the unitarity.

*Proof.* Discussion in Section 3 follows the assertion. \(\square\)

**Theorem 3.** Any MM-1QFA has its representation of generalized stochastic function.

*Proof.* Let \(M = (Q, \Sigma, \delta, q_{0}, Q_{acc}, Q_{rej})\) be an MM-1QFA. We construct an MO-g1QFA \(M' = (Q', \Sigma, \delta', q_{0}, F)\) as follows.

\[
Q' = Q \cup \{q_{a} : a \in \Sigma \cup \{\#, \$\} \setminus Q_{acc},
\]

\[
F = \{q_{a} : a \in \Sigma \cup \{\#, \$\}\}.
\]

Each unitary matrix corresponding to \(\delta\) satisfying

\[
U_{\sigma}|q\rangle = \sum_{i} \alpha_{i}|q_{i}\rangle + \alpha_{A}|q_{A}\rangle \quad \text{and} \quad q_{A} \in Q_{acc}
\]

is replaced with the following matrix

\[
U'_{\sigma}|q\rangle = \sum_{i} \alpha_{i}|q_{i}\rangle + \alpha_{A}|q_{A}\rangle,
\]

which is not necessarily unitary. We also add the following rules.

\[
U'_{\sigma}|q_{a}\rangle = |q_{a}\rangle \quad \text{for all} \quad q_{a} \in F.
\]

We note that the above transformation violates the unitarity. Since each new accepting state in \(F\) corresponds the differential of the cumulative probability of accepting with respect to the original MM-1QFA, the accepting probability is preserved. The rest of the proof is similarly shown as Theorem 2. \(\square\)

Now, we are ready to consider algorithms for equivalence for one-way quantum finite automata. In case of MO-1QFAs, the theorem below immediately follows from Theorem 1, Theorem 2 and the bilinearization technique in Section 3.

**Theorem 4.** There is a polynomial-time algorithm that takes as input two MO-1QFAs \(M_{1}\) and \(M_{2}\) and determines whether \(M_{1}\) and \(M_{2}\) are equivalent, where \(n_{1}\) and \(n_{2}\) are the number of states in \(M_{1}\) and \(M_{2}\), respectively. Furthermore, if \(M_{1}\) and \(M_{2}\) are not equivalent then the algorithm outputs the lexicographically minimum string which is accepted by \(M_{1}\) and \(M_{2}\) with different probabilities. This string will always be of length \(O((n_{1} + n_{2})^{2})\).
In case of MM-1QFAs, since the conversion from MM-1QFAs to MO-g1QFAs, shown in the proof of Theorem 2, can be calculated in polynomial time, we get the following.

**Theorem 5.** There is a polynomial-time algorithm that takes as input two MM-1QFAs $M_1$ and $M_2$ and determines whether $M_1$ and $M_2$ are equivalent, where $n_1$ and $n_2$ are the number of states in $M_1$ and $M_2$, respectively. Furthermore, if $M_1$ and $M_2$ are not equivalent then the algorithm outputs the lexicographically minimum string which is accepted by $M_1$ and $M_2$ with different probabilities. This string will always be of length $O((n_1 + n_2)^2)$.

6 Conclusion

Although Brodsky and Pippenger had solved the equivalence for MO-1QFAs, the algorithm was not efficient. On the other hand, the decidability of the equivalence for MM-1QFAs had been an open problem. In this paper, for both cases, we give polynomial-time algorithms for the equivalence. As we have seen, MM-1QFAs (and MO-1QFAs) can be generalized using the representation of selective quantum operations. Thus, we might extend our results to more general model. It is left to consider whether such extension is natural and to characterize the power of 1QFAs of the general model. Furthermore, it is still open whether the equivalence for 2-way QFAs or 1.5-way QFAs, defined in [2], is efficiently decidable or not. The techniques for the equivalence for one-way QFAs seem to be no longer effective to solve them. In [14], the algorithm for the approximate equivalence for stochastic automata was proposed. However, the algorithm is not efficient. Another interesting open problem is an approximate equivalence problem for QFAs which is efficiently decidable.
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Abstract. Logical analysis of data (LAD) is one of the methodologies for extracting knowledge as a Boolean function $f$ from a given pair of data sets $(T, F)$ on attributes set $S$ of size $n$, in which $T$ (resp., $F$) $\subseteq \{0, 1\}^n$ denotes a set of positive (resp., negative) examples for the phenomenon under consideration. In this paper, we consider the case in which extracted knowledge has a decomposable structure; i.e., $f$ is described as a form $f(x) = g(x|S_0, h(x|S_1))$ for some $S_0, S_1 \subseteq S$ and Boolean functions $g$ and $h$, where $x[I]$ denotes the projection of vector $x$ on $I$. In order to detect meaningful decomposable structures, it is expected that the sizes $|T|$ and $|F|$ must be sufficiently large. In this paper, we provide an index for such indispensable number of examples, based on probabilistic analysis. Using $p = |T|/(|T| + |F|)$ and $q = |F|/(|T| + |F|)$, we claim that there exist many deceptive decomposable structures of $(T, F)$ if $|T| + |F| \leq \sqrt{2^{n+1}/pq}$. The computational results on synthetically generated data sets show that the above index gives a good lower bound on the indispensable data size.
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1 Introduction

Extracting knowledge from given data has been studied in such fields as knowledge engineering, data mining, artificial intelligence and database theory (e.g., [4,6,8]). Logical analysis of data (LAD) is one of the methodologies for knowledge discovery. LAD is based on Boolean logic, that is, a given data set is represented as a pair of set $T$ of true vectors (examples that cause the phenomenon to occur) and set $F$ of false vectors (examples not causing the phenomenon to occur), where $T, F \subseteq \{0, 1\}^n$ and $T \cap F = \emptyset$. We denote by $S = \{1, 2, \ldots, n\}$ the set of attributes of data. Each vector $x \in \{0, 1\}^n$ consists of $n$ components corresponding to elements in $S$, i.e., $x = (x_1, x_2, \ldots, x_n)$.

LAD tries to find a function $f$: $\{0, 1\}^n \to \{0, 1\}$ such that $f(u) = 1$ for all $u \in T$ and $f(w) = 0$ for all $w \in F$. Such a function $f$, called an extension, provides a logical explanation for the phenomenon represented by $(T, F)$. However,
in general, a consistent extension for \((T, F)\) is not unique and may not necessarily provide structural information of the phenomenon. In other words, the consistency alone may not be sufficient to extract meaningful logical explanation for \((T, F)\). Therefore, in LAD, we usually consider extensions having some specific features, e.g., positive, Horn, \(k\)-DNF, decomposable and so on [10,12]. These features will reveal the logical structure of the phenomenon under consideration.

Even after restricting our attention to those with specific features, there may still exist many extensions if the sizes \(|T|\) and \(|F|\) are not sufficiently large. In such cases, most of the discovered extensions are deceptive; i.e., they do not represent true explanations of the phenomenon. In this sense, it is important to know what is the “sufficiently large” number of examples in \((T, F)\). In this paper, we focus on the decomposability as a specific feature of extensions, and propose an index to judge whether the size of the given \((T, F)\) is sufficiently large to extract meaningful decomposable extensions.

Decomposable extensions are defined as follows: An extension \(f\) is decomposable if there exist some disjoint subsets \(S_0\) and \(S_1\) of \(S\) with \(2 \leq |S_1| \leq n - 1\) and Boolean functions \(g\) and \(h\) satisfying \(f(x) = g(x[S_0], h(x[S_1]))\), where \(x[I]\) denotes the projection of vector \(x\) on a set of attributes \(I\). The set \(S_1\) represents an intermediate group of attributes, and defines a new “meta-attribute”, which can give a simpler explanation of the phenomenon. This problem of structure identification is in fact one form of knowledge discovery. As an example, let \(f(x)\) be a Boolean function that describes whether a certain species is a primate or not; e.g., \(f(v) = 1\) for \(v = (1100 \cdots)\) denotes that the chimpanzee, which has characteristics of viviparous (\(v_1 = 1\)), vertebrate (\(v_2 = 1\)), does not fly (\(v_3 = 0\)), does not have claw (\(v_4 = 0\)), and so on, is a primate. In the case of the hawk, on the other hand, we shall have \(f(0111 \cdots) = 0\). In this example, we can group attributes “viviparity” and “vertebrate” as a property of the mammals, and the chimpanzee is a mammal. That is, \(f(x)\) can be represented as \(g(x[S_0], h(x[S_1]))\), where \(S_1 = \{1, 2\}, S_0 = S \setminus S_1\), and \(h\) describes whether the species is a mammal or not. This “mammal” is a meta-attribute, and we can recognize primates by regarding \(S_1 = \{1, 2\}\) as one attribute \(h(x[S_1])\). In this sense, finding an attribute set \(S_1\), which satisfies the above decomposition property, can be understood as finding an essential relation among the original attributes [3,8].

The index proposed in this paper is based on a probabilistic analysis of the event that a randomly generated \((T, F)\) has decomposable extensions. If this probability is high, it indicates the size of the given data set is not sufficient, since a random data set is unlikely to be decomposable if its size is sufficiently large. We claim that a given \((T, F)\) does not give reliable information about decomposability if \(|T| + |F| \leq \sqrt{2^{n-1}/pq}\) holds for \(p = |T|/(|T| + |F|)\) and \(q = |F|/(|T| + |F|)\). That is, the index \(\sqrt{2^{n-1}/pq}\) can be used as an index for the number of data vectors needed to ensure that the discovered decomposable extension is not deceptive.

In real world applications, the sizes of given data sets \(T\) and \(F\) are sometimes quite small compared to \(2^n = |\{0, 1\}^n|\). In such cases, the proposed index helps us to judge how reliable the decomposable structures observed in the given data
set are. On the other hand, if the size of the data set is very large, it can be often reduced for efficient computation [9,13] by sampling only a small subset of the data set. The proposed index is also usable to know an appropriate sampling ratio needed to obtain meaningful results.

We then conduct computational experiments of finding decomposable extensions for synthetically generated data sets and real-world data sets, which are not decomposable. The experimental results show that the proposed index in fact provides a good lower bound on the size of data set needed to assure meaningful decomposable extensions.

2 Preliminaries

A Boolean function, or a function in short, is a mapping $f : \{0, 1\}^n \rightarrow \{0, 1\}$, where $x \in \{0, 1\}^n$ is called a Boolean vector (a vector in short). $S = \{1, 2, \ldots, n\}$ denotes the set of all attributes. If $f(x) = 1$ (resp., 0), then $x$ is called a true (resp., false) vector of $f$. The set of all true vectors (resp., false vectors) is denoted by $T(f)$ (resp., $F(f)$).

A partially defined Boolean function (pdBF) is defined by a pair of sets $(T, F)$, where $T \subseteq \{0, 1\}^n$ (resp., $F \subseteq \{0, 1\}^n$) denotes a set of positive (resp., negative) examples. A function $f$ is called an extension of a pdBF $(T, F)$ if $T \subseteq T(f)$ and $F \subseteq F(f)$; i.e., if $f(a) = 1$ for all $a \in T$ and $f(b) = 0$ for all $b \in F$.

Evidently, the disjointness of the sets $T$ and $F$ is a necessary and sufficient condition for the existence of an extension, if it is considered in the class of all Boolean functions. It may not be trivial, however, to judge whether a given pdBF has an extension in a certain subclass $\mathcal{C}$ of Boolean functions, such as the class of positive functions, the class of $k$-DNF functions (DNF functions with at most $k$ literals in each term), and so on [6]. The problem to find an extension in a subclass $\mathcal{C}$ of a given pdBF $(T, F)$ is called the consistency problem in computational learning theory [2].

For a subset $S' \subseteq S$, let $\{0, 1\}^{S'}$ denote the vector space defined by an attribute set $S'$. Given a pair of subsets $S_0, S_1 \subseteq S$, a function $f$ is called $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable if there exist Boolean functions $h$ and $g$ satisfying the following conditions

(i) $f(x) = g(x|S_0), h(x|S_1))$ for all $x \in \{0, 1\}^n$,
(ii) $h : \{0, 1\}^{S_1} \rightarrow \{0, 1\}$,
(iii) $g : \{0, 1\}^{S'} \rightarrow \{0, 1\}$, where $S' = S_0 \cup \{h\}$.

We also call a pdBF $(T, F)$ $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable if $(T, F)$ has an $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable extension. Decomposability was originally proposed as a more general concept, and other classes of decomposable functions were also considered in [3,10]. In this paper, we restrict our attention to the decomposability in which $(S_0, S_1)$ is a partition (i.e., $S_1 = S \setminus S_0$) satisfying $|S_0| \geq 1$ and $|S_1| \geq 2$, which we call a nontrivial partition. This is one of the most fundamental forms of decomposition. We then call a pdBF $(T, F)$ decomposable, if there exists a
Fig. 1. A pdBF and its conflict graph which is not $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable.

<table>
<thead>
<tr>
<th></th>
<th>$S_0$</th>
<th>$S_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Nontrivial partition $(S_0, S_1)$ such that $(T, F)$ is $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable. Finally, we call the above partition $(S_0, S_1)$ together with $f$, $g$ and $h$ a decomposable structure of $(T, F)$.

Given a pdBF $(T, F)$ and a pair of subsets $S_0$ and $S_1$, we define its conflict graph $G_{(T,F)}(S_0, S_1) = (V, E)$ by\footnote{This definition is slightly different from the original one in [3,12].}

\[ V = \{x | x \in \{0, 1\}^{S_1}\}, \]
\[ E = \{(v[S_1], w[S_1]) | v \in T, w \in F \text{ and } v|_{S_0} = w|_{S_0}\}. \]

We call a cycle of length $k$ in the graph a $k$-cycle, and a cycle of odd (resp., even) length an odd cycle (resp., even cycle). Then the following property holds.

**Proposition 1.** [3] A pdBF $(T, F)$ is $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable if and only if its conflict graph $G_{(T,F)}(S_0, S_1)$ contains no odd cycle; i.e., $G_{(T,F)}(S_0, S_1)$ is bipartite. □

For example, let us consider the pdBF $(T, F)$ given in the truth table in Fig. 1, and its $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposability for $S_0 = \{1, 2, 3\}$ and $S_1 = \{4, 5\}$. In the figure, a label of each vertex represents vectors $x|_{S_1}$ for $x \in \{0, 1\}^3$ and a label on each edge denote the pair of true and false vectors that defines the edge. In this example, the pair $(v^{(1)}, u^{(1)})$ defines the edge $(v^{(1)}|_{S_1}, u^{(1)}|_{S_1}) = (11, 10)$, and at the same time the pair $(v^{(2)}, u^{(3)})$ defines the same edge $(10, 11)$. Since the corresponding conflict graph in Fig. 1 is not bipartite, pdBF $(T, F)$ is not $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable. On the other hand, pdBF $(T, F')$ with the same $T$ and $F' = F \setminus \{u^{(3)}\}$ is $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable, because edge $(10, 01)$ does not exist and $G_{(T,F')}(S_0, S_1)$ is bipartite.

3 Decomposability of Randomly Assigned Functions

For real numbers $p$ and $q$ satisfying $p, q \in [0,1]$ and $p + q = 1$, $\mathcal{F}_{(p,q)}$ denotes the probability space of the set of functions which take value 1 or 0 for each vector.
in \( \{0,1\}^n \) with probability \( p \) or \( q \), respectively. We denote a function in \( F_{(p,q)} \) by \( f_{(p,q)} \). Let \( U \) be a random subset of \( \{0,1\}^n \), which satisfies \( |U| = l \) for a given \( l \).

We define a randomly assigned pdBF \((T_p, F_q)\) by \( T_p = \{ v \in U \mid f_{(p,q)}(v) = 1 \} \) and \( F_q = \{ v \in U \mid f_{(p,q)}(v) = 0 \} \); i.e., \( T_p \) (resp., \( F_q \)) is the set of true (resp., false) vectors constructed from the truth table of \( f_{(p,q)} \) by sampling the vectors over \( U \). By definition, each vector in set \( U = T_p \cup F_q \) is a member of \( T_p \) (resp., \( F_q \)) with probability \( p \) (resp., \( q \)).

In this section, we consider the probability that a randomly assigned pdBF \((T_p, F_q)\) is \( F(S_0, F(S_1))\)-decomposable. For the goal, we first consider the probability of an edge to appear in the conflict graph \( G_{(T_p, F_q)}(S_0, S_1) \) in Subsection 3.1. In Subsection 3.2, we consider the probability that a (general) random graph is bipartite. In Subsection 3.3, we analyze the probability that the conflict graph of \((T_p, F_q)\) is bipartite (i.e., \((T_p, F_q)\) is \( F(S_0, F(S_1))\)-decomposable) from the results in Subsections 3.1 and 3.2.

### 3.1 Probability of an Edge to Appear in the Conflict Graph

Given a pdBF \((T_p, F_q)\), let us consider a pair \((a, b)\) with \( a, b \in \{0,1\}^{S_1} \). It becomes an edge of \( G_{(T_p, F_q)}(S_0, S_1) \) if and only if there exists a \( y \in \{0,1\}^{S_0} \) such that one of \( y \cdot a \) and \( y \cdot b \) is in \( T_p \) and the other is in \( F_q \), where \( y \cdot a \) (resp., \( y \cdot b \)) denote the concatenation of \( y \) and \( a \) (resp., \( y \) and \( b \)). That is, there are \( 2^{|S_0|} \) pairs of vectors \( e_y = (y \cdot a, y \cdot b) \) which can make edge \((a, b)\) present in \( G_{(T_p, F_q)}(S_0, S_1) \). Two vectors \( v, w \in U = T_p \cup F_q \) are called complementary if one of them is in \( T_p \) and the other is in \( F_q \). We call \((y \cdot a, y \cdot b)\) a linked pair if \( y \cdot a \) and \( y \cdot b \) are in \( U \) and complementary. Assuming \( y \cdot a, y \cdot b \in U \), the probability that two vectors \((y \cdot a, y \cdot b)\) is complementary, is \( 2pq \).

For a pair \( e = (a, b) \) and \( y \in \{0,1\}^{S_0} \), let \( X_{ey} \) be the indicator random variable defined by

\[
X_{ey} = \begin{cases} 
1 & \text{if } y \cdot a \text{ and } y \cdot b \text{ is linked,} \\
0 & \text{otherwise,}
\end{cases}
\]  

and let

\[
X_e = \sum_{y \in \{0,1\}^{S_0}} X_{ey}.
\]

Let \( R^* = \Pr(X_e \geq 1) \). That is, \( R^* \) gives the probability that \( e = (a, b) \) is an edge in the conflict graph \( G_{(T_p, F_q)}(S_0, S_1) \). For convenience, let \( m = 2^{|S_0|} \) and \( M = 2^n \). The probability that \( l \) vectors sampled from \( M \) vectors (i.e., all vectors in \( \{0,1\}^n \)) contain two specific vectors \( y \cdot a \) and \( y \cdot b \) is \((l(l-1))/M(M-1)) \). Therefore the expectation \( \mu = \Ex(X_e) \) of \( X_e \) is given by

\[
\mu = \Ex\left( \sum_{y \in \{0,1\}^{S_0}} X_{ey} \right) = \sum_{y \in \{0,1\}^{S_0}} \Ex(X_{ey}) = m \Ex(X_{ey}) = m \cdot 2pq \cdot \frac{l(l-1)}{M(M-1)}
\]

by linearity of expectation. For \( R^* \) and \( \mu \), we have the following theorem. As the proof is not trivial, we omit it for the sake of space.
**Theorem 1.** For a randomly assigned pdBf \((T_p, F_q)\) and a partition \((S_0, S_1)\), \(\mu - \mu^2/2 \leq R^* \leq \mu\) holds.

Both of \(\mu\) and \(\mu^2/2\) are monotonically increasing in \([0, 1]\), and their values are very close for a small \(\mu\) (say \(\mu \leq 0.1\)). These imply that \(\mu\) is a good approximation of \(R^*\) if \(\mu\) is small.

**Claim 1** If \(\mu\) is small, \(\mu \approx R^*\) holds.

In Subsection 3.3, we compute the proposed index by assuming that the conflict graph is a random graph, in which this \(R^*\) is the probability that an edge appears in the random graph. As will be shown in Subsection 3.2, the probability that a random graph is bipartite is high if \(R^* < 1/N\) holds, where \(N\) is the number of vertices of the random graph. In considering the \(\mathcal{F}(S_0, \mathcal{F}(S_1))\)-decomposability, the number of vertices of the conflict graph is \(2^{|S_1|} (|S_1| \geq 2)\) and is 4, 8, 16, ... and so on (i.e., \(1/N\) is at most 0.25). In other words, we are interested in \(R^*\) not larger than 0.25. In this sense, the condition in the above claim that \(\mu\) is small is meaningful.

### 3.2 Appearance of An Odd Cycle in a Random Graph

For a positive integer \(N\) and \(0 \leq r \leq 1\), let \(\mathcal{G}(N, r)\) denote the probability space \([1]\) over the set of random graphs \(G\) on the vertex set \(V(G) = \{1, 2, \ldots, N\}\) and the edge set \(E(G)\) determined by independently including each possible edge with probability \(r\). Let \(Y_{\text{odd}}\) denote the random variable that represents the number of odd cycles in \(G \in \mathcal{G}(N, r)\). In this subsection, we investigate the conditions for a random graph \(G \in \mathcal{G}(N, r)\) to be bipartite. From the Markov inequality \([1]\), we have

\[
\Pr(Y_{\text{odd}} \geq 1) \leq \mathbb{E}(Y_{\text{odd}}). \tag{4}
\]

Let \(N^k\) denote the \(k\)-th falling factorial power of \(N\) defined by \(N^k = N(N-1)(N-2)\cdots(n-k+1)\), which represents the number of sequences of \(k\) distinct elements in set \(\{1, 2, \ldots, N\}\). Since a sequence of \(k\) vertices represents a \(k\)-cycle whose start vertex and direction are specified, the number of potential \(k\)-cycle in \(G\) is \(N^k/2k\). The probability that all \(k\) edges in a \(k\)-cycle exist in \(G\) is \(r^k\). Therefore the expectation of \(Y_{\text{odd}}\) is

\[
\mathbb{E}(Y_{\text{odd}}) = \sum_{\substack{3 \leq k \leq N, \\text{odd} \\text{,} \\k \text{odd}}} \frac{N^k}{2k} r^k \leq \sum_{\substack{k \geq 3, \\text{odd}}} \frac{(N^r)^k}{2k} = \frac{1}{2} \left( \sum_{k \geq 1, \text{odd}} \frac{(N^r)^k}{k} - N^r \right). \tag{5}
\]

Let \(z = N^r\). Then if \(0 \leq N^r = z < 1\) holds, by the Taylor series of \(\ln(1 - z)\), the last formula in (5) is equal to

\[
U_{\text{odd}}(z) = \frac{1}{2} \left( \frac{1}{2} \ln \left( \frac{1 + z}{1 - z} \right) - z \right),
\]
which is a upper bound on \( \text{Ex}(Y_{\text{odd}}) \), and hence on \( \Pr(Y_{\text{odd}}) \).

Function \( U_{\text{odd}}(z) \) is monotonically increasing, satisfies \( U_{\text{odd}}(0) = 0 \) and \( U_{\text{odd}}(1) = +\infty \) and is quite small for \( z < 0.9 \). This means that it is a good upper bound on \( \Pr(Y_{\text{odd}} \geq 1) \), especially for small \( z \). Moreover, \( U_{\text{odd}}(z^*_{\text{odd}}) = 1 \) implies \( z^*_{\text{odd}} \in (0.9950, 0.9951) \). Hence, we have

\[
N_r \leq 0.9950 \implies \text{Ex}(Y_{\text{odd}}) < 1.
\] (6)

This result indicates that the probability that a random graph \( G \) is bipartite is large, if \( N_r \) is less than 1; e.g., if \( N_r \leq 0.9 \), the probability is not less than \( 1 - 0.28610974 = 0.7138926 \).

Next, we investigate the value of \( N_r \) that satisfies \( \text{Ex}(Y_{\text{odd}}) = 1 \). Note first that \( N_r^{\frac{1}{2}}/N^k = 1 + o(1) \) holds if \( k \leq N^{1/2-\varepsilon} \) for any constant \( \varepsilon > 0 \), where \( o(1) \) converges to 0 if \( N \) becomes large [14]. In other words, for any constant \( c \in [0, 1] \) and \( \varepsilon \in (0, 1/2) \), there exists \( N_0 \) such that \( N_r^{\frac{1}{2}}/N^k \geq c \) holds for \( k \leq N^{1/2-\varepsilon} \) and \( N \geq N_0 \). Hence, for \( N_r = 1 \), we have

\[
\text{Ex}(Y_{\text{odd}}) = \sum_{1 \leq k \leq N} \frac{N_r^{\frac{1}{2}}}{k} \left( \frac{1}{N_r} \right)^k \geq \sum_{1 \leq k \leq N^{1/2-\varepsilon}} \frac{c}{2k} = \frac{c}{4} \ln(\lfloor N^{1/2-\varepsilon} \rfloor) + O(1).
\]

The last equality is from \( \sum_{1 \leq k \leq 1} \frac{1}{k} = \ln l + O(1) \) and \( \sum_{1 \leq k \leq l, k \text{ odd}} 1/k - \sum_{1 \leq k \leq l, k \text{ even}} = \ln 2 + O(l^{-1}) \). Therefore, if \( N_r = 1 \), \( \text{Ex}(Y_{\text{odd}}) \rightarrow +\infty \) holds as \( N \rightarrow \infty \). In summary, for a sufficiently large \( N \), we have

\[
\text{Ex}(Y_{\text{odd}}) = 1 \implies 0.9950 < N_r < 1.
\]

Furthermore, we believe that, for large \( N \), \( G \in G(N, 1/N) \) is not bipartite with high probability, since \( \text{Ex}(Y_{\text{odd}}) \) becomes quite large for large \( N \).

These are summarized in the following claim.

**Claim 2** A random graph \( G \in G(N, r) \) tends to be bipartite for large \( N \) if \( N_r < 1 \). On the other hand, if \( N_r \) is not less than 1, \( G \in G(N, r) \) tends to be non-bipartite. In this sense, \( N_r = 1 \) is a threshold point of bipartiteness of \( G \in G(N, r) \).

### 3.3 An Index for Decomposability

For a given pdBf \((T, F)\), we propose an index for the \( \mathcal{F}(S_0, \mathcal{F}(S_1)) \)- decomposability. Let

\[
p = |T|/(|T| + |F|), q = |F|/(|T| + |F|), \text{ and } l = |T| + |F|,
\]

\(\text{Though these results seem similar to the theorem of graph evolution [7], there are some differences. One of the major differences is that our results show the precise value of the threshold point, while the theorem of graph evolution analyzes the asymptotic behavior for the cases of } N_r \to 0 \text{ and } N_r \to +\infty.\)
and compare \((T, F)\) with \((T_p, F_q)\) which is expected to have the same ratio between the numbers of positive and negative examples.

We regard the conflict graph \(G(T_p, F_q)\) as a random graph \(G(N, r)\), where \(N = M/m = 2^{S_1}\) and \(r\) is \(\Pr(X_e > 1)\) [i.e., the probability of an edge \(e_i\) to appear in the conflict graph]\(^3\). From the view point of decomposability, we would like to know the value of \(t\) for which \(N_r = 1\) holds, which is equivalent to \(2^{S_1} \Pr(X_e > 1) = 1\), since \(N_r = 1\) is a threshold point of the bipartiteness of random graph as mentioned in Claim 2. As \(|S_1| \geq 2\), we have \(1/2^{2^{S_1}} \leq 1/4\). Then, by Claim 1, \(\mu\) is a good approximation of \(\Pr(X_e \geq 1)\). Moreover we can approximate \(\mu\) by \(2pqm^2/M^2\), since \(M\) and \(t\) are large in general. Hence, we have

\[
2^{S_1} \Pr(X_e \geq 1) \approx \frac{M}{m} \mu \approx \frac{M}{m} \cdot 2pqm^2 \frac{1}{M^2} = \frac{pq}{2^{n-1}}.
\]

Therefore

\[
l = \sqrt{\frac{2^{n-1}}{pq}}
\]

would be a good approximation for the threshold point of the \(F(S_0, F(S_1))\)-decomposability of \((T_p, F_q)\). These lead to the following claim.

**Claim 3** Let \((S_0, S_1)\) be any nontrivial partition of \(S\). If \(|T| + |F| \leq \sqrt{2^{n-1}}/pq\), where \(p = |T|/(|T| + |F|)\) and \(q = |F|/(|T| + |F|)\), pdBF \((T, F)\) has many deceptive \(F(S_0, F(S_1))\)-decomposable extensions. On the other hand, if \(|T| + |F| > \sqrt{2^{n-1}}/pq\), \((T, F)\) tends to have no deceptive \(F(S_0, F(S_1))\)-decomposable extensions. Hence we claim that \(\sqrt{2^{n-1}}/pq\) is an index of \(F(S_0, F(S_1))\)- decomposability.

This index \(\sqrt{2^{n-1}}/pq\) is simple and easy to compute. Furthermore, it does not depend on \((S_0, S_1)\). In the next section, we verify the performance of this index through numerical experiments.

## 4 Numerical Experiments

We conduct the numerical experiments to check the \(F(S_0, F(S_1))\)- decomposability of \((T, F)\) for any fixed partition \((S_0, S_1)\), against the sizes of \((T, F)\) using synthetically generated data and a real-world data. We use a simple polynomial time algorithm developed in \([12]\) to judge whether a given data set \((T, F)\) is \(F(S_0, F(S_1))\)-decomposable or not for a given \((S_0, S_1)\). Applying the algorithm to \((T, F)\) for all partitions \((S_0, S_1)\), we can check the decomposability of \((T, F)\). In order to avoid the dependency on the selection of \((T, F)\), we generate 10 instances of \((T, F)\) from each given Boolean function \(f\) (which is a randomly constructed, or represents a real-world phenomenon) and take the average of the results.

\[^3\]This assumption seems rather rough as the possibility of edges to appear in the conflict graph are not independent. However, we believe that they are almost independent based on some probabilistic analyses, though the analyses are omitted due to limitation of space.
4.1 Randomly Generated Data

We first generate a randomly assigned function $f_{(p,q)}$ (see Section 3 for the definition of randomly assigned functions). Then, pdBfs $(T,F)$ are generated by randomly choosing $l = |T| + |F|$ vectors from $\{0,1\}^n$, where their truth assignment are determined by $f_{(p,q)}$. We call $l/2^n \times 100(\%)$ the sampling ratio, and prepare 10 pdBfs $(T,F)$ for each sampling ratio.

![Graphs showing the ratio of decomposable (T,F) for randomly generated data.](image)

(a) $p = q = 0.5$ and $n = 10$

(b) $p = 0.9, q = 0.1$ and $n = 10$

(c) $p = q = 0.5$ and $n = 15$

(d) $p = q = 0.5$ and $n = 20$

Fig. 2. The ratio of $F(S_0, F(S_1))$-decomposable $(T,F)$ for randomly generated data

Fig. 2 shows the ratio of decomposable pdBfs $(T,F)$ for several partitions $(S_0, S_1)$ with different size of $|S_1|$. Figs. 2 (a) and (b) are the results for $n = 10$, and (c) and (d) are the results for $n = 15$ and $n = 20$, respectively. We set $p = q = 0.5$ in Figs. 2 (a), (c) and (d), and set $p = 0.9$ and $q = 0.1$ in Fig. 2 (b). The horizontal axis represents sampling ratio in %, and the vertical axis gives the ratio of $F(S_0, F(S_1))$-decomposable pdBfs. The results are classified according to the sizes $|S_1|$, since the sizes of conflict graphs depend on them.
In Fig. 2 (a), the results for $|S_1| = 2, 4, 5, 7, 9$ are shown. (We omitted the results for $|S_1| = 3, 6, 8$ due to legibility.) The vertical line at the sampling ratio 4.419% corresponds to our proposed index $\sqrt{2^{n-1}/pq}/2^n \times 100 = \sqrt{2^n/(0.5 \times 0.5)} /2^{10} \times 100 = 4.419^4$. From this figure, we can observe that if the sampling ratio $(|T| + |F|)/2^n \times 100$ is smaller than the proposed index value, $(T, F)$ is $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable with high probability, while the original Boolean function $f_{(p,q)}$ is not $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable for any $(S_0, S_1)$. Moreover, if the sampling ratio is larger than 4.419%, the ratios of $\mathcal{F}(S_0, \mathcal{F}(S_1))$- decomposable pdBfs rapidly decrease for most of $|S_1|$. That is, the index is a good estimate for the threshold point of the $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposability. For partitions $(S_0, S_1)$ with $|S_1| = 2$ and $|S_1| = 9$, the ratio decreases more slowly than other cases.

Fig. 2 (b) is the case where $|T|$ and $|F|$ are asymmetric, and Figs. 2 (c) and (d) are the case where the dimension $n$ is larger. Each vertical line represents the proposed index. In all of them, similar threshold behavior as in Fig. 2 (a) can be observed. This means that the proposed index is a good estimate of the threshold point of decomposability for a wide range of data sets.

4.2 Real-World Data

Next, we apply similar experiment to a real-world data set, Breast Cancer in Wisconsin (BCW for short)$^5$. In BCW, each vector was taken from a patient of a breast cancer and each attribute refers to a clinical case, e.g., clump thickness and so on. Patients are classified into two classes, malignant (positive) and benign (negative). Since BCW are not binary, we first binarized it ([5]) and then obtain $(T_{bcw}, F_{bcw})$ by the method described in [11]. The obtained $(T_{bcw}, F_{bcw})$ is not $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable for any $(S_0, S_1)$. $T_{bcw}$ and $F_{bcw}$ are sets of vectors in $\{0, 1\}^n$ where $|T_{bcw}| = 173$ and $|F_{bcw}| = 64$. $|T_{bcw}| + |F_{bcw}| = 237$ is equivalent to the sampling ratio 11.6% of $2^{11}$. Ten data sets $(T, F)$ for each sampling ratio are obtained by randomly choosing vectors from $T_{bcw} \cup F_{bcw}$. The results are shown in Fig. 7 (a). The vertical line at sampling ratio 3.519% corresponds to the proposed index value, where $p = 173/(173 + 64)$ and $q = 64/(173 + 64)$.

For comparison purposes, we show the results for a randomly assigned function $f_{(p,q)}$ with the same parameters $n, p$ and $q$ as BCW. Fig. 3 (b) shows the results of pdBfs $(T, F)$ generated from the $f_{(p,q)}$ with $n = 11$ and $p = 173/(173 + 64)$ and $q = 64/(173 + 64)$. The results of Figs. 3 (a) and (b) are close, but the results for $(T_{bcw}, F_{bcw})$ are shifted slightly to left compared to the results for $f_{(p,q)}$. Ignoring such slight differences, these results appear to imply that our index is applicable to real-world data.

In summary, all the experimental results in this section show that the proposed index is a good estimate of the threshold point of $\mathcal{F}(S_0, \mathcal{F}(S_1))$- decom-

$^4$ Precisely speaking, our index is not exactly 4.419%, but located around 4.419%, because $|T|$ and $|F|$ of pdBfs $(T, F)$ vary slightly depending on the data sets.

$^5$ http://www.ics.uci.edu/%7Emlearn/MLRepository.html
Fig. 3. The ratio of $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable pBf for BCW and randomly generated data.

possibility for any partition $(S_0, S_1)$ satisfying $|S_0| > 1$ and $|S_1| > 2$. However, for $(S_0, S_1)$ satisfying $|S_0| = 1$ or $|S_1| = 2$, threshold behavior is not clear, i.e., the slope is not sharp compared with other cases. Though we omit the details due to limitation of space, one of the reasons for this phenomenon is explained by the fact that these cases may violate the assumption (i) the edges in the conflict graph appear independently (see Subsection 3.3) or (ii) $\mu$ is small (see Claim 1 in Subsection 3.1). Even in these cases, our index is still useful, because we can conclude that the discovered $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable extensions are all deceptive if $|T| + |F| \leq \sqrt{2^n - 1}/pq$. The only problem for small $|S_0|$ or $|S_1|$ is that threshold behavior is no longer visible.

5 Conclusion

In this paper, we proposed an index that tells how many examples should be included in the data set $(T, F)$ so that real $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposability can be detected for the phenomenon under consideration. We claim that $\sqrt{2^n - 1}/pq$ with $p = |T|/(|T| + |F|)$ and $q = |F|/(|T| + |F|)$ is a good estimate of the threshold point of decomposability, based on probabilistic analysis. That is, the number of deceptive $\mathcal{F}(S_0, \mathcal{F}(S_1))$-decomposable extensions of $(T, F)$ increases sharply if $|T| + |F| \leq \sqrt{2^n - 1}/pq$. The computational experiments in Section 4 verified our claim, and indicated that the index is useful in LAD applications to real world data sets.
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Abstract. The purposes of this paper are two: (1) To give an exposition of
the main ideas of parameterized complexity; and (2) To discuss some
of the current research frontiers and directions.

1 Introduction

Research in the parameterized framework of complexity analysis, and in the
corresponding toolkit of algorithm design methods has been expanding rapidly
in recent years. This has led to a flurry of recent surveys, all of which are good
sources of introductory material [43,38,18,19,3,27,28]. One could also turn to the
monograph [17].

With so many introductory surveys available, is not entirely clear what an-
other one can now offer with respect to the basics. Yet I do think that there are
a few new things to say, even about the fundamental notions. The first part of
this survey attempts to summarize the main ideas of parameterized complexity
and put the whole program in perspective.

The second part of the survey is more ephemeral. A few new research direc-
tions that I think are particularly important are discussed, together with some
new results in these areas. The directions that are highlighted are: (1) connec-
tions between parameterized complexity and the complexity of approximation,
and (2) the recent emergence of an exciting program of FPT optimality that
hinges on a particularly compelling open problem.

2 Parameterized Complexity in a Nutshell

The main ideas of parameterized complexity are organized here into three dis-
cussions:

- The basic empirical motivation.
- The perspective provided by forms of the Halting Problem.
- The natural relationship of parameterized complexity to heuristics and prac-
tical computing strategies.
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2.1 Empirical Motivation: Two Forms of Fixed-Parameter Complexity

Most natural computational problems are defined on input consisting of various information. A simple example is provided by the many graph problems that are defined as having input consisting of a graph $G = (V, E)$ and a positive integer $k$, such as (see [25] for definitions), Graph Genus, Bandwidth, Min Cut Linear Arrangement, Independent Set, Vertex Cover and Dominating Set. The last two problems are defined

**Vertex Cover**

*Input*: A graph $G = (V, E)$ and a positive integer $k$.

*Question*: Does $G$ have a vertex cover of size at most $k$? (A vertex cover is a set of vertices $V' \subseteq V$ such that for every edge $uv \in E$, $u \in V'$ or $v \in V'$.)

**Dominating Set**

*Input*: A graph $G = (V, E)$ and a positive integer $k$.

*Question*: Does $G$ have a dominating set of size at most $k$? (A dominating set is a set of vertices $V' \subseteq V$ such that $\forall u \in V$: $u \in N[v]$ for some $v \in V'$.)

Although both problems are NP-complete, the input parameter $k$ contributes to the complexity of these two problems in two qualitatively different ways.

1. After many rounds of improvement involving a variety of clever ideas, the best known algorithm for Vertex Cover runs in time $O(1.271^k + nk)$ [13]. This algorithm has been implemented and is quite practical for $n$ of unlimited size and $k$ up to around 400 [30,41,21].

2. The best known algorithm for Dominating Set is still just the brute force algorithm of trying all $k$-subsets. For a graph on $n$ vertices this approach has a running time of $O(n^{k+1})$.

The table below shows the contrast between these two kinds of complexity.

<table>
<thead>
<tr>
<th>$n/k$</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
<th>$n = 150$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 2$</td>
<td>625</td>
<td>2,500</td>
<td>5,625</td>
</tr>
<tr>
<td>$k = 3$</td>
<td>15,625</td>
<td>125,000</td>
<td>421,875</td>
</tr>
<tr>
<td>$k = 5$</td>
<td>390,625</td>
<td>6,250,000</td>
<td>31,640,625</td>
</tr>
<tr>
<td>$k = 10$</td>
<td>$1.9 \times 10^4$</td>
<td>$9.8 \times 10^4$</td>
<td>$3.7 \times 10^5$</td>
</tr>
<tr>
<td>$k = 20$</td>
<td>$1.8 \times 10^6$</td>
<td>$9.5 \times 10^6$</td>
<td>$2.1 \times 10^7$</td>
</tr>
</tbody>
</table>

In order to formalize the difference between Vertex Cover and Dominating Set we make the following basic definitions.

**Definition 1.** A parameterized language $L$ is a subset $L \subseteq \Sigma^* \times \Sigma^*$. If $L$ is a parameterized language and $(x, y) \in L$, then we will refer to $x$ as the main part, and refer to $y$ as the parameter.
A parameter may be non-numerical, and it can also be an aggregate of various kinds of information.

**Definition 2.** A parameterized language \( L \) is multiplicatively fixed-parameter tractable if it can be determined in time \( f(k)q(n) \) whether \((x, k) \in L\), where \(|x| = n\), \(q(n)\) is a polynomial in \(n\), and \(f\) is a function (unrestricted). The family of fixed-parameter tractable parameterized languages is denoted \( \text{FPT} \).

**Definition 3.** A parameterized language \( L \) is additively fixed-parameter tractable if it can be determined in time \( f(k) + q(n, k) \) whether \((x, k) \in L\), where \(|x| = n\), \(q(n, k)\) is a polynomial in \(n\) and \(k\), and \(f\) is a function (unrestricted). The family of fixed-parameter tractable parameterized languages is denoted \( \text{FPT} \).

As an exercise, the reader might wish to show that a parameterized language is additively fixed-parameter tractable if and only if it is multiplicatively fixed-parameter tractable. This emphasizes how cleanly fixed-parameter tractability isolates the computational difficulty in the complexity contribution of the parameter.

There are many ways that parameters arise naturally, for example:

- **The size of a database query.** Normally the size of the database is huge, but frequently queries are small. If \(n\) is the size of a relational database, and \(k\) is the size of the query, then answering the query can be solved trivially in time \(O(n^k)\). It is known that this problem is unlikely to be \( \text{FPT} \) [20,40].

- **The nesting depth of a logical expression.** ML compilers work reasonable well. One of the problems the compiler must solve is the checking of the compatibility of type declarations. This problem is complete for deterministic exponential time [31], so the situation appears dire from the standpoint of classical complexity theory. The implementations work well in practice because the ML TYPE CHECKING problem is \( \text{FPT} \) with a running time of \(O(2^k n)\), where \(n\) is the size of the program and \(k\) is the maximum nesting depth of the type declarations [34]. Since normally \(k \leq 10\), the algorithm is clearly practical.

- **The number of sequences in a bio-informatics multiple molecular sequence alignment.** Frequently this parameter is in a range of \(k \leq 50\). The problem can be solved in time \(O(n^k)\) by dynamic programming. It is currently an open problem whether this problem is \( \text{FPT} \) for alphabets of fixed size [8].

- **The number of processors in a practical parallel processing system.** This is frequently in the range of \(k \leq 64\). Is there a practical and interesting theory of parallel \( \text{FPT} \)? Two recent papers that have begun to explore this area (from quite different angles) are [10] and [21].

- **The number of variables in a logical formula, or the number of steps in a deductive procedure.** Some initial studies of applications of parameterized complexity to logic programming and artificial intelligence have recently appeared [42,29], but much remains unexplored. Is it \( \text{FPT} \) to determine if \(k\) steps of resolution are enough to prove a formula unsatisfiable?
- **The number of steps for a motion planning problem.** Where the description of the terrain has size \( n \) (which therefore bounds the number of movement options at each step), we can solve this problem in time \( O(n^{k+1}) \) trivially. Are there significant classes of motion planning problems that are fixed-parameter tractable? Exploration of this topic has hardly begun [16].

- **The number of moves in a game.** The usual computational problem here is to determine if a player has a winning strategy. While most of these kinds of problems are \( PSPACE \)-complete classically, it is known that some are \( FPT \) and others are likely not to be \( FPT \), when parameterized by the number of moves of a winning strategy [1]. The size \( n \) of the input game description usually governs the number of possible moves at any step, so there is a trivial \( O(n^k) \) algorithm that just examines the \( k \)-step game trees exhaustively. This is potentially a very fruitful area, since games are used to model many different kinds of situations.

- **The size of a substructure.** The complexity class \#P is concerned with whether the number of solutions to a problem (e.g., the number of Hamilton circuits in a graph, or the number of perfect matchings) can be counted in polynomial time. It would be interesting to consider whether small substructures can be counted (or generated) in \( FPT \) time, where the parameter is the size of the substructure (e.g., circuits of length \( k \), or \( k \)-matchings). This subject has only just begun to be explored [5,22].

- **A “dual” parameter.** A graph has an independent set of size \( k \) if and only if it has a vertex cover of size \( n - k \). Many problems have such a natural dual form and it is “almost” a general rule, first noted by Raman, that parametric duals of \( NP \)-hard problems have complementary parameterized complexity (one is \( FPT \), and the other is \( W[1] \)-hard) [33,6]. For example, \( n - k \) DOMINATING SET is \( FPT \), as is \( n - k \) GRAPH COLORING.

- **The distance from a guaranteed solution.** Mahajan and Raman pointed out that for many problems, solutions with some “intermediate” value (in terms of \( n \)) may be guaranteed and that it is then interesting to parameterized above or below the guaranteed value [36]. For a simple (and open) example, by the Four Color Theorem a planar graph must have an independent set of size at least \( n/4 \). Is it \( FPT \) to determine if a planar graph has an independent set of size at least \( n/4 + k \)?

- **The amount of “dirt” in the input or output for a problem.** For example, we might have an application of graph coloring where the input is expected to be 2-colorable, except that due to some imperfections, the input is actually only “nearly” 2-colorable. It would then be of interest to determine whether a graph can be properly colored in such a way that at most \( k \) vertices receive a third color. Some results indicate that the problem might be \( FPT \) [14], but this remains an open problem.

- **The “robustness” of a solution to a problem, or the distance to a solution.** For example, given a solution of the MINIMUM SPANNING TREE problem in an edge-weighted graph, we can ask if the cost of the solution is robust under all
increases in the edge costs, where the parameter is the total amount of cost increases. A number of problems of this sort have recently been considered by Leizhen Cai [9].

- The distance to an improved solution. Local search is a mainstay of heuristic algorithm design. The basic idea is that one maintains a current solution, and iterates the process of moving to a neighboring “better” solution. A neighboring solution is usually defined as one that is a single step away according to some small edit operation between solutions. The following problem is completely general for these situations, and could potentially provide a valuable subroutine for “speeding up” local search:

$k$-Speed Up for Local Search

*Input*: A solution $S$, $k$.

*Parameter*: $k$.

*Output*: The best solution $S'$ that is within $k$ edit operations of $S$.

Is it $FPT$ to explore the $k$-change neighborhood for TSP?

- The goodness of an approximation. Perhaps the single most important strategy for “coping with NP-completeness” [25] is the program of polynomial-time approximation. The goodness of the approximation is an immediately relevant parameter. More about this in §3.

It is obvious that the practical world is full of concrete problems governed by parameters of all kinds that are bounded in small or moderate ranges. If we can design algorithms with running times like $2^k n$ for these problems, then we may have something really useful.

The following definition provides us with a place to put all those problems that are “solvable in polynomial time for fixed $k$” without making our central distinction about whether this “fixed $k$” is ending up in the exponent or not.

**Definition 4.** A parameterized language $L$ belongs to the class $XP$ (slicewise $P$) if it can be determined in time $f(k)n^{g(k)}$ whether $(x,k) \in L$, where $|x| = n$, $\alpha$ is a constant independent of both $n$ and $k$, with $f$ and $g$ being unrestricted functions.

Is it possible that $FPT = XP$? This is one of the few structural questions concerning parameterized complexity that currently has an answer [17].

**Theorem 1.** $FPT$ is a proper subset of $XP$.

### 2.2 The Halting Problem: A Central Reference Point

The main investigations of computability and efficient computability are tied to three basic forms of the Halting Problem.

1. The Halting Problem

   *Input*: A Turing machine $M$.

   *Question*: If $M$ is started on an empty input tape, will it ever halt?
2. THE POLYNOMIAL-TIME HALTING PROBLEM FOR NONDETERMINISTIC TURING MACHINES

   \textit{Input}: A nondeterministic Turing machine \( M \).

   \textit{Question}: Is it possible for \( M \) to reach a halting state in \( n \) steps, where \( n \) is the length of the description of \( M \)?

3. THE \( k \)-STEP HALTING PROBLEM FOR NONDETERMINISTIC TURING MACHINES

   \textit{Input}: A nondeterministic Turing machine \( M \) and a positive integer \( k \). (The number of transitions that might be made at any step of the computation is unbounded, and the alphabet size is also unrestricted.)

   \textit{Parameter}: \( k \)

   \textit{Question}: Is it possible for \( M \) to reach a halting state in at most \( k \) steps?

The first form of the HALTING PROBLEM is useful for studying the question:

“Is there any algorithm for my problem?”

The second form of the HALTING PROBLEM has proved useful for nearly 30 years in addressing the question:

“Is there an algorithm for my problem ... like the ones for \textsc{sorting} and \textsc{matrix multiplication}?”

The second form of the HALTING PROBLEM is trivially \( NP \)-complete, and in fact essentially defines the complexity class \( NP \). For a concrete example of why it is trivially \( NP \)-complete, consider the \textsc{3-coloring} problem for graphs, and notice how easily it reduces to the \textsc{P-Time NDTM Halting Problem}. Given a graph \( G \) for which 3-colorability is to be determined, I just create the following nondeterministic algorithm:

\textbf{Phase 1}. (There are \( n \) lines of code here if \( G \) has \( n \) vertices.)

(1.1) Color vertex 1 one of the three colors nondeterministically.

(1.2) Color vertex 2 one of the three colors nondeterministically.

... 

(1.n) Color vertex \( n \) one of the three colors nondeterministically.

\textbf{Phase 2}. Check to see if the coloring is proper and if so halt. Otherwise go into an infinite loop.

It is easy to see that the above nondeterministic algorithm has the possibility of halting in \( m \) steps (for a suitably padded Turing machine description of size \( m \)) if and only if the graph \( G \) admits a 3-coloring. Reducing any other problem \( \Pi \in NP \) to the \textsc{P-Time NDTM Halting Problem} is \textit{no more difficult than} taking an argument that the problem \( \Pi \) belongs to \( NP \) and modifying it slightly to be a reduction to this form of the HALTING PROBLEM. It is in this sense that the \textsc{P-Time NDTM Halting Problem} is essentially the \textit{defining} problem for \( NP \).

The conjecture that \( P \neq NP \) is intuitively very well-founded. The second form of the HALTING PROBLEM would seem to require exponential time because there is seemingly little we can do to analyze unstructured nondeterminism other
than to exhaustively explore the possible computation paths. Apart from 20 years
of accumulated habit, this concrete intuition is the fundamental reference point
for classical complexity theory.

When the question is:

“Is there an algorithm for my problem ... like the one for VERTEX
COVER?”

the third form of the HALTING PROBLEM anchors the discussion. This question
will increasingly and inevitably be asked for any \( \text{NP} \)-hard problem for which small parameter ranges are important in applications. It is trivially solvable in
time \( O(n^k) \) by exploring the \( n \)-branching, depth-\( k \) tree of possible computation
paths exhaustively, and our intuition here is essentially the same as for the second
form of the Halting Problem — that this cannot be improved.

The third form of the Halting Problem defines the parameterized complexity
class \( W[1] \). Thus \( W[1] \) is very strongly analogous to \( \text{NP} \), and the conjecture that
\( \text{FPT} \neq W[1] \) is very much as reasonable as the conjecture that \( \text{P} \neq \text{NP} \). The
appropriate notion of reduction is as follows.

**Definition 5.** A parametric transformation from a parameterized language \( L \) to
a parameterized language \( L' \) is an algorithm that computes from input consisting
of a pair \( (x, k) \), a pair \( (x', k') \) such that:

1. \( (x, k) \in L \) if and only if \( (x', k') \in L' \),
2. \( k' = g(k) \) is a function only of \( k \), and
3. the computation is accomplished in time \( f(k)n^\alpha \), where \( n = |x| \), \( \alpha \) is a con-
   stant independent of both \( n \) and \( k \), and \( f \) is an arbitrary function.

Hardness for \( W[1] \) is the working criterion that a parameterized problem is
unlikely to be \( \text{FPT} \). The \( k \)-\text{CLIQUE} problem is \( W[1] \)-complete, and often provides
a convenient starting point for \( W[1] \)-hardness demonstrations.

The main degree sequence of parameterized complexity is

\[
\text{FPT} \subseteq W[1] \subseteq \text{XP}
\]

There are only the barest beginnings of a structure theory of parametric
intractability. Anyone interested in this area should take the recent work of
Flum and Grohe as a fundamental reference [23], as well as the few investigations
exposed in [17].

2.3 **Connections to Practical Computing and Heuristics**

What is practical computing, anyway? An amusing and thought-provoking ac-
count of this issue has been given by Karsten Weihe in the paper, “On the
Differences Between Practical and Applied,” [44].

The crucial question is: **What are the actual inputs that practical computing
implementations have to deal with?**
In considering “war stories” of practical computing, such as reported by Weike, we are quickly forced to give up the idea that the real inputs (for most problems) fill up the definitional spaces of our mathematical modeling. The general rule also is that real inputs are not random, but rather have lots of hidden structure, that may not have a familiar name, even if you knew what it was. Weike describes a problem concerning the train systems of Europe. Consider a bipartite graph $G = (V, E)$ where $V$ is bipartitioned into two sets $S$ (stations) and $T$ (trains), and where an edge represents that a train $t$ stops at a station $s$. The relevant graphs are huge, on the order of 10,000 vertices. The problem is to compute a minimum number of stations $S' \subseteq S$ such that every train stops at a station in $S'$. It is easy to see that this is a special case of the Hitting Set problem, and is therefore NP-complete. Moreover, it is also $W[1]$-hard, so the straightforward application of the parameterized complexity program seems to fail as well.

However, the following two reduction rules can be applied to simplify (pre-process) the input to the problem. In describing these rules, let $N(s)$ denote the set of trains that stop at station $s$, and let $N(t)$ denote the set of stations at which the train $t$ stops.

1. If $N(s) \subseteq N(s')$ then delete $s$.
2. If $N(t) \subseteq N(t')$ then delete $t$.

Applications of these reduction rules cascade, preserving at each step enough information to obtain an optimal solution. Weike found that, remarkably, these two simple reduction rules were strong enough to “digest” the original, huge input graph into a problem kernel consisting of disjoint components of size at most 50 — small enough to allow the problem to then be solved optimally by brute force.

Note that in the same breath, we have here a polynomial-time constant factor approximation algorithm, getting us a solution within a factor of 50 of optimal in, say, $O(n^4)$ time, just by taking all the vertices in the kernel components. We will have more to say about this powerful connection between FPT kernelization and polynomial-time constant factor approximation in §3.

What can we learn from Weike’s train problem, and how does it relate to parameterized complexity? First of all, it displays one of the most universally applicable coping strategies for hard problems: smart pre-processing. In fact, it would be entirely silly not to undertake this sort of pre-processing for an NP-hard problem, even if the next phase is simulated annealing or neural nets. In a precise sense, this is exactly what fixed-parameter tractability is all about. The following equivalent definition of FPT displays this connection [19].

**Definition 6.** A parameterized language $L$ is kernelizable if there is there is a parametric transformation of $L$ to itself that satisfies:

1. the running time of the transformation of $(x, k)$ into $(x', k')$, where $|x| = n$, is bounded a polynomial $q(n, k)$ (so that in fact this is a polynomial-time transformation of $L$ to itself, considered classically, although with the additional structure of a parametric reduction),
2. \( k' \leq k \), and
3. \( |x'| \leq h(k), \) where \( h \) is an arbitrary function.

**Lemma 1.** A parameterized language \( L \) is fixed-parameter tractable if and only if it is kernelizable.

Weihe’s example looks like an \( FPT \) kernelization, but what is the parameter? As a thought experiment, let us define \( K(G) \) for a bipartite graph \( G \) to be the maximum size of a component of \( G \) when \( G \) is reduced according to the two simple reduction rules above. Then it is clear, although it might seem artificial, that \( Hitting\ Set \) can be solved optimally in \( FPT \) time for the parameter \( K(G) \). We can add this new tractable parameterization of \( Hitting\ Set \) to the already known fact that \( Hitting\ Set \) can be solved optimally in \( FPT \) for the parameter \textit{treewidth}.

As an illustration of the non-trivial power of non-trivial pre-processing, the reader will easily discover a reduction rule for \textit{Vertex Cover} that eliminates all vertices of degree 1. Not so easy is to show that all vertices of degree \( \leq 3 \) can be eliminated, leaving as a kernel a graph of minimum degree 4. This pre-processing routine yields the best known heuristic algorithm for the general \textit{Vertex Cover} problem (i.e., no assumption that \( k \) is small), and also plays a central role in the best known \( FPT \) algorithm for \textit{Vertex Cover}.

We see in Weihe’s train problem an example of a problem where the natural input distribution (graphs of train systems) occupies a limited parameter range, but the relevant parameter is not at all obvious. The inputs to one computational process (e.g., Weihe’s train problem) are often the outputs of another process (the building and operating of train systems) that also are governed by computational and other feasibility constraints. We might reasonably adopt the view that the real world of computing involves a vast commerce in hidden structural parameters.

There is one last remark which seems important to make about the connections between parameterized complexity and heuristics. There is an \( FPT \) algorithm for the \textit{Breakpoint Phylogeny} problem, for the natural parameter \( k \) taken to be the total cost of the (Steiner) tree that comprises the solution. (The definition of the problem is not important to this discussion.) In practice this is frequently bounded by \( k \leq 50 \). The running time of this \( FPT \) algorithm is \( f(k) \cdot n^2 \) where \( f(k) = (k!)^3 \) or thereabouts. One might be tempted to say that this is a fine example of “useless \( FPT \)” that displays the pathology of the definition of \( FPT \), where the parameter function \( f \) is allowed to be arbitrarily horrible. But in fact, we are only reporting on an \textit{ex post facto} analysis of an algorithm that has already been implemented, that is routinely in use, and that is considered state-of-the-art by the algorithms engineering / heuristics design community [37,12]. Such examples do not seem to be uncommon. Many “heuristic” algorithms currently in use are turning out to be \( FPT \) algorithms for natural and relevant parameters. Theorists who design \( FPT \) algorithms should keep in mind that their \( f(k) \)’s are only the best they are able to prove concerning a worst-case analysis, and that their algorithms may in fact be much more useful
than the parameter function indicates, on realistic inputs, particularly if any nontrivial kernelization is involved.

3 Some Research Frontiers

3.1 The Complexity of Approximation

The emphasis in the vast area of research on polynomial-time approximation algorithms is concentrated on the notions of:

- Polynomial-time constant factor approximation algorithms.
- Polynomial-time approximation schemes.

The connections between the parameterized complexity and polynomial-time approximation programs are actually very deep and developing rapidly. One of the reasons is that as one considers approximation schemes, there is immediately a parameter staring you in the eye: the goodness of the approximation. To illustrate what can happen, the first $P$-time approximation scheme for the Euclidean TSP due to Arora [4], gave solutions within a factor of $(1 + \epsilon)$ of optimal in time $O(n^{35/\epsilon^2})$. Thus for a 20% error we are looking at a “polynomial-time” algorithm with a running time of $O(n^{4.275})$. The lack of attention to this basic issue in the approximation community is more or less scandalous. The parameter $k = 1/\epsilon$ is one of the most important and obvious in all of the theory of computing.

Can we get the $k = 1/\epsilon$ out of the exponent? is a concrete question that calls out for further clarification for many known $P$-time approximation schemes. The following definition captures the essential issue.

**Definition 7.** An optimization problem $\Pi$ has an efficient $P$-time approximation scheme if it can be approximated to a goodness of $(1 + \epsilon)$ of optimal in time $f(k)n^c$ where $c$ is a constant and $k = 1/\epsilon$.

The following important theorem was first proved by Cristina Bazgan in her Master’s Thesis (independently by Cesati and Trevisan) [7,15].

**Theorem 2.** Suppose that $\Pi_{opt}$ is an optimization problem, and that $\Pi_{param}$ is the corresponding parameterized problem, where the parameter is the value of an optimal solution. Then $\Pi_{param}$ is fixed-parameter tractable if $\Pi_{opt}$ has an efficient PTAS.

Applying Bazgan’s Theorem is not necessarily difficult — we will sketch here a recent example. Khanna and Motwani introduced three planar logic problems in an interesting effort to give a general explanation of PTAS-approximability. Their suggestion is that “hidden planar structure” in the logic of an optimization problem is what allows PTASs to be developed [32]. They gave examples of optimization problems known to have PTASs, problems having nothing to do with graphs, that could nevertheless be reduced to these planar logic problems. The PTASs for the planar logic problems thus “explain” the PTASs for these other problems. Here is one of their three general planar logic optimization problems.
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**PLANAR TMIN**

*Input:* A collection of Boolean formulas in sum-of-products form, with all literals positive, where the associated bipartite graph is planar (this graph has a vertex for each formula and a vertex for each variable, and an edge between two such vertices if the variable occurs in the formula).

*Output:* A truth assignment of minimum weight (i.e., a minimum number of variables set to true) that satisfies all the formulas.

The following theorem is recent joint work with Cai, Juedes and Rosamond.

**Theorem 3.** Planar TMIN does not have an EPTAS unless FPT = W[1].

*Proof.* We show that CLIQUE is parameterized reducible to Planar TMIN with the parameter being the weight of a truth assignment. Since CLIQUE is W[1]-complete, it will follow that the parameterized form of Planar TMIN is W[1]-hard.

To begin, let \( \langle G, k \rangle \) be an instance of CLIQUE. Assume that \( G \) has \( n \) vertices. From \( G \) and \( k \), we will construct a collection \( C \) of FOFs (sum-of-products formulas) over \( f(k) \) blocks of \( n \) variables. \( C \) will contain at most \( 2f(k) \) FOFs and the incidence graph of \( C \) will be planar. Moreover, each minterm in each FOF will contain at most 4 variables. The collection \( C \) is constructed so that \( G \) has a clique of size \( k \) if and only if \( C \) has a weight \( f(k) \) satisfying assignment with exactly one variable set to true in each block of \( n \) variables. Here we have that \( f(k) = O(k^4) \).

To maintain planarity in the incidence graph for \( C \), we ensure that each block of \( n \) variables appears in at most 2 FOFs. If this condition is maintained, then we can draw each block of \( n \) variables as follows.

```
\[ \text{FOF} \]
```

We describe the construction in two stages. In the first stage, we use \( k \) blocks of \( n \) variables and a collection \( C' \) of \( k(k-1)/2 + k \) FOFs. In a weight \( k \) satisfying assignment for \( C' \), exactly one variable \( v_{i,j} \) in each block of variables \( b_i = [v_{i,1}, \ldots, v_{i,n}] \) will be set to true. We interpret this event as “vertex \( j \) is the \( i \)th vertex in the clique of size \( k \).” The \( k(k-1)/2 + k \) FOFs are described as follows.

For each \( 1 \leq i \leq k \), let \( f_i \) be the FOF \( \bigvee_{j=1}^{n} v_{i,j} \). This FOF ensures that at least one variable in \( b_i \) is set to true. For each pair \( 1 \leq i < j \leq k \), let \( f_{i,j} \) be the FOF \( \bigvee_{(u,v) \in E} v_{i,u} v_{j,v} \). Each FOF \( f_{i,j} \) ensures that there is an edge in \( G \) between the \( i \)th vertex the clique and the \( j \)th vertex in the clique.
It is somewhat straightforward to show that $C' = \{f_1, \ldots, f_k, f_{1,2}, \ldots, f_{k-1,k}\}$ has a weight $k$ satisfying assignment if and only if $G$ has a clique of size $k$. To see this, notice that any weight $k$ satisfying assignment for $C'$ must satisfy exactly 1 variable in each block $b_i$. Each first order formula $f_{i,j}$ ensures that there is an edge between the $i$th vertex in the potential clique and the $j$th vertex in the potential clique. Notice also that, since we assume that $G$ does not contain edges of the form $(u, u)$, the FOF $f_{i,j}$ also ensures that the $i$th vertex in the potential clique is not the $j$th vertex in the potential clique. This completes the first stage.

The incidence graph for the collection $C'$ in the first stage is almost certainly not planar. In the second stage, we achieve planarity by removing crossovers in incidence graph for $C'$. Here we use two types of widgets to remove crossovers while keeping the number of variables per minterm bounded by 4. The first widget $A_k$ consists of $k + k - 3$ blocks of $n$ variables and $k - 2$ FOFs. This widget consists of $k - 3$ internal and $k$ external blocks of variables. Each external block $e_i = [e_{i,1}, \ldots, e_{i,n}]$ of variables is connected to exactly one FOF inside the widget. Each internal block $i_j = [i_{j,1}, \ldots, i_{j,n}]$ is connected to exactly two FOFs inside the widget. The $k - 2$ FOFs are given as follows. The FOF $f_{a,1}$ is $\bigvee_{j=1}^{n} e_{1,j} e_{2,j} t_{1,j}$. For each $2 \leq l \leq k - 3$, the FOF $f_{a,l} = \bigvee_{j=1}^{n} u_{l-1,j} e_{l+1,j} t_{1,j}$. Finally, $f_{a,k-2} = \bigvee_{j=1}^{n} i_{k-3,j} e_{k-1,j} e_{k,j}$. These $k - 2$ FOFs ensure that the settings of variables in each block is the same if there is a weight $2k - 3$ satisfying assignment to the $2k - 3$ blocks of $n$ variables.

The widget $A_k$ can be drawn as follows.

Since each internal block is connected to exactly two FOFs, the incidence graph for this widget can be drawn on the plane without crossing any edges.

The second widget removes crossover edges from the first stage of the construction. In the first stage, crossovers can occur in the incidence graphs because two FOFs may cross from one block to another. To eliminate this, consider each edge $i, j$ in $K_k$ with $i < j$ as a directed edge from $i$ to $j$. In the construction, we send a copy of block $i$ to block $j$. At each crossover point from the direction of block $u = [u_1, \ldots, u_n]$ and $v = [v_1, \ldots, v_n]$, insert a widget $B$ that introduces 2 new blocks of $n$ variables $u_1 = [u_1, \ldots, u_n]$ and $v_1 = [v_1, \ldots, v_n]$ and a FOF $f_B = \bigvee_{j=1}^{n} u_j u_1, v_j v_1$. The FOF $f_B$ ensures that $u_1$ and $v_1$ are copies of $u$ and $v$. Moreover, notice that the incidence graph for the widget $B$ is also planar.

To complete the construction, we replace each of the original $k$ blocks of $n$ variables from the first stage with a copy of the widget $A_{k-1}$. At each crossover
point in the graph, we introduce a copy of widget $B$. Finally, for each directed edge between blocks $(i, j)$, we insert the original FO $f_{i,j}$ between the last widget $B$ and the destination widget $A_{k-1}$. Since one of the new blocks of variables created by the widget $B$ is a copy of block $i$, the effect of the FO $f_{i,j}$ in this new collection is the same as before.

The following diagram shows the full construction when $k = 5$.

Since each the incidence graph of each widget in this drawing is planar, the entire collection $C$ of first order formulas has a planar incidence graph.

Now, if we assume that there are $c(k) = O(k^4)$ crossover points in standard drawing of $K_k$, then our collection has $c(k)B$ widgets. Since each $B$ widget introduces 2 new blocks of $n$ variables, this gives $2c(k)$ new blocks. Since we have $k$ $A_{k-1}$ widgets, each of which has $2(k - 1) - 3 = 2k - 5$ blocks of $n$ variables, this gives an additional $k(2k - 5)$ blocks. So, in total, our construction has $f(k) = 2c(k) + 2k^2 - 5k = O(k^4)$ blocks of $n$ variables. Note also that there are $g(k) = k(k - 1)/2 + k(k - 2) + c(k) = O(k^4)$ FOFs in the collection $C$.

As shown in our construction $C$ has a weight $f(k)$ satisfying assignment (i.e., each block has exactly one variable set to true) if and only if the original graph $G$ has a clique of size $k$. Since the incidence graph of $C$ is planar and each minterm in each FOF contains at most four variables, it follows that this construction is a parameterized reduction as claimed. This completes the proof.

In a similar manner the other two planar logic problems defined by Khanna and Motwani can be shown to be $W[1]$-hard. PTAS’s for these problems are therefore likely never to be very useful, since the goodness of the approximation must apparently be paid for in the exponent of the polynomial running time.

A Second Connection. There is a second strong connection between parameterized complexity and polynomial-time approximation because finding natural, polynomial-time kernelization algorithms for FPT problems yielding small problem kernels (e.g., $|x'| \leq ck$) turns out to be intimately related to polynomial-time approximation algorithms (e.g., to within a factor of $c$ of optimal). This export bridge from the former to the latter was first pointed out in [39]. See also [24]. We do not have the space to pursue this further here, but those who are interested in polynomial-time constant factor approximation algorithms will find this subject well worth exploring.
3.2 The Program of Elucidating FPT Optimality

In the classical framework, restricting the input to a problem can lead to polynomial time complexity, but generally, most hard \((NP\)-complete or worse) problems remain hard when restricted to planar graphs and structures, for example. In the parameterized framework, almost all problems turn out to be \(FPT\) when restricted to planar inputs. In fact, for many planar parameterized graph problems, Kloks, Niedermeier and others have recently shown that \(FPT\) complexities of the form \(c^{\sqrt{n}}\) can be obtained [2,26]. This immediately raises the question of whether \(FPT\) complexities of this form might be achievable for the general unrestricted problems (such as the general parameterized Vertex Cover problem), or whether lower bounds showing some “optimality” for \(FPT\) results might be possible.

In a recent (but flawed) paper Cai and Juedes [11] launched a powerful and exciting program that may resolve many such questions, and provide a lower bound “backstop” against which our efforts to design more efficient \(FPT\) algorithms can be measured. At the recent Dagstuhl Workshop on Parameterized Complexity, it was discovered that the proof of one of the key claims in [11] has a fatal error, but the program is still entirely viable if the following conjecture is true.

**Conjecture.** The following problem is hard for \(W[1]\).

\(k\)-LOGVC

**Input:** A graph \(G\) on \(n\) vertices and a positive integer \(k\).

**Parameter:** \(k\)

**Question:** Does \(G\) have a vertex cover of size at most \(k \log n\)?

Notice that the known \(O(c^k n)\) \(FPT\) algorithm for the usual parameterization of Vertex Cover allows \(k\)-LOGVC to be solved in time \(O(n^k)\) — it’s almost like inquiring about a new parameterized problem that is the “complexity derivative” of the original \(FPT\) problem.

The conjecture would immediately imply that no \(FPT\) algorithm for the general Vertex Cover problem can run in time \(O(2^{o(k)}) n^c\) unless \(FPT = W[1]\). The conjecture could also be used (potentially) to settle many other similar kinds of questions via reductions. For example, we might also ask, since we have achieved an \(FPT\) algorithm for Planar Dominating Set that runs in time \(O(2^{O(k^{1/3})}) n^c\) [2] if perhaps an \(FPT\) running time of \(O(2^{O(k^{1/3})}) n^c\) might be possible. If the conjecture is true, then the answer would be no, because \((G, k)\) can be transformed into \((G', k')\) in such a way that:

1. \(G\) has a \(k\)-vertex cover if and only if \(G'\) has a dominating set of size \(c_1 k^2\)
2. \(G'\) is planar.

Thus if Planar Dominating Set could be solved in \(O(2^{o(\sqrt{k})}) n^c\) time, then the general Vertex Cover problem could be solved in time \(O(2^{o(k)}) n^c\) time, which (by the conjecture) would imply \(FPT = W[1]\). The parametric reduction (due to recent work of Cai, Fellows, Juedes and Rosamond) proceeds in several steps: general Vertex Cover is parametrically reduced to Vertex Cover for Graphs of Maximum Degree 3, which is parametrically reduced
to **Planar Independent Set**, and this in turn is parametrically reduced to **Planar Dominating Set**.

There is clearly a vast potential for this program, but the conjecture above is crucial — as well as elegant and interesting in itself.
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Abstract. In this paper, we study bounds on maximal and maximum matchings in special graph classes, specifically triangulated graphs and graphs with bounded maximum degree. For each class, we give a lower bound on the size of matchings, and prove that it is tight for some graph within the class.

1 Introduction

The problem of finding a maximum matching in a graph has a long and distinguished history beginning with the early work of Petersen [11], König [9], Hall [6], and Tutte [13]. The fastest algorithms to find a maximum matching in an \( n \)-vertex \( m \)-edge graph takes \( O(\sqrt{nm}) \) time, for bipartite graphs [7] as well as for general graphs [10].

One intensely studied topic is whether a graph has a perfect matching, i.e., a matching of size \( n/2 \). This was shown for 3-regular biconnected graphs [11] and for \( k \)-regular bipartite graphs [9], and the perfect matching can be found efficiently for these graphs [2,12,4]. Tutte [13] characterized when a graph has a perfect matching, but no algorithm that can find a perfect matching in an arbitrary graph faster than finding a maximum matching is known.

Not as much is known about bounds for graphs that do not have a perfect matching. Recently, Duncan, Goodrich and Kobourov [5] showed that any planar triangulated graph has a matching of size \( \frac{n}{12} \) that satisfies additional constraints.

Our research was originally motivated by the question whether the bound of \( \frac{n}{12} \) in [5] could be improved by dropping the extra constraints. Thus, we studied the size of maximal and maximum matchings in planar triangulated graphs. (We
included maximal matchings because such matchings can be computed easily in 
linear time.)

It is known that every triangulated planar graph without separating triangles 
is 4-connected, hence has a Hamiltonian cycle [14], and hence a matching of size 
$\frac{n}{4}$. As we will see, we can generalize this to all triangulated planar graphs by 
including the number of separating triangles (or more precisely, the number of 
leaves in the tree of 4-connected components) in the bound on the matching.

Next, we study graphs with small maximum degree. It is known that every 
3-regular biconnected graph has a perfect matching [11]. As we will see, we can 
generalize this to all graphs with maximum degree 3 by including the number of 
cutvertices (or more precisely, the number of leaves in the tree of 2-connected 
components) and the number of vertices of smaller degree. The proof for maximal 
matchings generalizes even further to graphs of maximum degree $k$.

An overview of our results is given in Table 1. All entries are lower bounds 
on the size of the matching of a certain type. Also, all bounds are tight for some 
graph within this class. We typically give two bounds: one bound that depends 
only on $n$ or $m$, and one bound that also includes other parameters of the graph.

Table 1. Overview of the results in this paper. Here $\ell_4$ denotes the number of 
leaves in the 4-block tree, $\ell_2$ denotes the number of leaves in the 2-block tree, 
and $n_2$ denotes the number of vertices of degree 2 (see Section 2 for precise 
definitions). All bounds in the table are tight.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Matching type</th>
<th>Bound 1</th>
<th>Bound 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangulated</td>
<td>Maximal</td>
<td>$\frac{n}{4}$</td>
<td>$\frac{n}{2} - \frac{n}{4}$</td>
</tr>
<tr>
<td>planar</td>
<td>Maximum</td>
<td>$\frac{n}{4}$</td>
<td>$\frac{n}{2} - \frac{n}{4} + 1$</td>
</tr>
<tr>
<td>Max-deg $k$</td>
<td>Maximal</td>
<td>$\frac{n}{4}$</td>
<td>$\frac{n}{2} - \frac{n}{4}$</td>
</tr>
<tr>
<td>Max-deg 3</td>
<td>Maximum</td>
<td>$\frac{n-1}{2}$</td>
<td>$\frac{n}{2} - \frac{n}{4}$</td>
</tr>
<tr>
<td>3-regular</td>
<td>Maximum</td>
<td>$\frac{n-1}{2}$</td>
<td>$\frac{n}{2} - \frac{n}{4}$</td>
</tr>
</tbody>
</table>

2 Definitions

Let $G = (V, E)$ be a graph with vertices $V$ and edges $E$, we denote $|V| = n(G) = 
n$ and $|E| = m(G) = m$. Denote by $n_i$ the number of vertices of degree $i$, i.e., 
with exactly $i$ incident edges. We call $G$ 3-regular if every vertex has degree 3, 
and a max-deg-$k$ graph if every vertex has degree at most $k$. $G$ is called simple if 
there are no loops and no multiple edges, and connected if for any pair of vertices 
there exists a path from one vertex to the other. In this paper, we assume that $G$ 
is simple and connected.

A connected graph $G$ is called $k$-connected if for any set $C$ of at most $k - 1$ 
vertices, the graph that results from deleting the vertices in $C$ is still connected.
A 2-connected graph is also called biconnected. If a connected graph is not bi-connected, then it must have a vertex $v$ such that $G - v$ is not connected; such a vertex is called a cutvertex. If $G$ has cutvertices, then its biconnected components are the maximal biconnected subgraphs of the graph. The 2-block tree is obtained by defining one node for every biconnected component and one node for every cutvertex, and connecting two nodes if and only if one is a cutvertex contained in the biconnected component of the other node. As the name suggests, the 2-block tree is a tree. Let $\ell_2(G)$ denote the number of leaves in the 2-block tree; we write $\ell_2$ if the graph in question is clear.

A planar graph is a graph that can be drawn in the plane without a crossing. Such a planar drawing divides the plane into connected pieces called faces. The degree of a face is the number of times that a vertex is incident to a boundary of a face. In a simple planar graph with at least three vertices, every face has degree at least 3. A planar graph is called triangulated if all faces have degree 3 (i.e., they are a 3-cycle, also called a triangle). A triangulated graph has exactly $3n - 6$ edges and is 3-connected.

A separating triangle in a planar graph is a triangle that is not the boundary of a face, i.e., a triangle such that there are vertices both inside and outside the triangle. Assume that $G$ is a triangulated graph that is not 4-connected. Then there exist three vertices $\{u, v, w\}$ such that removing them splits $G$ into at least two parts. Since $G$ is triangulated, $\{u, v, w\}$ must form a separating triangle. Hence a triangulated graph is 4-connected if and only if it has no separating triangle.

If $G$ is a triangulated graph that is not 4-connected, then we can split it into its 4-connected components as follows. We say that a separating triangle $T_1$ is inside another separating triangle $T_2$ if none of the vertices of $T_2$ is in the outside of $T_1$. (Note that some vertices may be in both triangles.) Let $T_1, \ldots, T_k$ be those separating triangles that are not inside any other separating triangle. Denote by $G_0$ the graph that results from $G$ by deleting all vertices that are inside $T_1, \ldots, T_k$; then $G_0$ is a 4-connected graph. For $i = 1, \ldots, k$, denote by $G_i$ the graph that results from taking all vertices inside $T_i$ and adding the vertices of $T_i$. Recursively compute the 4-connected components of $G_1, \ldots, G_k$; these are also 4-connected components of $G$.

Following the construction of 4-connected components, one can obtain a tree to store these components. The root of this tree is $G_0$, the 4-connected graph that results from deleting the insides of the separating triangles. This component has one child for each separating triangle that is not inside another separating triangle. The subtrees of these children are computed recursively from $G_1, \ldots, G_k$. This so-called 4-block tree can be computed in $O(n)$ time [8]. Denote by $\ell_4(G)$ the number of leaves of the 4-block tree; we write $\ell_4$ if the graph in question is clear.

A matching is a set $M$ of edges such that no vertex has two or more incident edges in $M$. For a given matching $M$, define $V_M$ to be the matched vertices, i.e., the vertices with an incident edge in $M$, and $V_G$ to be the unmatched vertices, i.e., $V - V_M$. A matching is called a maximal matching if there is no edge between two
unmatched vertices, i.e., we cannot add an edge to the matching. A matching is
called a maximum matching if it has the maximum possible cardinality among all
matchings. A perfect matching is a matching that leaves no unmatched vertices,
i.e., a matching with $n/2$ edges.

2.1 Tutte’s Theorem and Berge’s Generalization

In 1947, Tutte [13] proved a characterization of the existence of a perfect match-
ing. His theorem uses the concept of odd components which is explained by the
following. Let $T$ be an arbitrary subset of vertices. Removing $T$ from the graph
may split the graph into a number of connected components. Some of those may
have an even number of vertices, and some may have an odd number of vertices.
We denote by $o(T)$ the number of components of $G - T$ that have an odd number
of vertices; these are also called the odd components.

Tutte proved that a graph has a perfect matching if and only if for any vertex
set $T$, the number of odd components of $T$ is not bigger than $T$. Berge showed in
1957 how to extend this theorem to characterize the size of a maximum matching,
again using vertex sets $T$ and their odd components.

Lemma 1. [13,14] Let $G$ be a graph. For any set $T \subset V$, any matching contains
at least $o(T) - |T|$ unmatched vertices. Moreover, there exists a set $T \subset V$ such
that any maximum matching of $G$ contains exactly $o(T) - |T|$ unmatched vertices.

3 Triangulated Graphs

Duncan, Goodrich and Kobourov [5] proved that any planar triangulated graph
has a matching with at least $n/12$ edges that do not belong to any separating
triangle. It trivially follows that any triangulated planar graph has a matching of
size at least $n/12$. We will here obtain better bounds by dropping the condition
on separating triangles.

3.1 Maximal Matching for Triangulated Graphs

First we study maximal matchings. We initially give a bound that depends on
the number of leaves in the 4-block tree, and then estimate the number of such
leaves. We need an easy observation about the relationship between face sizes
and vertices in a planar graph.

Lemma 2. Assume that $G$ is a planar graph with $n \geq 3$ vertices, that has $f_3$
faces of degree 3 and $f_4$ faces of degree at least 4. Then $f_3 + 2f_4 \leq 2n - 4$.

Proof: We have $3f_3 + 4f_4 \leq 2m$, since the left-hand side counts each edge at
most twice. Also, $m \leq 3n - 6 - f_4$, because a triangulated graph has $3n - 6$
edges, and there is at least one missing edge for every face of degree at least 4.
Combining the two inequalities gives $3f_3 + 4f_4 \leq 6n - 12 - 2f_4$, which after
rearranging yields the result.
Lemma 3. Any maximal matching of a planar triangulated graph with at least 4 vertices has size at least \( \frac{n+2}{4} - \frac{1}{2} \ell_4 \), where \( \ell_4 \) is the number of leaves in the 4-block tree of the graph.

Proof: Let \( M \) be an arbitrary maximal matching, and let \( V_M \) and \( V_U \) be the matched and unmatched vertices. Let \( G_M \) be the graph induced by the matched vertices. Since \( G \) has at least 4 vertices, it must have at least four matched vertices, so \( |V_M| \geq 4 \) and \( G_M \) has no faces of degree less than 3.

In any face of \( G_M \), there can be at most one unmatched vertex of \( G \), for if there were two or more unmatched vertices, then (because \( G \) is triangulated) there must be an edge between them, contradicting the maximality. We split the unmatched vertices into two groups: \( V_0^j \) denotes those that are inside a face of \( G_M \) of degree 3, whereas \( V_1^j \) denotes those that are inside a face of \( G_M \) of degree at least 4. Note that \( |V_0^j| \leq \ell_4 \), because if there is a vertex inside a triangular face of \( G_M \), then this triangle contains a vertex inside and also a vertex outside (by \( n(G_M) \geq 4 \)), hence it is a separating triangle in \( G \) and contains a leaf of the 4-block tree.

By Lemma 2, we have \( |V_0^j| + 2|V_1^j| \leq 2n(G_M) - 4 = 2|V_M| - 4 \). Since \( |V_0^j| + |V_1^j| + |V_M| = n \), we can reformulate this further as \( |V_0^j| + 2|V_1^j| = 2(n - |V_0^j| - |V_1^j|) - 4 \). Therefore \( 3|V_0^j| + 4|V_1^j| \leq 2n - 4 \), and

\[
|V_M| \geq n - \frac{a - 2}{2} - \frac{1}{4} \ell_4 = \frac{n + 2}{2} - \frac{1}{4} \ell_4
\]

which implies \( |V_M| \geq n - \frac{a - 2}{2} - \frac{1}{4} \ell_4 \) as desired. \( \square \)

Now we need a bound on \( \ell_4 \). Kant \([8]\) stated that every planar triangulated graph has at most \( n - 4 \) separating triangles. Since he did not prove this claim, we give a proof here for completeness’ sake.

Lemma 4. Any planar triangulated graph has at most \( n - 4 \) separating triangles.

Proof: The proof is by induction. If a graph has a separating triangle, then it must have the three vertices of the triangle and one vertex both inside and outside, so \( n \geq 5 \), and a graph with 5 vertices can have only one separating triangle. Assume the claim holds for all values up to \( n - 1 \), \( n \geq 6 \). Let \( G \) be any graph of \( n \) vertices, and assume it has a separating triangle \( \{u, v, w\} \); otherwise we are done. Let \( G_i \) and \( G_o \) be the graphs inside and outside \( \{u, v, w\} \), respectively. We have \( n(G_i) + n(G_o) = n + 3 \). Both graphs have fewer vertices than \( G \), and so by induction have at most \( n(G_i) - 4 \) and \( n(G_o) - 4 \) separating triangles, respectively. Hence, the number of separating triangles in \( G \) is at most \( 1 + (n(G_i) - 4) + (n(G_o) - 4) = n - 4 \). \( \square \)

This bound is tight, see for example the graph class \( \mathcal{H} \) that was defined in [DGK99]. Combining this bound with Lemma 6, we obtain that any planar triangulated graph has a matching of size at least \( \frac{2n}{4} \). However, we can do better by obtaining a bound on the number of leaves in the 4-block tree.

Lemma 5. Any planar triangulated graph has at most \( \frac{n}{2} \) leaves in the 4-block tree.
Proof: As before, denote by $\ell_4$ the number of leaves in the 4-block tree. Let $T_1, \ldots, T_\ell$ be those separating triangles that form the leaves, and let $G_L$ be the graph induced by the vertices in $T_1, \ldots, T_\ell$. For each triangle $T_i$, there is at least one vertex inside $T_i$ that does not belong to any of the other triangles, and therefore not to $G_L$. Hence $n(G_L) \leq n - \ell_4$.

Every triangle $T_i$ is a face of $G_L$ (because these triangles are leaves of the 4-block tree). But the number of faces in $G_L$ is at most $2n(G_L) - 4$ since $G_L$ is planar. Hence $\ell_4 \leq 2n(G_L) - 4 \leq 2(n - \ell_4) - 4$, or $3\ell_4 \leq 2n - 4$, which yields the result.

Combining this bound with the bound of Lemma 3, we obtain that every maximal matching of a triangulated planar graph has size at least $\frac{2n}{6} - \frac{2n}{9}$. 

Theorem 1. Any maximal matching of a triangulated planar graph with at least 4 vertices has size at least $\frac{n}{6}$.

The above bound is tight, i.e., there exists a planar triangulated graph with a maximal matching of size $(n + 4)/6$. To see this, take any planar triangulated graph $G$ that has a perfect matching $M$, and add into each face of $G$ one more vertex connected to the three neighbors. Call the resulting graph $G'$, and its number of vertices $n'$. Then $n' = n + 2n - 4$ (because $G$ has $2n - 4$ faces). Also, $M$ is a maximal matching in $G'$ and $|M| = n/2 = (n' + 4)/6$.

3.2 Maximum Matching for Triangulated Graphs

In this section, we provide a bound on the size of a maximum matching in a planar triangulated graph. As we will see, this bound will again depend on the number of leaves in the 4-block tree.

Lemma 6. Any planar triangulated graph $G$ has a matching of size at least \(\min\left\{\frac{2n}{5}, \frac{2n}{4} - \frac{\ell_4}{4} + 1\right\}\), where $\ell_4$ is the number leaves of the 4-block tree of $G$.

Proof: Let $M$ be a maximum matching, and let $T$ be a vertex set such that there are $o(T) - |T|$ unmatched vertices, i.e., $|V_T| = o(T) - |T|$ (Lemma 1). The claim holds if $|T| \leq 2$, because then $o(T) \leq 1$ since $G$ is 3-connected, and there is at most one unmatched vertex. The claim also holds if $|T| = 3$, because then there are at most two odd components (the inside and the outside of the separating triangle). So we may assume that $|T| \geq 4$.

Let $G_T$ be the graph that is induced by the vertices of $T$. Observe that no two odd components can be within the same face of $G_T$ since $G$ is triangulated. Let $o_3(T)$ and $o_4(T)$ be the number of odd components that are inside a face of $G_T$ of degree 3 and degree at least 4, respectively. Note that $o_3(T) \leq \ell_4$, because if there is an odd component inside a triangular face of $G_T$, then this triangle contains a vertex inside and also a vertex outside (by $|T| \geq 4$), hence it is a separating triangle in $G$ and contains a leaf of the 4-block tree.
By Lemma 2, we know that \( \sigma_1(T) + 2\sigma_4(T) \leq 2n(G_T) - 4 = 2|T| - 4 \), and
\[
|V_U| = o(T) - |T| = \sigma_3(T) + \sigma_4(T) - |T|
= \frac{1}{2}(\sigma_3(T) + 2\sigma_4(T)) + \frac{1}{2}\sigma_4(T) - |T|
\leq \frac{1}{2}(2|T| - 4) + \frac{\ell_4}{2} - |T| = \frac{\ell_4}{2} - 2.
\]
So \( |V_M| \geq n - |V_U| \geq n - \frac{\ell_4}{2} + 2 \) as desired. \( \square \)

Combining Lemma 6 with Lemma 5, we obtain the bound on maximum matching in triangulated planar graphs.

**Theorem 2.** Every planar triangulated graph with at least 10 vertices has a matching of size at least \( \frac{n+4}{3} \).

**Proof:** There is nothing to prove for \( n \geq 10 \) if \( G \) has a matching of size \( \lfloor \frac{n}{2} \rfloor \).
Otherwise, \( G \) has a matching of size \( \frac{n}{2} - \frac{\ell_4}{4} + 1 \geq \frac{n}{2} - \frac{1}{8}(n - 2) + 1 = \frac{n+4}{3} \). \( \square \)

The above bound is tight, i.e., there exists a graph for which any matching has at most \( (n+4)/3 \) edges. This graph is defined for any \( n \equiv 2 \mod 3 \), \( n \geq 11 \) and shown in Figure 1. It consists of a cycle with \( (n-2)/3 \) vertices, two vertices connected to each vertex of the cycle (these parts are shown in black), and one more vertex in every face of the above graph (this part is shown in white).

Let \( T \) be the \( (n+4)/3 \) black vertices. Since there are no edges between white vertices, graph \( G - T \) has \( (2n-4)/3 \) isolated vertices, which each form an odd component, so \( o(T) - |T| = (2n-4)/3 - (n+4)/3 = (n-8)/3 \). Hence in any matching \( M \) of the graph, at least \( (n-8)/3 \) vertices are unmatched and at most \( (2n+8)/3 \) vertices are matched, so \( |M| \leq (n+4)/3 \).

![Fig. 1. A planar triangulated graph with a maximum matching of size \( \frac{n+4}{3} \)](image)
Note also that this graph has \( \ell_4 = \frac{3}{2}(n - 2) \) separating triangles which are all leaves of the 4-block tree, so Lemma 5 is tight as well.

4 Graphs with Maximum Degree \( k \)

Now we devote our attention to another graph class with a special structure; graph with maximum degree \( k \). We chose this graph class because 3-regular biconnected graphs are known to have a perfect matching, and we tried to generalize this to graphs with bounded maximum degree.

**Theorem 3.** Any maximal matching of a max-deg-\( k \) graph has size at least \( m/(4k - 2) \).

**Proof:** Let \( M \) be an arbitrary maximal matching, and let \( V_M \) and \( V_U \) be the matched and unmatched vertices. We split \( V_U \) into \( k \) sets, \( V_U^i, i = 1, \ldots, k \), where \( V_U^i \) is the set of unmatched vertices with degree \( i \).

Let \( E_U \) be the set of edges with at least one endpoint in \( V_U \). Recall that since \( M \) is maximal no edge can have both endpoints in \( V_U \). Therefore, \( E_U \) is the set of all edges between vertices in \( V_U \) and vertices in \( V_M \), and \( |E_U| = \sum_{i=1}^k i|V_U^i| \).

Since every vertex in \( V_M \) is incident to at most \( k \) vertices, and at least one of them is also in \( V_M \), we get \( |E_U| \leq (k - 1)|V_M| \). Combining, we have

\[
|V_U| = \sum_{i=1}^k |V_U^i| \\
= \sum_{i=1}^k \frac{i}{k}|V_U^i| + \sum_{i=1}^k \frac{k-i}{k}|V_U^i| \\
= |E_U|/k + \sum_{i=1}^k \frac{k-i}{k}|V_U^i| \\
\leq (k-1)|V_M|/k + \sum_{i=1}^k \frac{k-i}{k}|V_U^i| \\
\leq (k-1)|V_M|/k + \sum_{i=1}^k \frac{k-i}{k} n_i
\]

Solving for \( |V_M| \) we get

\[
|V_M| = n - |V_U| \geq n - (k-1)|V_M|/k - \sum_{i=1}^k \frac{k-i}{k} n_i
\]

and therefore

\[
|V_M| \geq \frac{k}{2k-1} \left( n - \sum_{i=1}^k \frac{k-i}{k} n_i \right) = \frac{k}{2k-1} \left( n - \sum_{i=1}^k n_i + \frac{1}{k} \sum_{i=1}^k i n_i \right) = \frac{m}{2k-1}.
\]

which yields the result. \( \square \)

This bound is tight, as illustrated in the graph in Figure 2. The bold edges indicate a maximal matching of size \( \frac{m}{2k-1} \).
4.1 Maximum Matching for Max-deg-3 Graphs

We have not succeeded in obtaining a better bound for a maximum matching in a graph with maximum degree $k$, except when $k = 3$.

Lemma 7. Any max-deg-3 graph $G$ has a matching of size at least $\frac{\ell_2}{4} - \frac{4}{15} - \frac{1}{3n_2}$, where $\ell_2$ is the number of leaves in the 2-block tree of $G$ and $n_2$ is the number of vertices of degree 2.

Proof: Let $M$ be a maximum matching, and let $T$ be a vertex set such that there are $o(T) - |T|$ unmatched vertices (Lemma 1). We define the following three quantities: $o_1(T), o_2(T)$, and $o_3(T)$ are the number of odd components joined to $T$ by one edge, two edges, and at least three edges, respectively. Every odd component joined to $T$ by one edge contains a leaf of the 2-block tree, so $o_1(T) \leq \ell_2$. Every odd component joined to $T$ by two edges must contain at least one vertex of degree 2 (otherwise there would be an odd number of vertices of odd degree), so $o_2(T) \leq n_2$.

The number of edges incident to $T$ is at least $o_1(T) + 2o_2(T) + 3o_3(T)$, but also at most $3|T|$ since $G$ has maximum degree 3. Therefore

$$|V_G| = o(T) - |T| \leq \frac{1}{3}(o_1(T) + 2o_2(T) + 3o_3(T)) + \frac{2}{3}o_3(T) + \frac{1}{3}o_2(T) - |T|$$

$$\leq \frac{1}{3}|G| + \frac{2}{3}\ell_2 + \frac{1}{3}n_2 - |T| = \frac{2}{3}\ell_2 + \frac{1}{3}n_2,$$

and $|V_G| \geq n - \frac{2}{3}\ell_2 - \frac{4}{3}$, which proves the claim. \quad \square

To obtain a bound that only depends on $n$, we need to bound $\ell_2$ and $n_2$.

Lemma 8. Every max-deg-3 graph has $2\ell_2 + n_2 \leq n + 2$, where $\ell$ is the number of leaves in the 2-block tree and $n_2$ is the number of vertices of degree 2.

Proof: Let $G$ be a connected max-deg-3 graph. If all leaves of the 2-block tree of $G$ contain a vertex of degree 1, then $\ell_2 = n_1$ (because every vertex of degree 1 implies a leaf). A simple counting argument shows that $n_1 \leq n_3 + 2$, and hence $2\ell_2 + n_2 = 2n_1 + n_2 \leq n_1 + n_2 + n_3 + 2 = n + 2$. 

Fig. 2. A max-deg-k graph with a maximal matching of size $m/(4k-2)$ for (a) $k = 3$, (b) $k = 4$, (c) arbitrary $k$
If some leaves of the 2-block tree of \( G \) do not contain a vertex of degree 1, then obtain a new graph \( G' \) by deleting from these leaves all vertices except the cutvertex. Note that \( G \) and \( G' \) have equally many leaves of the 2-block tree, and \( G' \) has at most as many vertices of degree 2 as \( G \). Since the claim holds for \( G' \), we have 

\[
2\ell_2(G) + n_2(G) \leq 2\ell_2(G') + n_2(G') \leq n(G') + 2 \leq n(G) + 2. \quad \square
\]

Combining this lemma with Lemma 7, we obtain that the number of unmatched vertices is at most \( \frac{3}{2} \ell_2 + \frac{3}{4} \leq \frac{n-2}{4} \), hence the maximum matching has size at least \( \frac{n-1}{2} \).

**Theorem 4.** Every max-deg 3 graph has a matching of size at least \( \frac{n-1}{2} \).

This bound is tight, as can be seen from the graph in Figure 3, for which the maximum matching has size \( \frac{n-1}{2} \).

One can observe that this graph does not have any vertices of degree 2. However, the factor \( \frac{3}{2} \) in Lemma 7 is tight, as demonstrated by the following example: Consider any 3-regular graph with \( n \) vertices and \( m = \frac{3n}{2} \) edges. Now split every edge into two, and add a degree-two vertex in the middle. This gives a new graph \( G' \) with \( n' = n + m = \frac{5n}{2} \) vertices and \( n'_2 = \frac{3n}{2} \) vertices of degree 2.

A maximum matching of \( G' \) has at most \( n' - \frac{n'_2}{2} \) matched vertices, because setting \( T \) to be the \( n \) original vertices, we obtain \( \frac{1}{2} n \) odd components from the added vertices. So the maximum matching has size \( \frac{n' - n'_2}{2} = \frac{n}{2} \). Since \( \frac{n'_2}{2} = \frac{n}{4} \), this proves that the bound of Lemma 7 is tight.

Note, however, that the size of the maximum matching for this graph is \( \frac{3}{2} n' > \frac{1}{2} n' \). It remains open whether there exists a better bound on the size of the maximum matching if a graph is forced to have vertices of degree 2, for example whether a bound of \( \frac{3n}{2} + \frac{3n}{2} \) holds for the size of a maximum matching in a graph with maximum degree 3.

### 4.2 Maximum Matchings for 3-regular Graphs

For 3-regular graphs we can improve the bounds of Theorem 4 even further.

**Lemma 9.** Every 3-regular graph has at most \( \frac{n+2}{6} \) leaves in the 2-block tree.

**Proof:** Let \( C \) be a biconnected component that is a leaf in the 2-block tree, and let \( v \) be its unique cutvertex. We claim that \( C \) has at least 5 vertices, and prove this as follows: Since \( G \) is simple, \( v \) must have a neighbor \( w \neq v \) in \( C \).
Since $G$ is 3-regular, $w$ must have 3 neighbors, which are all in $C$ since $w$ is not a cutvertex. So $C$ has at least 4 vertices. Since all vertices except $v$ in $C$ have odd degree, but $v$ has even degree, $C$ has an odd number of vertices, so $C$ has at least 5 vertices.

Let $G_L$ be the graph that results from $G$ by deleting all vertices that are part of a leaf of the 2-block tree and not a cutvertex. Hence for every leaf we delete at least 4 vertices, so $n(G_L) \leq n - 4\ell_2$. The remaining graph is connected, hence $m(G_L) \geq n(G_L) - 1$. Also, every cutvertex that belonged to a leaf of $G$ has degree 1 in $G_L$, whereas all other vertices have degree 3, so $2m(G_L) = \ell_2 + 3(n(G_L) - \ell_2)$. Thus we obtain $\ell_2 + 3(n(G_L) - \ell_2) = 2m(G_L) \geq 2n(G_L) - 2$, which implies $n(G_L) \geq 2\ell_2 - 2$, therefore $2\ell_2 \leq n(G_L) + 2 \leq n - 4\ell_2 + 2$ and $\ell_2 \leq \frac{1}{4}(n + 2)$.

Consequently, the maximum matching of a 3-regular graph has size at least
\[
\frac{n}{2} - \frac{\ell_2}{2} = \frac{n}{2} - \frac{1}{4}(n + 2) = \frac{1}{4}(4n - 1).
\]

**Theorem 5.** *Every 3-regular graph has a matching of size at least* $\frac{4n-1}{9}$.

This bound is also tight, which can be seen by attaching the smallest possible 3-regular graph to every leaf of the graph of Figure 3. The resulting graph (shown in Figure 4) is defined for $n = 16$ mod 18. The set of black vertices has size $\frac{n+2}{2}$, and yields $\frac{2n+11}{9}$ odd components. Hence any matching has size at most $\frac{4n-5}{9}$.

![Fig. 4. A simple 3-regular graph with a maximum matching of size $\frac{4n-1}{9}$](image)

5 Conclusion

In this paper, we studied bounds on the size of maximal and maximum matchings in special graphs classes, in particular triangulated planar graphs, graphs with maximum degree $k$, graphs with maximum degree 3 and 3-regular graphs. We obtain lower bounds on the size of such matchings, and showed that the bounds are tight for some graph within the class.

We leave a number of open problems:

- How quickly can we find matchings that are known to exist? A maximal matching can be found in linear time, but can we find, say, a matching of size $\frac{n}{2} - \frac{4n}{9} + 1$ in a planar triangulated graph in less than $O(m \sqrt{n})$ time?
- What can be said about the size of a maximum matching in a graph with maximum degree $k$? Can we obtain a bound better than $m_k/(4k-2)$?
- Is there a graph with maximum degree 3 for which a maximum matching has size $\frac{m}{4} - \frac{m}{4} - \frac{m}{4}$, and which has a significant number of vertices of degree 2? Or if not, can we show a better bound?
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Abstract. We consider two problems pertaining to $P_4$-comparability graphs, namely, the problem of recognizing whether a simple undirected graph is a $P_4$-comparability graph and the problem of producing an acyclic $P_4$-transitive orientation of a $P_4$-comparability graph. These problems have been considered by Hoàng and Reed who described $O(n^4)$ and $O(n^6)$-time algorithms for their solution respectively, where $n$ is the number of vertices of the given graph. Recently, Raschle and Simon described $O(n + m^3)$-time algorithms for these problems, where $m$ is the number of edges of the graph.

In this paper, we describe different $O(n + m^3)$-time algorithms for the recognition and the acyclic $P_4$-transitive orientation problems on $P_4$-comparability graphs. Instrumental in these algorithms are structural relationships of the $P_4$-components of a graph, which we establish and which are interesting in their own right. Our algorithms are simple, use simple data structures, and have the advantage over those of Raschle and Simon in that they are non-recursive, require linear space and admit efficient parallelization.

1 Introduction

Let $G = (V,E)$ be a simple non-trivial undirected graph. An orientation of the graph $G$ is an antisymmetric directed graph obtained from $G$ by assigning a direction to each edge of $G$. An orientation $(V,F)$ of $G$ is called transitive if it satisfies the following condition: if $ab, bc$ is a chordless path on 3 vertices in $G$, then $F$ contains the directed edges $\overrightarrow{ab}$ and $\overrightarrow{bc}$, or $\overrightarrow{ab}$ and $\overrightarrow{cb}$, where $uv$ or $vu$ denotes an edge directed from $u$ to $v$ [1]. An orientation of a graph $G$ is called $P_4$-transitive if the orientation of every chordless path on 4 vertices of $G$ is transitive; an orientation of such a path $abcd$ is transitive if and only if the path’s edges are oriented in one of the following two ways: $\overrightarrow{ab}$, $\overrightarrow{bc}$ and $\overrightarrow{cd}$, or $\overrightarrow{ab}$, $\overrightarrow{bc}$ and $\overrightarrow{da}$. The term borrows from the fact that a chordless path on 4 vertices is denoted by $P_4$.

A graph which admits an acyclic transitive orientation is called a comparability graph [3,4]; A graph is a $P_4$-comparability graph if it admits an acyclic $P_4$-transitive orientation [5,6]. In light of these definitions, every comparability graph is a $P_4$-comparability graph. Moreover, there exist $P_4$-comparability
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graphs which are not comparability. The class of the \( P_4 \)-comparability graphs (along with the \( P_4 \)-indifference, the \( P_4 \)-simplicial and the Raspaill graphs) was introduced by Ho\'ang and Reed [6].

**Algorithms for many different problems** (such as, recognition, coloring, maximum clique, maximum independent set, hamiltonian paths and cycles) on subclasses of perfectly orderable graphs are available in the literature. The comparability graphs in particular have been the focus of much research which culminated into efficient recognition and orientation algorithms [4,7,8,12]. On the other hand, the \( P_4 \)-comparability graphs have not received as much attention, despite the fact that the definitions of the comparability and the \( P_4 \)-comparability graphs rely on the same principles [1,2,5,6,11].

Our main objective is to study the recognition and acyclic \( P_4 \)-transitive orientation problems on the class of \( P_4 \)-comparability graphs. These problems have been addressed by Ho\'ang and Reed who described \( O(n^4) \) and \( O(n^4) \)-time algorithms respectively [5,6], where \( n \) is the number of vertices of \( G \). Recently, newer results on these problems were provided by Raschle and Simon [11]. Their algorithms work along the same lines, but they focus on the \( P_4 \)-components of the graph. The time complexity of their algorithms for either problem is \( O(n + m^2) \), where \( m \) is the number of edges of \( G \), as it is dominated by the time to compute the \( P_4 \)-components of \( G \). Raschle and Simon also described recognition and orientation algorithms for \( P_4 \)-indifference graphs [11]; their algorithms run within the same time complexity, i.e., \( O(n + m^2) \). We note that Ho\'ang and Reed [5,6] also presented algorithms which solve the recognition problem for \( P_4 \)-indifference graphs in \( O(n^6) \) time.

In this paper, we present efficient \( O(n + m^2) \)-time recognition and acyclic \( P_4 \)-transitive orientation algorithms for \( P_4 \)-comparability graphs of \( n \) vertices and \( m \) edges. Our technique relies on the computation of the \( P_4 \)-components of the input graph and takes advantage of structural relationships of these components. Our algorithms are simple, use simple data structures, and have the advantage over those of Raschle and Simon in that they are non-recursive, require linear space and admit efficient parallelization [10].

## 2 Theoretical Framework

Let \( abcd \) be a \( P_4 \) of a graph \( G \). The vertices \( b \) and \( c \) are called *midpoints* and the vertices \( a \) and \( d \) *endpoints* of the \( P_4 \ abcd \). The edge connecting the midpoints of a \( P_4 \) is called the *rib*; the other two edges (which are incident to the endpoints) are called the *wings*. For example, the edge \( bc \) is the rib and the edges \( ab \) and \( cd \) are the wings of the \( P_4 \ abcd \). Two \( P_4 \)s are called *adjacent* if they have an edge in common. The transitive closure of the adjacency relation is an equivalence relation on the set of \( P_4 \)s of a graph \( G \); the subgraphs of \( G \) spanned by the edges of the \( P_4 \)s in the equivalence classes are the *\( P_4 \)-components* of \( G \). With slight abuse of terminology, we consider that an edge which does not belong to any \( P_4 \) belongs to a \( P_4 \)-component by itself; such a component is called *trivial*. A \( P_4 \)-component which is not trivial is called *non-trivial*; clearly a non-
Lemma 1. Let \( G = (V, E) \) be a graph and let \( C \) be a non-trivial \( P_4 \)-component of \( G \). Then,

(i) If \( p \) and \( p' \) are two \( P_4 \)'s which both belong to \( C \), then there exists a sequence \( p, p_1, \ldots, p_k, p' \) of adjacent \( P_4 \)'s in \( C \);

(ii) \( C \) is connected;

The definition of a \( P_4 \)-comparability graph requires that such a graph admit an acyclic \( P_4 \)-transitive orientation. However, Hoang and Reed [6] showed that in order to determine whether a graph is \( P_4 \)-comparability one can restrict one’s attention to the \( P_4 \)-components of the graph. In particular, what they proved ([6], Theorem 3.1) can be paraphrased in terms of the \( P_4 \)-components as follows:

Lemma 2. [6] Let \( G \) be a graph such that each of its \( P_4 \)-components admits an acyclic \( P_4 \)-transitive orientation. Then \( G \) is a \( P_4 \)-comparability graph.

Although determining that each of the \( P_4 \)-components of a graph admits an acyclic \( P_4 \)-transitive orientation suffices to establish that the graph is \( P_4 \)-comparability, the directed graph produced by placing the oriented \( P_4 \)-components together may contain cycles. However, an acyclic \( P_4 \)-transitive orientation of the entire graph can be obtained by inversion of the orientation of some of the \( P_4 \)-components. Therefore, if one wishes to compute an acyclic \( P_4 \)-transitive orientation of a \( P_4 \)-comparability graph, one needs to detect directed cycles (if they exist) formed by edges belonging to more than one \( P_4 \)-component and appropriately invert the orientation of one or more of these \( P_4 \)-components. Fortunately, one does not need to consider arbitrarily long cycles as shown in the following lemma [6].

Lemma 3. ([6], Lemma 3.5) If a proper orientation of an interesting graph is cyclic, then it contains a directed triangle.\(^1\)

Given a non-trivial \( P_4 \)-component \( C \) of a graph \( G = (V, E) \), the set of vertices \( V - V(C) \) can be partitioned into three sets:

(i) \( R \) contains the vertices of \( V - V(C) \) which are adjacent to some (but not all) of the vertices in \( V(C) \),

(ii) \( P \) contains the vertices of \( V - V(C) \) which are adjacent to all the vertices in \( V(C) \), and

(iii) \( Q \) contains the vertices of \( V - V(C) \) which are not adjacent to any of the vertices in \( V(C) \).

The adjacency relation is considered in terms of the given graph \( G \).

---

\(^1\) An orientation is proper if the orientation of every \( P_4 \) is transitive. A graph is interesting if the orientation of every \( P_4 \)-component is acyclic.
Fig. 1. Partition of the vertex set with respect to a separable $P_4$-component $C$

In [11], Raschle and Simon showed that, given a non-trivial $P_4$-component $C$ and a vertex $v \notin V(C)$, if $v$ is adjacent to the midpoints of a $P_4$ of $C$ and is not adjacent to its endpoints, then $v$ does so with respect to every $P_4$ in $C$ (that is, $v$ is adjacent to the midpoints and not adjacent to the endpoints of every $P_4$ in $C$). This implies that any vertex of $G$, which does not belong to $C$ and is adjacent to at least one but not all the vertices in $V(C)$, is adjacent to the midpoints of all the $P_4$s in $C$. Based on that, Raschle and Simon showed that:

**Lemma 4. ([11], Corollary 3.3)** Let $C$ be a non-trivial $P_4$-component and $R \neq \emptyset$. Then, $C$ is separable and every vertex in $R$ is $V_1$-universal and $V_2$-null\(^2\). Moreover, no edge between $R$ and $Q$ exists.

The set $V_1$ is the set of the midpoints of all the $P_4$s in $C$, whereas the set $V_2$ is the set of endpoints. Figure 1 shows the partition of the vertices of a graph with respect to a separable $P_4$-component $C$; the dashed segments between $R$ and $P$ and $P$ and $Q$ indicate that there may be edges between pairs of vertices in the corresponding sets. Then, a $P_4$ with at least one but not all its vertices in $V(C)$ must be a $P_4$ of one of the following types:

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>$vpq_1q_2$ where $v \in V(C)$, $p \in P$, $q_1, q_2 \in Q$</td>
</tr>
<tr>
<td>(2)</td>
<td>$p_1vp_2q$ where $p_1 \in P$, $v \in V(C)$, $p_2 \in P$, $q \in Q$</td>
</tr>
<tr>
<td>(3)</td>
<td>$p_1v_2p_2r$ where $p_1 \in P$, $v_2 \in V_2$, $p_2 \in P$, $r \in R$</td>
</tr>
<tr>
<td>(4)</td>
<td>$v_2pr_1r_2$ where $v_2 \in V_2$, $p \in P$, $r_1, r_2 \in R$</td>
</tr>
<tr>
<td>(5)</td>
<td>$rv_1pq$ where $r \in R$, $v_1 \in V_1$, $p \in P$, $q \in Q$</td>
</tr>
<tr>
<td>(6)</td>
<td>$rv_1p_2v_2$ where $r \in R$, $v_1 \in V_1$, $p \in P$, $p_2 \in V_2$</td>
</tr>
<tr>
<td>(7)</td>
<td>$v_1v_2v'_2$ where $r \in R$, $v_1 \in V_1$, $v_2, v'_2 \in V_2$</td>
</tr>
<tr>
<td>(8)</td>
<td>$v_1v_2v'_2$ where $r \in R$, $v_1, v'_2 \in V_1$, $v_2 \in V_2$</td>
</tr>
</tbody>
</table>

Raschle and Simon proved that neither a $P_3$ $abc$ with $a \in V_1$ and $b, c \in V_2$ nor a $P_3$ $abc$ with $a, b \in V_1$ and $c \in V_2$ exists ([11], Lemma 3.4), which implies that:

\(^2\) For a set $A$ of vertices, we say that a vertex $v$ is $A$-universal if $v$ is adjacent to every element of $A$; a vertex $v$ is $A$-null if $v$ is adjacent to no element of $A$. 
Lemma 5. Let \( C \) be a non-trivial \( P_4 \)-component of a graph \( G = (V, E) \). Then, no \( P_4 \)-s of type (7) or (8) with respect to \( C \) exist.

Additionally, Raschle and Simon proved the following interesting result regarding the \( P_4 \)-components.

Lemma 6. ([11], Theorem 3.6) Two different \( P_4 \)-components have different vertex sets.

Moreover, we can show the following [9]:

Lemma 7. Let \( A \) and \( B \) be two non-trivial \( P_4 \)-components of the graph \( G \). If the component \( A \) contains an edge \( e \) both endpoints of which belong to the vertex set \( V(\mathcal{B}) \) of \( B \), then \( V(A) \subseteq V(\mathcal{B}) \).

Let us consider a non-trivial \( P_4 \)-component \( C \) of the graph \( G \) such that \( V(C) \subset V \), and let \( S_C \) be the set of non-trivial \( P_4 \)-components of \( G \) which have a vertex in \( V(C) \) and a vertex in \( V - V(C) \). Then, each component in \( S_C \) contains a \( P_4 \) of type (1)-(8), and thus, by taking Lemma 5 into account, we can partition the elements of \( S_C \) into two sets as follows:

- \( P_4 \)-components of type \( A \): the \( P_4 \) components, each of which contains at least one \( P_4 \) of type (1)-(5) with respect to \( C \);
- \( P_4 \)-components of type \( B \): the \( P_4 \)-components which contain only \( P_4 \)-s of type (6) with respect to \( C \).

The following lemmata establish properties of \( P_4 \)-components of type \( A \) and of type \( B \) (the proofs are omitted due to lack of space but can be found in [9]).

Lemma 8. Let \( C \) be a non-trivial \( P_4 \)-component of a \( P_4 \)-comparability graph \( G = (V, E) \) and suppose that the vertices in \( V - V(C) \) have been partitioned into sets \( R \), \( P \), and \( Q \) as described earlier in this section. Then, if there exists an edge \( xu \) (where \( x \in R \cup P \) and \( u \in V(C) \)) that belongs to a \( P_4 \)-component \( A \) of type \( A \), then all the edges, which connect the vertex \( x \) to a vertex in \( V(C) \), belong to \( A \). Moreover, these edges are all oriented towards \( x \) or they are all oriented away from \( x \).

Lemma 9. Let \( B \) and \( C \) be two non-trivial \( P_4 \)-components of the graph \( G \) such that \( B \) is of type \( B \) with respect to \( C \). Then,

(i) every edge of \( B \) has exactly one endpoint in \( V(C) \);
(ii) if an edge of \( B \) is oriented towards its endpoint that belongs to \( V(C) \), then so do all the edges of \( B \);
(iii) the edges of \( B \) incident upon the same vertex \( v \) are all oriented either towards \( v \) or away from it.

Lemma 10. Let \( B \) and \( C \) be two non-trivial \( P_4 \)-components of the graph \( G \) such that \( |V(B)| \geq |V(C)| \) and let \( \beta = \sum_{v \in V(C)} d_B(v) \), where \( d_B(v) \) denotes the number of edges of \( B \) which are incident upon \( v \). Then, \( B \) is of type \( B \) with respect to \( C \) if and only if \( \beta = |E(B)| \).
Fig. 2. Graphs that have $P_4$-components with cyclic $P_4$-transitive orientation

Lemma 11. Let $A$, $B$, and $C$ be three distinct separable $P_4$-components such that $A$ is of type $B$ with respect to $B$, $B$ is of type $B$ with respect to $C$, and $|V(A)| \geq |V(C)|$. Then, if there exists a vertex which is a midpoint of all three components $A$, $B$, and $C$, the $P_4$-component $A$ is of type $B$ with respect to $C$.

We close this section by showing that the assignment of compatible directions in all the $P_4$s of a $P_4$-component does not imply that the component is necessarily acyclic. Let $k$ be an integer at least equal to 3, and let $X_k = \{x_i \mid 0 \leq i < k\}$, $Y_k = \{y_i \mid 0 \leq i < k\}$, and $Z_k = \{z_i \mid 0 \leq i < k\}$ be three sets of distinct vertices. We consider the graph $G_k = (V_k, E_k)$ where

$$V_k = X_k \cup Y_k \cup Z_k$$

and

$$E_k = V_k \times V_k - \left( \{x_iy_{i+1} \mid 0 \leq i < k\} \cup \{x_iy_i \mid 0 \leq i < k\} \cup \{y_iz_i \mid 0 \leq i < k\} \right).$$

(The addition in the subscripts is assumed to be done mod $k$.) Figures 2(a) and 2(b) depict $G_3$ and $G_4$ respectively. The graph $G_k$ has the following properties:

- the only $P_4$s of $G_k$ are the paths $x_iy_iy_{i+1}z_i$, $y_{i+1}z_ix_{i+1}z_i$, and $y_{i+1}z_ix_{i+1}z_i$ for $0 < i < k$;
- $G_k$ has a single non-trivial $P_4$-component;
- the directed edges $y_iy_{i+1}$ ($0 \leq i < k$) form a directed cycle of length $k$ in the non-trivial $P_4$-component of $G_k$;
- no directed cycle of length less than $k$ exists in the non-trivial $P_4$-component of $G_k$.

3 Recognition of $P_4$-Comparability Graphs

The main idea of the algorithm is to build the $P_4$-components of the given graph $G$ by considering all the $P_4$s of $G$; this is achieved by unioning in a single $P_4$-component the $P_4$-components of the edges of each such path, while it is
made sure that the edges are compatibly oriented. It is important to note that
the orientation of two edges in the same $P_k$-component is not free to change
relative to each other; either the orientation of all the edges in the component
stays the same or it is inverted for all the edges. If no compatible orientation
can be found or if the resulting $P_k$-components contain directed cycles, then
the graph is not a $P_k$-comparability graph. The $P_k$s are produced by means of
BFS-traversals of the graph $G$ starting from each of $G$’s vertices.

The algorithm is described in more detail below. Initially, each edge of $G$
belongs to a $P_k$-component by itself.

Recognition Algorithm.

1. For each vertex $v$ of the graph, we construct the BFS-tree $T_v$ rooted at $v$ and
we update the level $level(x)$\(^3\) and the parent $p_x$ of each vertex $x$ in $T_v$; before
the construction of each of the BFS-trees, $level(x) = -1$ for each vertex $x$
of the graph. Then, we process the edges of the graph as follows:
(i) for each edge $e = uw$ where $level(u) = 1$ and $level(w) = 2$, we check
whether there exist edges from $w$ to a vertex in the 3rd level of $T_u$. If
not, then we do nothing. Otherwise, we orient the edges $vu$, $uw$, $vp_w$, and
$p_wu$ in a compatible fashion; for example, we orient $vu$ and $vp_w$ away from $v$, and $uw$ and $p_wu$ away from $w$ (note that if $u = p_w$, we end up processing the edges $vu$ and $uw$ only). If any two of these edges belong
to the same $P_k$-component and have incompatible orientations, then we
conclude that the graph $G$ is not a $P_k$-comparability graph. If any two of
these edges belong to different $P_k$-components, then we union these
components into a single component; if the edges do not have compatible
orientations, then we invert (during the unioning) the orientation of all the
edges of one of the unioned $P_k$-components.
(ii) for each edge $e = uw$ where $level(u) = i$ and $level(w) = i + 1$ for
$i \geq 2$, we consider the edges $p_uu$ and $uw$. As in the previous case, if
the two edges belong to the same $P_k$-component and they are not both
oriented towards $u$ or away from $u$, then there is no compatible orienta-
tion assignment and the graph is not a $P_k$-comparability graph. If the
two edges belong to different $P_k$-components, we union the correspond-
ing $P_k$-components in a single component, while making sure that the
edges are oriented in a compatible fashion.
(iii) for each edge $e = uw$ where $level(u) = level(w) = 2$, we go through
all the vertices of the 1st level of $T_u$. For each such vertex $x$, we check
whether $x$ is adjacent to $u$ or $w$. If $x$ is adjacent to $u$ but not to $w$, then the
edges $vx$, $xu$, and $uw$ form a $P_3$; we therefore union the corresponding $P_3$-
components while orienting their edges compatibly. We work similarly
for the case where $x$ is adjacent to $w$ but not to $u$, since the edges $vx$, $xw$, and $wu$ form a $P_3$.

2. After all the vertices have been processed, we check whether the resulting
non-trivial $P_k$-components contain directed cycles. This is done by applying
topological sorting independently in each of the $P_k$-components; if the

\(^3\) The level of the root of a tree is equal to 0.
topological sorting succeeds then the corresponding component is acyclic, otherwise there is a directed cycle. If any of the $P_4$-components contains a cycle, then the graph is not a $P_4$-comparability graph.

For each $P_4$-component, we maintain a linked list of the records of the edges in the component, and the total number of these edges. Each edge record contains a pointer to the header record of the component to which the edge belongs; in this way, we can determine in constant time the component to which an edge belongs and the component’s size. Unioning two $P_4$-components is done by updating the edge records of the smallest component and by linking them to the edge list of the largest one, which implies that the union operation takes time linear in the size of the smallest component. As mentioned above, in the process of unioning, we may have to invert the orientation in the edge records that we link, if the current orientations are not compatible.

The correctness of the algorithm follows from the fact that all the $P_4$s of the given graph are taken into account (see [9], Lemma 3.1), from the correct orientation assignment on the edges of these paths, and from Lemma 2 in conjunction with Step 2 of the algorithm.

**Time and Space Complexity.** Computing the BFS-tree $T_v$ of the vertex $v$ of $G$ takes $O(1+m(v)) = O(1+m)$ time, where $m(v)$ is the number of edges in the connected component of $G$ to which $v$ belongs. Processing the tree $T_v$ includes processing the edges and checking for compatible orientation, and unioning $P_4$-components. If we ignore $P_4$-component unioning, then, each of the Steps 1(i) and 1(ii) takes constant time per processed edge; the parent of a vertex in the tree can be determined in constant time with the use of an auxiliary array, and the $P_4$-component of an edge is determined in constant time by means of the pointer to the component head record (these pointers are updated during unioning). The Step 1(iii) of the algorithm takes time $O(\deg(v))$ for each edge in the 2nd level of the tree, where by $\deg(v)$ we denote the degree of the vertex $v$; this implies a total of $O(m\deg(v))$ time for the Step 1(iii) for the tree $T_v$. Now, the time required for all the $P_4$-component union operations during the processing of all the BFS-trees is $O(m \log m)$; there cannot be more than $m - 1$ such operations (we start with $m$ $P_4$-components and we may end up with only one), and each one of them takes time linear in the size of the smallest of the two components that are unioned. Finally, checking whether a non-trivial $P_4$-component is acyclic takes $O(1 + m_t)$, where $m_t$ is the number of edges of the component. Thus, the total time taken by Step 2 is $O\left(\sum (1 + m_t)\right) = O(m)$, since there are at most $m$ $P_4$-components and $\sum m_t = m$. Thus, the overall time complexity is $O\left(\sum (1 + m + m \deg(v)) + m \log m + m\right) = O(n + m^2)$, since $\sum \deg(v) = 2m$.

The space complexity is linear in the size of the graph $G$: the information stored in order to help processing each BFS-tree is constant per vertex, and the handling of the $P_4$-components requires one record per edge and one record per component. Thus, the space required is $O(n + m)$.

**Theorem 1.** It can be decided whether a simple graph on $n$ vertices and $m$ edges is a $P_4$-comparability graph in $O(n + m^2)$ time and $O(n + m)$ space.
Remark. It must be noted that there are simpler ways of producing the $P_3$s of a graph in $O(n + m^2)$ time. However, such approaches require $\Theta(n^2)$ space. For example, Raschle and Simon note that a $P_3$ is uniquely determined by its wings [11]; this implies that the $P_3$s can be determined by considering all $\Theta(m^2)$ pairs of edges and by checking if the edges in each such pair are the wings of a $P_3$. In order not to exceed the $O(m^2)$ time complexity, the information on whether two vertices are adjacent should be available in constant time, something that necessitates a $\Theta(n^2)$-space adjacency matrix.

4 Acyclic $P_3$-Transitive Orientation

Although each of the $P_3$-components of the given graph $G$ which is produced by the recognition algorithm is acyclic, directed cycles may arise when all the $P_3$-components are placed together; obviously, these cycles will include edges from more than one $P_3$-component. Appropriate inversion of the orientation of some of the components will yield the desired acyclic $P_3$-transitive orientation.

Our algorithm to compute the acyclic $P_3$-transitive orientation of a $P_3$-comparability graph relies on the processing of the $P_3$-components of the given graph $G$ and focuses on edges incident upon the vertices of the non-trivial $P_3$-component which is currently being processed. It assigns orientations in a greedy fashion, and avoids both the contraction step and the recursive call of the orientation algorithms of Hoang and Reed [6], and Raschle and Simon [11]. More specifically, the algorithm works as follows:

Orientation Algorithm.

1. We apply the recognition algorithm of the previous section on the given graph $G$, which produces the $P_3$-components of $G$ and an acyclic $P_3$-transitive orientation of each component.

2. We sort the non-trivial $P_3$-components of $G$ by increasing number of vertices; let $\mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_h$ be the resulting ordered sequence. We associate with each $\mathcal{C}_i$ a mark and a counter field which are initialized to 0.

3. For each $P_3$-component $\mathcal{C}_i$ ($1 \leq i < h$) in order, we do:
   By going through the vertices in $V(\mathcal{C}_i)$, we collect the edges which are incident upon a vertex in $V(\mathcal{C}_i)$ and belong to a $P_3$-component $\mathcal{C}_j$ where $j > i$. Then, for each such edge $e$, we increment the counter field associated with the $P_3$-component to which $e$ belongs. Next, we go through the collected edges once more. This time, for such an edge $e$, we check whether the $P_3$-component to which $e$ belongs has its mark field equal to 0 and its counter field equal to the total number of edges of the component; if yes, then we set the mark field of the component to 1, and, in case $e$ is not oriented towards its endpoint in $V(\mathcal{C}_i)$, we flip the component’s orientation (by updating a corresponding boolean variable). After that, we set the counter field of the component to which $e$ belongs to 0; in this way, the counter fields of all the non-trivial $P_3$-components are equal to 0 every time a $P_3$-component starts getting processed in Step 3.
4. We orient the edges which belong to the trivial $P_4$-components: this can be easily done by topologically sorting the vertices of $G$ using only the oriented edges of the non-trivial components, and orienting the remaining edges in accordance with the topological order of their incident vertices.

Note that in Step 3 we process all the non-trivial $P_4$-components of the given graph $G$ except for the largest one. This implies that the vertex set $V(C_i)$ of each $P_4$-component $C_i$ ($1 \leq i < h$) that we process is a proper subset of the vertex set $V$ of $G$; if $V(C_i) = V$, then $V(C_h) = V$ as well, which implies that $C_i = C_h$ (Lemma 6), a contradiction. Thus, the discussion in Section 2 regarding the $P_4$-components of type A and type B applies to each such $C_i$. Moreover, according to Lemma 10, the $P_4$-components whose mark field is set to 1 in Step 3 are components which are of type B with respect to the currently processed component $C_i$. Each edge of these components has exactly one endpoint in $V(C_i)$ (see Lemma 9, statement (i)), so that it is valid to try to orient such an edge towards that endpoint. Furthermore, Lemma 9 (statement (ii)) implies that if such an edge gets oriented towards its endpoint which belongs to $V(C_i)$, then so do all the edges of the same $P_4$-component. In the case that the set $R$ in the partition of the vertices in $V - V(C_i)$ (as described in Section 2) is empty, there are no $P_4$-components of type B with respect to $C_i$. While processing $C_i$, our algorithm updates the counter fields of the components that contain an edge incident upon a vertex in $V(C_i)$, finds that none of these components ends up having its counter field equal to the number of its edges, and thus does nothing further.

The orientation algorithm does not compute the sets $R$, $P$, and $Q$ with respect to the currently processed $P_4$-component $C_i$. These sets can be computed in $O(n)$ time for each $C_i$, as follows. We use an array with one entry per vertex of the graph $G$; we initialize the array entries corresponding to vertices in $V(C_i)$ to 0 and all the remaining ones to -1. Let $v_1$ and $v_2$ be an arbitrary midpoint and an arbitrary endpoint of a $P_4$ in $C_i$. We go through the vertices adjacent to $v_1$ and if the vertex does not belong to $V(C_i)$, we set the corresponding entry to 1. Next, we go through the vertices adjacent to $v_2$; this time, if the vertex does not belong to $V(C_i)$, we increment the corresponding entry. Then, the vertices in $C_i$, $R$, and $Q$ are the vertices whose corresponding array entries are equal to 0, 1, and -1 respectively, while the remaining vertices belong to $P$ and their corresponding entries are larger than 1; recall that every vertex in $V - V(C_i)$ which is adjacent to an endpoint of a $P_4$ of $C_i$ is also adjacent to any midpoint.

**Correctness of the Algorithm.** The acyclicity of the directed graph produced by our orientation algorithm relies on the following two lemmata (proofs can be found in [9]).

**Lemma 12.** Let $C_1, C_2, \ldots, C_h$ be the sequence of the non-trivial $P_4$-components of the given graph $G$ ordered by increasing vertex number. Consider the set $S_i = \{C_j \mid j < i \text{ and } C_j \text{ is of type B with respect to } C_i \}$ and suppose that $S_i \neq \emptyset$. If $i = \min\{j \mid C_j \in S_i\}$, then our algorithm orients the edges of the component $C_i$ towards their endpoint which belongs to $V(C_i)$. 
Lemma 13. Let $C_1, C_2, \ldots, C_h$ be the non-trivial $P_4$-components of a graph $G$ ordered by increasing vertex number and suppose that each component has received an acyclic $P_4$-transitive orientation. Consider the set $S_i = \{ C_j \mid j < i \text{ and } C_i \text{ is of type } B \text{ with respect to } C_j \}$. If the edges of each $P_4$-component $C_i$ such that $S_i \neq \emptyset$ get oriented towards their endpoint which belongs to $V(C_j)$, where $i = \min \{j \mid C_j \in S_i\}$, then the resulting directed subgraph of $G$ spanned by the edges of the $C_i$s $(1 \leq i \leq h)$ does not contain a directed cycle.

Theorem 2. When applied to a $P_4$-comparability graph, our orientation algorithm produces an acyclic $P_4$-transitive orientation.

Proof: The application of the recognition algorithm in Step 1 of the orientation algorithm and the fact that thereafter the inversion of the orientation of an edge causes the inversion of the orientation of all the edges in the same $P_4$-component imply that the resulting orientation is $P_4$-transitive. The proof of the theorem will be complete if we show that it is also acyclic. Since the edges of the trivial $P_4$-components do not introduce cycles given that they are oriented according to a topological sorting of the vertices of the graph, it suffices to show that the directed subgraph of $G$ spanned by the edges of the non-trivial $P_4$-components of $G$, which results after the last execution of Step 3, is acyclic. This follows directly from Lemmata 12 and 13. \qed

Time and Space Complexity. As described in the previous section, Step 1 of the algorithm can be completed in $O(n + m^2)$ time. Step 2 takes $O(m \log m)$ time, since there are $O(m)$ non-trivial $P_4$-components. Since the degree of a vertex of the graph does not exceed $n - 1$, the total number of edges processed while processing the $P_4$-component $C_i$ in Step 3 is $O(n |V(C_i)|)$, where $|V(C_i)|$ is the cardinality of the vertex set of $C_i$. This upper bound is $O(n (|E(C_i)| + 1)) = O(n |E(C_i)|)$, because the component $C_i$ is connected (Lemma 1, statement (ii)) and hence $|V(C_i)| \leq |E(C_i)| + 1$. The time to process each such edge is $O(1)$, thus implying a total of $O(n |E(C_i)|)$ time for the execution of Step 3 for the component $C_i$; since an edge of the graph belongs to one $P_4$-component and a component is processed only once, the overall time for all the executions of Step 3 is $O(nm)$. Finally, Step 4 takes $O(n + m)$ time.

Summarizing, the time complexity of the orientation algorithm is $O(n + m^2)$.

It is interesting to note that the time complexity is dominated by the time to execute Step 1; the remaining steps take a total of $O(nm)$ time. Therefore, an $o(n + m^2)$-time algorithm to recognize a $P_4$-comparability graph and to compute its $P_4$-components will imply an $o(n + m^2)$-time algorithm for the acyclic $P_4$-transitive orientation of a $P_4$-comparability graph. The space complexity is linear in the size of the given graph $G$.

From the above discussion, we obtain the following theorem.

Theorem 3. Let $G$ be a $P_4$-comparability graph on $n$ vertices and $m$ edges. Then, an acyclic $P_4$-transitive orientation of $G$ can be computed in $O(n + m^2)$ time and $O(n + m)$ space.
5 Concluding Remarks

In this paper, we presented an $O(n + m^2)$-time and linear space algorithm to recognize whether a graph of $n$ vertices and $m$ edges is a $P_4$-comparability graph. We also described an algorithm to compute an acyclic $P_4$-transitive orientation of a $P_4$-comparability graph which runs in $O(n + m^2)$ time and linear space as well. Both algorithms exhibit the currently best time and space complexities to the best of our knowledge, are simple enough to be easily used in practice, are non-recursive, and admit efficient parallelization.

The obvious open question is whether the $P_4$-comparability graphs can be recognized and oriented in $o(n + m^2)$ time. Note that a better time complexity for the recognition problem — assuming that the recognition process determines the $P_4$-components as well — will imply a better time complexity for our orientation algorithm.
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Abstract. The minimum $k$-terminal cut problem is of considerable theoretical interest and arises in several applied areas such as parallel and distributed computing, VLSI circuit design, and networking. In this paper, we present two new approximation and exact algorithms for this problem on an $n$-vertex undirected weighted planar graph $G$. For the case when the $k$ terminals are covered by the boundaries of $m > 1$ faces of $G$, we give a time algorithm with a $(2 - \frac{1}{2})$-approximation ratio (clearly, $m \leq k$). For the case when all $k$ terminals are covered by the boundary of one face of $G$, we give an $O(nk^3 + (n \log n)k^2)$ time exact algorithm, or a linear time exact algorithm if $k = 3$, for computing an optimal $k$-terminal cut. Our algorithms are based on interesting observations and improve the previous algorithms when they are applied to planar graphs.

1 Introduction

Given an $n$-vertex undirected graph $G = (V,E)$ with non-negative edge weights and a $k$-vertex subset $T \subset V$ (called the terminals), the minimum $k$-terminal cut problem seeks to identify an edge set $C \subset E$ such that there is no path connecting any two distinct terminals of $T$ in the graph $G'' = (V,E-C)$ and the total weight of edges in $G$ is minimized. This problem is a natural generalization of the well-known undirected $s$-$t$ cut problem, which has been extensively studied since Ford and Fulkerson’s work [11]. The minimum $k$-terminal cut problem arises in various applied areas, such as parallel and distributed computing, VLSI circuit design, and networking [10].

Dahlhaus et al. [9] pioneered the $k$-terminal cut study. They proved [9,10] that, for any fixed $k \geq 3$, the minimum $k$-terminal cut problem is MAX SNP-hard even if all edge weights are 1, and gave a simple combinatorial isolation heuristic to achieve an approximation ratio of $(2 - \frac{1}{k})$. Călinescu and Karloff [6] used a novel geometric relaxation of $k$-terminal cuts to obtain a $(1.5 - \frac{1}{k})$-approximation algorithm. This relaxation uses the $k$-simplex $\mathcal{S} = \{x \in \mathbb{R}^k :$
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$x \geq 0, \sum_{i=1}^{k} x_i = 1$, and maps the nodes of the graph to points in $\mathbb{S}$ such that terminal $i$ is mapped to the $i$-th vertex of $\mathbb{S}$ and each edge is mapped to the straight line connecting its endpoints in $\mathbb{S}$. Based on this embedding, Călinescu and Karloff gave a new linear programming relaxation for $k$-terminal cuts. Karger et al. [18] further explored the geometric relaxation in [6] to obtain an (analytic) bound of $1.3438 - \epsilon_k$, which is less than $(1.5 - \frac{1}{k})$ for all $k$; they also gave an optimal rounding algorithm for $k = 3$ with a $\frac{1}{k}$-approximation ratio. Chopra and Rao [7] and Cunningham [8] developed a polyhedral approach for the minimum $k$-terminal cut problem. Bertsimas, Teo, and Vohra [4] proposed a nonlinear formulation of the $k$-terminal cut and related problems, and gave a simple randomized rounding argument yielding the same approximation bounds as [10].

The minimum $k$-terminal cut problem on planar graphs also attracts much attention due to its considerable practical significance, especially in VLSI circuit partitioning. Dahlhaus et al. [10] proved that, if $k$ is not fixed, the minimum $k$-terminal cut problem on planar graphs is NP-hard even if all edge weights are 1; for any fixed $k \geq 3$, they also gave an exact algorithm for the problem, in $O((4k)^{k} n^{2k-1} \log n)$ time. Hartvigsen [16] established a close connection between the planar $k$-terminal cut problem and the well-known Gomory-Hu cut collections, and developed an $O(k^4 n^{2k-4} \log n)$ time exact algorithm; he also established a connection between the planar $k$-terminal cut and a particular matroid, resulting in another polynomial time algorithm for fixed $k$. For trees and 2-trees, there are linear time exact algorithms [7]. For dense unweighted graphs, there is a polynomial time approximation scheme [2,13].

In this paper, we consider the minimum $k$-terminal cut problem on an $n$-vertex planar graph $G = (V,E)$ with the terminals being covered by $m$ faces of $G$. Our main results are as follows.

- For the case when the $k$ terminals are covered by the boundaries of $m > 1$ faces of $G$ (clearly, $m \leq k$), we present a $\min\{O(n^2 \log n \log m), O(m^2 n^{1.5} \log^2 n + kn)\}$ time algorithm that achieves a $(2 - \frac{1}{k})$-approximation ratio based on a non-trivial divide-and-conquer strategy.

- For the case when all terminals are covered by one face of $G$, we explore the connection between the $k$-terminal cut and the minimum Steiner tree [14] to obtain an $O(nk^3 + (n \log n)k^2)$ time exact algorithm for computing an optimal $k$-terminal cut for any $k$. Further, we give a linear time exact algorithm to construct an optimal 3-terminal cut for this case.

To our best knowledge, no previously known approximation algorithm for minimum $k$-terminal cuts explores the planarity properties in the way we do. For example, unlike [10] (in which a minimum weight isolating cut is built for each terminal based on a minimum $s$-$t$ cut), we efficiently construct a minimum weight island cut (to be defined in Section 3) only for each of the $m$ faces involved, in a divide-and-conquer fashion. These island cuts enable us to use shortest paths (instead of minimum $s$-$t$ cuts) to compute optimal isolating cuts for most terminals. Comparing with the $O(kn^2 \log n)$ time $(2 - \frac{1}{k})$-approximation algorithms
in [10] (when they are applied to planar graphs), our approximation algorithm runs faster by at least an $O\left(\frac{1}{\ln m} \right)$ factor; in particular, when $m = O\left(\frac{1}{\ln n} \right)$, our algorithm gives at least an $O(k)$ time improvement over [10]. Note that Călinescu and Karloff [6] and Karger et al. [18] have given randomized algorithms for general graphs with better approximation ratios, but these algorithms need to solve linear programming problems with a very large size of variables and constraints, which may restrict their applicability in practice.

Our algorithms actually motivate a study of the minimum face cover problem: Given a planar graph with a set of terminals, find a planar embedding of the graph such that all terminals are covered by as few faces as possible. Bienstock and Monma [5] have shown that this problem is NP-complete. Frederickson [12] presented a 2-approximation algorithm in $O(n)$ time if an embedding of the input planar graph is already given; if the embedding is not given, he gave a linear time 4-approximation algorithm for computing the minimum covering faces for the case when all vertices are terminals [12].

Throughout this paper, we assume that the input planar graphs that we are concerned with are already embedded in a plane without any edge crossing, and our algorithms will be dealing with such given graph embeddings. Also, without loss of generality (WLOG), we assume that the input graphs are connected (otherwise, we simply consider each connected component of the graph separately).

We omit the proofs of the lemmas due to the space limit.

2 Terminals on One Face

Let $G = (V, E)$ be an $n$-vertex undirected planar graph with non-negative edge weights, and $T \subset V$ be the set of $k$ specified terminals for $G$. In this section, we assume that there is an (embedded) face of $G$ such that all $k$ terminals of $T$ are covered by the boundary of that face. WLOG, let this face be the infinite face of $G$, denoted by $P$ (other cases can be easily reduced to this case). Subsection 2.1 deals with the basic case when $G$ is a biconnected graph. Subsection 2.2 handles the more general case when $G$ is not biconnected, by reducing it to the biconnected case. Finally, we give a linear time algorithm for the case of $k = 3$.

2.1 When $G$ Is Biconnected

In this subsection, we consider the basic case when the input planar graph $G$ is biconnected [1]. WLOG, one can view the boundary $BD(P)$ of the infinite face $P$ of $G$ as a simple polygon. Let $I = (t_0, t_1, \ldots, t_{k-1})$ be the ordered sequence of terminals in $T$ that are visited by a counterclockwise traversal of the boundary $BD(P)$ of $P$ starting at $t_0$. We say that each pair $(t_i, t_{i+1})$ of consecutive terminals in $I$ defines an interval $I_i$ on $BD(P)$, where $i = 0, 1, \ldots, k - 1$ and $t_k = t_0$. As illustrated in Figure 1(a), the solid lined figure is the graph $G$, $t_0, t_1, \ldots, t_4$ are the terminals lying on the boundary of the infinite face of $G$. The intervals are $(t_0, t_1), (t_1, t_2), (t_2, t_3), (t_3, t_4)$, and $(t_4, t_0)$.
Fig. 1. (a) An augmented dual graph $G'$ (denoted by dashed lines) of a planar graph $G$ (denoted by solid lines). Bold dashed lines represent a Steiner tree that corresponds to a $k$-terminal cut. (b) and (c) Illustrating the two subcases of non-biconnected planar graphs.

We build an augmented dual graph $G' = (V', E')$ of $G$ as follows. As in the usual dual graph, each finite face $f$ of $G$ is associated with a vertex $v_f$ of $G'$, and each edge $(u, v)$ of $G$ that bounds two finite faces $f$ and $g$ of $G$ (i.e., $P \notin \{f, g\}$) corresponds to an edge $e_{uv} = (v_f, v_g)$ of $G'$, such that edge $e_{uv}$ of $G'$ has the same weight as edge $(u, v)$ of $G$. Also, for each interval $I_i = (t_i, t_{i+1})$, we add a vertex $s_i$ to $G'$, called an augmented vertex, such that $s_i$ is located in the infinite face $P$ of $G$ in the plane of embedding. As traversing from $t_i$ to $t_{i+1}$ along $BD(P)$ counterclockwise, for each encountered edge $e$ on $P$ (bordering $P$ and a finite face $f$ of $G$), an edge $(s_i, v_f)$ is added to $G'$, such that edge $(s_i, v_f)$ of $G'$ has the same weight as edge $e$ of $G$. Note that it is easy to construct $G'$ such that $G'$ is a planar graph also embedded in the same plane as $G$. Figure 1(a) shows the augmented dual graph $G'$ of $G$, which is the dashed line figure. Let $S$ be the set of $k$ augmented vertices $\{s_0, s_1, \ldots, s_{k-1}\}$ in $G'$, which we treat as the terminals of $G'$.

Next, we review the minimum Steiner tree problem [14]. Given a graph $G'' = (V'', E'')$ with non-negative edge weights and a set $S$ of specified vertices in $V''$, a Steiner tree is a connected subgraph $R = (V_r, E_r)$ of $G''$ such that $S \subseteq V_r$ and $|E_r| = |V_r| - 1$. Actually, $R$ is a tree. The problem is to find a Steiner tree $R$ in $G''$ for $S$ such that the sum of edge weights of $R$ is minimized.

Our $k$-terminal cut algorithm for planar graphs with all terminals being covered by one face is based on the following key observations.

**Lemma 1.** Every Steiner tree $R$ of the augmented dual graph $G'$ of $G$ with respect to $S$ corresponds to a $k$-terminal cut $C$ of $G$ for $T$.

We say that a $k$-terminal cut $C$ of $G$ for $T$ is minimal if putting any edge $e \in C$ back to $G$ gives rise to a path in the resulted graph $G'' = (V, E - \{C - \{e\}\})$ that connects two distinct terminals of $T$. Note that there are many different minimal $k$-terminal cuts of $G$ for $T$. 
Lemma 2. Every minimal k-terminal cut $C$ of $G$ for $T$ corresponds to a Steiner tree $R$ of the augmented dual graph $G'$ of $G$ for $S$.

Thus, we have the following result.

Lemma 3. A cut $C$ of a biconnected planar $G$ for $T$ corresponding to a minimum Steiner tree of $G'$ with respect to its terminals in $S$ is a minimum $k$-terminal cut.

2.2 When $G$ Is Not Biconnected

In this subsection, we assume that the input planar graph $G$ is connected but not biconnected. Our solution for this (general) case is a reduction to the basic case in Subsection 2.1 (i.e., the biconnected graph case). Actually, we consider two subcases of this general case: (1) every edge of $G$ is on at least one cycle in $G$ (see Figure 1(b) for an example), and (2) some edges of $G$ are on no cycles in $G$ (see Figure 1(c) for an example). We proceed by first reducing Subcase (1) to the biconnected graph case, and then reducing Subcase (2) to Subcase (1).

Note that in $O(n)$ time, one can identify all biconnected components of $G$ [1] (two distinct edges of $G$ belong to the same biconnected component if and only if there is a cycle in $G$ containing both these edges). It is easy to decide from its biconnected components which subcase holds for $G$. Note that two distinct biconnected components of $G$ can share at most one common vertex (called an articulation point). When we say that we divide $G$ at an articulation point $v$, we separate $G$ into two subgraphs respectively containing the two biconnected components that share $v$, by splitting $v$ into two vertices $v'$ and $v''$, each belonging to one of the two subgraphs. The next two lemmas are useful for Subcase (1).

Lemma 4. Suppose that Subcase (1) holds for $G$. If no articulation points of $G$ are terminals of $T$, then the augmented dual graph $G'$ of $G$ is connected.

Lemma 5. Suppose that Subcase (1) holds for $G$. If an articulation point $v$ of $G$ is a terminal of $T$, then $G$ can be divided into two subgraphs at $v$ and the original $k$-terminal cut problem can be reduced to two independent terminal cut problems, one on each subgraph.

Thus, Subcase (1) can be solved as follows. If Lemma 4 holds for $G$, then the problem on $G$ can be solved simply as in Subsection 2.1. If Lemma 5 holds for $G$, then we divide $G$ at every articulation point that is a terminal of $T$, and apply the result in Subsection 2.1 to each resulting subgraph of $G$.

We now consider Subcase (2). We call every edge of $G$ that is a biconnected component by itself a bridge edge. In Figure 1(c), all edges on the paths from $a$ to $b$, $c$ to $d$, and $u$ to $t$ are bridge edges. We reduce Subcase (2) to Subcase (1) by transforming every bridge edge $(u, v)$ with a weight $w$ in $G$ into a new biconnected component, as follows: Replace the one-edge path between $u$ and $v$ by two two-edge paths, such that each such two-edge path has an edge with weight $w/2$ and another with weight $+\infty$. Thus, we have the following result.
Lemma 6. In $O(n)$ time, the $k$-terminal cut problem on an $n$-vertex non-biconnected planar graph with all terminals lying on the boundary of a certain face can be reduced to a set of instances of the terminal cut problem on a biconnected planar graph.

2.3 The Algorithms

The best known algorithm for computing a minimum Steiner tree in an embedded planar graph is due to Bern [3]. Given an $n$-vertex undirected edge-weighted embedded planar graph and a set of $k$ terminals lying on the boundary of a certain face of the graph, the minimum Steiner tree problem can be solved in $O(nk^3 + (n \log n)k^2)$ time. Clearly, the augmented dual graph is also planar and its size is proportional to that of the original planar graph. Hence we have the following result.

Theorem 1. A minimum $k$-terminal cut in an $n$-vertex planar graph with all $k$ terminals lying on the boundary of a certain face can be computed in $O(nk^3 + (n \log n)k^2)$ time.

Note that the minimum Steiner tree problem on a planar graph with $k = 3$ terminals all lying on the boundary of a certain face of the graph can be solved in linear time by using the single-source shortest path algorithm in [17]. This implies the following result.

Lemma 7. The minimum 3-terminal cut problem on a planar graph can be solved in linear time if all three terminals lie on the boundary of a certain face of the graph.

3 Terminals on $m > 1$ Faces

In this section, we consider the more difficult case of the problem when the terminals are covered by the boundaries of $m > 1$ faces of a planar graph (clearly, $m \leq k$). Given an $n$-vertex undirected planar graph $G = (V,E)$ with non-negative edge weights and a set $T$ of $k$ terminals lying on the boundaries of $m$ faces of $G$, $\mathcal{F} = \{f_1, f_2, \ldots, f_m\}$, we present a $(2 - \frac{2}{k})$-approximation algorithm with a running time of $\min\{O(n^2 \log n \log m), O(m^2 n^{1.5} \log^2 n + kn)\}$. WLOG, we assume that a subset of terminals, $T_i \subseteq T$, is on $BD(f_i)$ for each face $f_i \in \mathcal{F}$ and the $T_i$’s are disjoint from each other.

We define two key concepts, called island cut and isolating cut.

Definition 1. For a face $f_i \in \mathcal{F}$ and the terminals of $T_i \subseteq T$ on $BD(f_i)$, an island cut for $f_i$ is any set of edges of $G$ whose removal disconnects each terminal $t \in T_i$ from all terminals in $T - T_i$.

Definition 2. [10] For a terminal $t_i$, an isolating cut for $t_i$ is any set of edges of $G$ whose removal disconnects $t_i$ from all terminals in $T - \{t_i\}$. 
Some notations are needed. Given a graph $G = (V, E)$ and a vertex subset $V' \subset V$, let $C = (V', V - V')$ denote the cut of $G$ each of whose edges connects a vertex in $V'$ and a vertex in $V - V'$. We call every vertex that is not in $V'$ but is adjacent to an edge in $C$ an extended vertex of $V'$. Let $EV(V')$ denote the set of all extended vertices of $V'$. We define a new graph $G_{ex}(V') = (V_{ex}(V'), E_{ex}(V'))$, called an extended graph of $V'$, where $V_{ex}(V') = V' \cup EV(V')$ and $E_{ex}(V') = E[V'] \cup C$, and $E[V']$ is the edge set of the induced subgraph $G[V']$ of $G$. More specifically, if the cut $C = (V', V - V')$ is a minimum weight island cut for a face $f_i \in \mathcal{F}$ and the set of vertices on $BD(f_i), V(f_i) \subseteq V'$, we call the extended graph $G_{ex}(V')$ an island graph for face $f_i$, simply denoted by $G_i$. Correspondingly, $V_c$ denotes the set of extended vertices.

Note that some of the faces in $\mathcal{F}$ may be adjacent (two faces are said to be adjacent if they share a common vertex; otherwise, they are disjoint). Since our algorithm requires all faces in $\mathcal{F}$ to be disjoint in order to compute the optimal island cut, we need to first transform $G$ into a new planar graph $\hat{G} = (\hat{V}, \hat{E})$ such that the $T_i$'s are on the boundaries of $m$ disjoint faces, as described in Subsection 3.1. In Subsection 3.2, we give our approximation algorithm.

### 3.1 Generating Disjoint Covering Faces

To generate $m$ disjoint faces that together cover all $k$ terminals of $T$, we consider three cases based on the size of $T$. For $|T_i| = 1$ and $t \in T_i$, we put two vertices $a$ and $b$ inside the face $f_i$, and add three edges $(t, a), (t, b)$, and $(a, b)$, each with weight $+\infty$ (see Figure 2(a)). For $|T_i| = 2$, if the two terminals $t_0$ and $t_1$ of $T_i$ are adjacent, we put two vertices $a$ and $b$ inside $f_i$, each connecting to $t_0$ and $t_1$ with two edges of weight $+\infty$ (see Figure 2(b)); if $t_0$ and $t_1$ are not adjacent as in Figure 2(c), we insert one vertex $a$ in $f_i$ and three edges $(t_0, t_1), (a, t_0)$, and $(a, t_1)$, each with weight $+\infty$. For $k = |T_i| \geq 3$, let $I(T_i) = (t_0, t_1, \ldots, t_{k-1})$ be the ordered sequence of terminals in $T_i$ that are visited by a counterclockwise traversal of $BD(f_i)$ starting at $t_0$. For each pair $(t_j, t_{j+1})$ of consecutive terminals in $I(T_i)$, if $t_j$ and $t_{j+1}$ are adjacent, we put a vertex $a_j$ in the face $f_i$, and connect $a_j$ to $t_j$ and $t_{j+1}$ each with an edge of weight $+\infty$; otherwise, we connect $t_j$ and $t_{j+1}$ with an edge of weight $+\infty$. Figure 2(d) illustrates this case. For each face $f_i \in \mathcal{F}$ with its terminal set $T_i$, we perform the operation described above, and generate a new face $f'_i$ for each $T_i$. Denote the resulted graph by $\hat{G} = (\hat{V}, \hat{E})$. Lemma 8 characterizes some useful properties of the graph $\hat{G}$.

**Lemma 8.** (1) $\hat{G} = (\hat{V}, \hat{E})$ is a planar graph and $|\hat{V}| = O(n)$. (2) Each $T_i$ is on $BD(f'_i)$. (3) The faces in $\mathcal{F}' = \{f'_1, f'_2, \ldots, f'_m\}$ are disjoint from each other and together cover all terminals of $T$. (4) Any optimal cut that separates the terminals on the boundary of each face $f'_i \in \mathcal{F}'$ from all remaining terminals does not cut the boundary of any face in $\mathcal{F}'$. (5) An optimal island cut for $f'_i$ in $\hat{G}$ is also an optimal island cut for $f_i$ in $G$. 
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Fig. 2. Making the covering faces disjoint: The dots are terminals, star points represent added vertices, and dashed lines are for added edges. (a) \( |T| = 1 \); (b) \( |T| = 2 \) and the two terminals are adjacent; (c) \( |T| = 2 \) but the two terminals are not adjacent; (d) \( |T| \geq 3 \)

### 3.2 Our Algorithm

We now give a \((2 - \frac{2}{n})\)-approximation algorithm with a \(\min\{O(n^2 \log n \log m), O(m^2 n^{1.5} \log^2 n + kn)\}\) running time. Note that the isolating cuts for the \(k\) terminals of \(T\) together induce a \(k\)-terminal cut for \(G\). Thus, as in [10], our goal is to seek a minimum weight isolating cut for each terminal \(t_i \in T\). However, unlike [10], when dealing with this problem on planar graphs, we do not need to apply a minimum \(s\)-\(t\) cut algorithm individually and independently to each terminal to obtain an optimal isolating cut. Instead, we use optimal island cuts and shortest paths in planar graphs to obtain optimal isolating cuts for most terminals on the boundary of each face \(f_i \in F\), and use minimum \(s\)-\(t\) cuts to obtain optimal isolating cuts for the remaining terminals. Hence, our algorithm consists of three key steps: (1) compute an optimal island cut and an island graph \(\bar{G}\) for each face \(f_i \in F\); (2) use shortest paths in each island graph \(\bar{G}\) to obtain optimal isolating cuts for most terminals in \(T\); (i.e., lying on \(RD(f_i)\)); (3) use optimal \(s\)-\(t\) cuts to compute optimal isolating cuts for the remaining terminals of \(T\).

**Step (1): Computing optimal island cuts and island graphs**

We first transform \(G\) into another planar graph \(\bar{G}\) as in Subsection 3.1, and then compute optimal island cuts on \(\bar{G}\). Note that the sought optimal island cuts can be computed by using a minimum \(s\)-\(t\) cut algorithm for each (disjoint) face \(f_i \in F\) in \(\bar{G}\), but that will give a less efficient \(O(mn^2 \log n)\) time algorithm. We are able to do better based on the following ideas. We first use a divide-and-conquer procedure to decompose \(\bar{G}\) into \(m\) subgraphs \(\bar{G}_1, \bar{G}_2, \ldots, \bar{G}_m\), each containing exactly one face \(f_i \in F\). We then apply a minimum \(s\)-\(t\) cut algorithm on each subgraph \(\bar{G}_i\) to obtain an optimal island cut and an island graph for \(f_i\). As shown by our analysis, this approach leads to an \(O(n^2 \log n \log m)\) time algorithm.

Our divide-and-conquer procedure decomposes \(\bar{G}\) into \(m\) subgraphs \(\bar{G}_i, i = 1,2,\ldots,m\), as follows. First, divide \(F\) into two equal-size subsets \(F'_1 = \{f'_1, f'_2, \ldots, f'_m\}\) and \(F'_2 = \{f'_1, f'_2, \ldots, f'_m\}\). Introduce two dummy vertices \(s'_0\) and \(s'_1\), connect \(s'_0\) (resp., \(s'_1\)) to every terminal on the boundary of each face \(f_u \in F'_1\) (resp., \(f_v \in F'_2\)) by an edge of weight \(+\infty\), and compute a minimum \(s'_0\)-\(s'_1\) cut \(\bar{G}_1\) in the resulted graph. The cut \(\bar{G}_1\) induces a partition of the vertex...
set $\tilde{V}$ of $\tilde{G}$ into $X_1$ and $X_2$ ($X_1 \cup X_2 = \tilde{V}$). The induced subgraph of $X_1$ (resp., $X_2$) is denoted by $\tilde{G}[X_1]$ (resp., $\tilde{G}[X_2]$). Based on Lemma 8, each $f'_i \in \mathcal{F}'$ is entirely in either $\tilde{G}[X_1]$ or $\tilde{G}[X_2]$. Next, recursively partition each of $\tilde{G}[X_1]$ and $\tilde{G}[X_2]$, until every induced subgraph contains exactly one face $f \in \mathcal{F}'$. In this way, we obtain a partition of $\tilde{V}$ into $\tilde{V}_1, \tilde{V}_2, \ldots, \tilde{V}_m$. Each induced subgraph $\tilde{G}[\tilde{V}_i]$ contains exactly one face $f'_i \in \mathcal{F}'$. Recall that $\tilde{G}_{ex}(\tilde{V}_i)$ denotes the extended graph of $\tilde{V}_i$, the edge set of $\tilde{G}_{ex}(\tilde{V}_i)$ is denoted by $\tilde{E}_{ex}(\tilde{V}_i)$, and $\tilde{E}_{ex}(\tilde{V}_i)$ denotes the set of extended vertices of $\tilde{V}_i$. Figure 3(a) shows an embedded planar graph with 7 terminals (denoted by dots) on the boundaries of three faces $f_1, f_2,$ and $f_3$, and illustrates the construction of disjoint covering faces (denoted by heavy dark lines) and the partitioning of $\tilde{G}$.

Based on Lemma 8, the size of $\tilde{G}$ is $O(n)$. Each edge in a cut $(\tilde{V}_i, \tilde{V} - \tilde{V}_i)$ can appear in the extended graphs $\tilde{G}_{ex}(\tilde{V}_i), i = 1, 2, \ldots, m,$ at most twice. Hence, the next lemma follows.

**Lemma 9.** The total size of the $m$ extended graphs $\tilde{G}_{ex}(\tilde{V}_1), \tilde{G}_{ex}(\tilde{V}_2), \ldots, \tilde{G}_{ex}(\tilde{V}_m)$ is $O(n)$.

Next, we compute an optimal island cut $\tilde{L}_i$ in $\tilde{G}$ for each face $f'_i \in \mathcal{F}'$, as follows. For every extended graph $\tilde{G}_{ex}(\tilde{V}_i)$, introduce two dummy vertices $s'_0$ and $s'_1$, connect $s'_0$ to each terminal on $BD(f'_i)$ by an edge of weight $+\infty$, and $s'_1$ to each extended vertex in $\tilde{E}_{ex}(\tilde{V}_i)$ by an edge of weight $+\infty$, and compute a minimum $s'_0s'_1$ cut in the resulted graph. (Note that the resulted graph is planar.) Lemma 10 shows that $\tilde{L}_i$ thus obtained is an optimal island cut in $\tilde{G}$ for the face $f'_i$.

**Lemma 10.** Our algorithm produces an optimal island cut in $\tilde{G}$ for each $f'_i$ in $\mathcal{F}'$.

So far, we obtain an optimal island cut $\tilde{L}_i$ for each $f'_i \in \mathcal{F}'$ in $\tilde{G}$. Denote by $L_i$ the corresponding cut of $\tilde{L}_i$ in $G$ for the face $f_i$. Based on Lemma 8, the following lemma holds.

**Lemma 11.** $L_i$ is an optimal island cut for $f_i \in \mathcal{F}$ in $G$, for every $i = 1, 2, \ldots, m$.

Recall that the island graph $G_i$ is the extended graph of an optimal island cut $L_i$ for face $f_i$ on $G$. Figure 3(c) shows the island graph $G_i$ for face $f_1$, denoted by solid lines, with extended vertices $v_0, v_1, \ldots, v_6$ of $L_1$. The next lemma is about the total size of all island graphs.

**Lemma 12.** The total size of all island graphs $G_1, G_2, \ldots$, and $G_m$ is $O(n)$.

**Step (2): Computing shortest paths**

This step is based on a key observation that optimal isolating cuts for most terminals (except for at most one) on $BD(f_i)$ can be computed as shortest paths in an augmented dual graph of $G_i$ for each face $f_i \in \mathcal{F}$.

When the number of terminals, $|T_i|$, on $BD(f_i)$ is more than one, we construct an augmented dual graph $G'_i$ corresponding to the island graph $G_i$, as follows.
Fig. 3. (a) Illustrating the construction of disjoint covering faces (with heavy dark lines) and the partitioning of $\tilde{G}$. (b) Illustrating the optimality of the island cuts. (c) The island graph $G_1$ (with solid-line edges) for $f_1$.

Let $F_i$ be the set of faces of $G$ each of which is bounded by at least one edge of $G_i$. As in Section 2, build the augmented dual graph $G'_i$ of $G_i$ with respect to the terminals in $T_i$ based on the faces of $F_i$ (in Figure 4(a), $G'_i$ consists of dashed-line edges). Let $k_i = |T_i|$, $S_i = \{s_0, s_1, \ldots, s_{k_i - 1}\}$ be the set of augmented vertices in $G'_i$, and $I'_i = (s_0, s_1, \ldots, s_{k_i - 1})$ be the sequence of vertices in $S_i$ corresponding to the counterclockwise terminal sequence $(t_0, t_1, \ldots, t_{k_i - 1})$ of $T_i$ on $BD(f_i)$. We compute a shortest path $p_j$ in $G'_i$ connecting every two consecutive vertices $s_j$ and $s_{j+1}$ in $I'_i$, $j = 0, 1, \ldots, k_i - 1$ (with $s_{k_i} = s_0$). Note that the set $C_j$ of edges in $G_i$ corresponding to the path $p_j$ either forms an isolating cut for $t_j \in T_i$ in $G$ (e.g., $t_2$ and the $s_3$-to-$s_0$ path $p_3$ in Figure 4(b)) or it does not (e.g., $t_1$ and the $s_1$-to-$s_2$ path $p_1$ in Figure 4(b)). If it does, we say that $p_j$ defines an isolating cut $C_j$ for $t_j$ in $G$; else, $p_j$ does not define an isolating cut for $t_j$ in $G$.

Fortunately, as Lemma 13 shows, for each face $f_i \in F$, there can be at most one such shortest path $p_j$ in $G'_i$ that does not define an isolating cut in $G$ for its corresponding terminal $t_j \in T_i$. WLOG, for each terminal $t_j \in T_i$, let the edge of the path $p_j$ that is adjacent to $s_j$ (resp., $s_{j+1}$) cross $BD(f_i)$ at a point $c_j$ (resp., $c_{j+1}$), and $R_j$ be the region on the plane enclosed together by $p_j$ and the path on $BD(f_i)$ from $c_j$ counterclockwise to $c_{j+1}$.

**Lemma 13.** Among all shortest paths in $G'_i$ computed by our algorithm for each face $f_i$, at most one such path does not define an isolating cut in $G$ for its corresponding terminal on $BD(f_i)$.

If Lemma 13 holds for a terminal $t_i$ on $BD(f_i)$, we call $t_i$ an exceptional terminal. The optimal isolating cuts for all exceptional terminals of $G$ are found as follows.

**Step (3): Computing isolating cuts for exceptional terminals**

First, we need to identify the exceptional terminal (if any) for each face $f_i$. Note that if $t_i \in T_i$ is an exceptional terminal, then there is a path in the graph $G_i - C_i = (V_i, E_i - C_i)$ that connects $t_i$ to some extended vertex in $G_i$. 

---
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Fig. 4. (a) The augmented dual graph $G'_1$ of $G_1$ for the terminals on $f_1$ (with dashed-line edges). (b) Some (heavy dashed-line) shortest paths $p_i$ in $G'_1$. (c) Finding an optimal isolating cut for an exceptional terminal $t_i$ in $T_1$

Hence, deciding whether each $t_j \in T_1$ is an exceptional terminal can be done in the same time bound as that for computing the shortest path $p_j$ in $G'_1$.

Next, assume that $t \in T_1$ on $\text{BD}(f_i)$ is an exceptional terminal, and $V^e_i$ is the set of extended vertices in $G_i$. Add a dummy vertex $s'$ to $G_i$ and connect $s'$ to each vertex in $V^e_i \cup (T_1 - \{t\})$ by an edge of weight $+\infty$. Then, compute an optimal $s'$-$t$ cut $C_i$ in the resulted graph $G'_i$. Note that if $t$ has a path to any terminal in $T_1 - T_i$, such a path must go through a vertex in $V^e_i$. Thus, $C_i$ is an isolating cut for $t$ in $G_i$. In Figure 4(c), $t_1$ is the exceptional terminal in $T_1$, and the dashed curves connecting the dummy vertex $s'$ are the added dummy edges.

At this point, we have obtained an isolating cut $C_j$ for each terminal $t_j \in T_1$. We need to argue that every such $C_j$ is an optimal isolating cut for $t_j$.

**Lemma 14.** Our algorithm produces an optimal isolating cut $C_j$ for each terminal $t_j \in T_1$.

After obtaining an optimal isolating cut $C_j$ for each terminal $t_j \in T_1$, we find, as in [10], the cut $C_i$ such that $C_i$ has the maximum cost among all the $C_j$’s. Let $C$ be the union of all isolating cuts $C_j$ except $C_i$. Clearly, $C$ is a $k$-terminal cut for $G$. As to the approximation ratio of $C$ to the optimal $k$-terminal cut of $G$, we can simply apply the same argument as in [10]. Thus, the next lemma follows.

**Lemma 15.** Our algorithm constructs a $k$-terminal cut for an undirected weighted planar graph whose total cost is no more than $(2 - \frac{2}{k})$ times that of the optimal $k$-terminal cut.

The best known deterministic $s$-$t$ cut algorithm is due to Goldberg and Tarjan [15], which takes $O(n^2 \log n)$ time on a sparse graph of $O(n)$ vertices and edges. In Step (1) of our algorithm, we use the minimum $s$-$t$ cut algorithm to partition $G$ into $m$ subgraphs recursively, which takes $O(n^2 \log n \log m)$ time. Then, computing an optimal island cut in each of the $m$ subgraphs altogether.
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takes \( O(n \log n) \) time due to Lemma 9 and the planarity of every such subgraph. Thus, the total running time of Step (1) is \( O(n^2 \log n \log m) \). A shortest path in a planar graph can be computed in linear time \([17]\). Based on Lemma 12, the total size of all island graphs \( G_1, G_2, \ldots, G_m \) (which are all planar) is \( O(n) \). Step (2) computes a shortest path in the augmented dual graph \( G'_i \) of every island graph \( G_i \) for each terminal in \( T_i \), and hence this step takes \( O(kn) \) time. Lemma 13 bounds the number of exceptional terminals of \( G \) by \( m \). For each exceptional terminal, Step (3) finds an optimal \( s \)-\( t \) cut in its island graph. The total time of Step (3) is \( O(\sum_{i=1}^{m} n_i^2 \log n_i) \), where \( n_i \) is the size of \( G_i \). By Lemma 12, we have \( O(\sum_{i=1}^{m} n_i^2 \log n_i) = O(n^2 \log n) \). Clearly, the running time of Step (1) dominates the other steps. Therefore, the total running time of our algorithm is \( O(n^2 \log n \log m) \).

The running time of the above algorithm can be improved for a considerable range of values of \( m \). Note that the \( s \)-\( t \) cut computation is a key procedure of our divide-and-conquer scheme and of Step (3). Also, note that adding two dummy vertices \( s \) and \( t \) to form an \( s \)-\( t \) cut problem instance may destroy the planarity of the graph in our constructions. Here, the cut problem that we actually need to handle is that of computing a minimum cut on a planar graph with multiple sources and sinks, with those vertices adjacent to \( s \) (resp., \( t \)) being the sources (resp., sinks). Miller and Naor [19] designed an \( O(m^2 n^{1.5} \log^2 n) \) time algorithm for computing a maximum flow in an \( n \)-vertex planar graph with \( k \) sources and sinks lying on \( m \) faces. Thus, in Step (1), we can apply Miller and Naor’s maximum-flow algorithm [19] in our divide-and-conquer scheme to decompose \( G \) into \( m \) subgraphs recursively (without adding the dummy vertices \( s \) and \( t \)); this decomposition takes altogether \( O(m^2 n^{1.5} \log^2 n) \) time. The total time for computing an optimal island cut in each of the \( m \) resulted subgraphs is still \( O(n \log n) \) since each such subgraph is a planar one. Step (2) still takes \( O(kn) \) time as before. In Step (3), for each exceptional terminal \( t \in T_i \), note that the sources and sinks lie on at most 2 faces of \( G_i \). Thus, the total time of Step (3) is \( O(\sum_{i=1}^{m} n_i^{1.5} \log^2 n_i) = O(n^{1.5} \log^2 n) \), where \( n_i \) is the size of \( G_i \). Hence, the time complexity of our algorithm is \( O(m^2 n^{1.5} \log^2 n + kn) \) by using Miller and Naor’s maximum-flow algorithm [19]. Note that for the case when \( m = O(\sqrt{\frac{\log n}{\log \log n}}) \), this version of our algorithm is more efficient than the one using \( s \)-\( t \) cuts in sparse graphs, and gives at least an \( O(k) \) time improvement over Dahlhaus et al.’s algorithm [10] when it is applied to planar graphs.

**Theorem 2.** In \( \min\{O(n^2 \log n \log m), \ O(m^2 n^{1.5} \log^2 n + kn)\} \) time, our algorithm computes a \( (2 - \frac{1}{m}) \)-approximate \( k \)-terminal cut in an \( n \)-vertex undirected weighted planar graph embedded in the plane such that there are \( m \) faces of the graph whose boundaries cover all the \( k \) terminals.
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Abstract. Given a graph \( G \) of \( n \) vertices and \( m \) edges, and given a spanning
subgraph \( H \) of \( G \), the problem of finding a minimum weight set of
edges of \( G \), denoted as \( \text{Aug}_2(H,G) \), to be added to \( H \) to make it 2-edge
connected, is known to be NP-hard. In this paper, we present polyno-
mial time efficient algorithms for solving the special case of this classic
augmentation problem in which the subgraph \( H \) is a Hamiltonian path
of \( G \). More precisely, we show that if \( G \) is unweighted, then \( \text{Aug}_2(H,G) \)
can be computed in \( O(m) \) time and space, while if \( G \) is non-negatively
weighted, then \( \text{Aug}_2(H,G) \) can be computed in \( O(m + n \log n) \) time and
\( O(m) \) space. These results have an interesting application for solving a
survivability problem on communication networks.

Keywords: Graph, Hamiltonian path, augmentation, 2-edge connectiv-
ity, network survivability.

1 Introduction

Let \( G = (V,E) \) be a connected, undirected graph, of \( n \) vertices and \( m \) edges,
where an edge \( e = (u,v) \in E \) represents a potential connection between ver-
tices \( u \) and \( v \). Let us assume that a non-negative weight is associated with each
edge \( e \in E \), expressing some cost for activating the edge, and consider the prob-
lem of building a network in \( G \) which allows all the sites to communicate. For
this kind of network, it is generally important to be both economically attractive,
i.e., it should be as sparse as possible to reduce set-up costs, and reliable, i.e., it
should remain operational even if individual network components fail.
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As a consequence, the problem of designing networks which combine in the best possible way these two conflicting parameters, i.e., sparseness and reliability, is usually known as the survivable network design problem [8]. This topic encompasses a large set of practical applications (e.g., communication and transportation networks design, VLSI layout [12], etc.), as well as theoretical problems (e.g., the Steiner tree [16], the traveling salesman, the minimum cost $k$-connected subgraph [10], etc.).

The cheapest solution to the problem of designing a communication network in $G$ is that of designing a minimum weight spanning tree of $G$, namely a connected, spanning subgraph of $G$ such that the sum over all the edge weights is minimum. Unfortunately, such a structure will not even survive a single link or site failure. For the case of link failures, which is of interest for this paper, one possibility to solve the problem is that of designing networks with higher edge-connectivity degree. In fact, edge-connectivity $k > 1$ implies the existence of $k - 1$ edge-disjoint paths between any pair of nodes. Thus, a $k$-edge connected network will survive to the disruption of $k - 1$ links. However, this approach has (at least) two drawbacks: First, computing a minimum weight $k$-edge connected spanning network of a given graph is NP-hard (although, approximable within a constant ratio $[7,11,14]$), and second, the communication protocol redundancy grows as $k$ grows.

Fortunately, in practical applications, we can safely assume that a damaged network component can be restored quite quickly. Therefore, the likelihood of having multiple overlapping failures is small. Hence, an alternative strategy to increase the reliability without oversizing the network may be to design it onto two levels: a primary level of active links (i.e., the backbone where communication is carried out in the absence of failures), and a secondary level of inactive links, a subset of which will switch to active as soon as the network undergoes some link failure. Given their role, links on the secondary level are called replacement links.

From a theoretical point of view, the problem of finding a minimum weight set of replacement edges to restore the connectivity after an edge failure, is a classic edge-connectivity augmentation problem. In its more general formulation, this problem consists of finding a minimum weight set of edges of a graph $G$ whose addition to a given $k$-edge connected spanning subgraph $H$ of $G$ increases its edge-connectivity to a prescribed value $k > k > 1$. Such a problem turns out to be NP-hard [3], and thus most of the research in the past focused on the design of approximation algorithms for solving it. In particular, for the special case $k = 2$, which is of interest for this paper, efficient approximation algorithms are known. More precisely, for the weighted case, the best performance ratio is 2 [5,9], while for the unweighted case, Nagamochi and Ibaraki developed a $(51/26 + \epsilon)$-approximation algorithm, for any constant $\epsilon > 0$ [13]. Analogous versions of augmentation problems for vertex-connectivity and for directed graphs have been widely studied, and we refer the interested reader to the following comprehensive papers [4,10].
Besides designing approximated solutions, researchers have also investigated the problem of characterizing polynomial time solvable cases of the problem. This was first done by Esowaran and Tarjan, which proved that the case $k = 2$ can be solved in polynomial time if $G$ is complete and all edges have weight 1, namely all potential links between sites may be activated at the same cost [3]. Afterwards, Watanabe and Nakamura extended this result to any desired edge-connectivity value [15], and faster algorithms in this scenario have been proposed in [6]. The main purpose of the present paper is to enlarge the set of cases that can be solved in polynomial time. More precisely, we show that if $G$ is unweighted and $H$ is a Hamiltonian path of $G$, then finding the minimum number of edges of $G$ to be added to $H$ to increase its edge-connectivity to 2 can be solved in optimal $O(m)$ time and space. Moreover, we show that the weighted version of the above problem when $G$ has non-negative weights on its edges, can be solved in $O(m + n \log n)$ time and $O(m)$ space. In the unweighted case, our algorithm is based on a greedy paradigm, while for the weighted case, our algorithm uses a dynamic programming technique.

Our algorithms find practical applications in those scenarios in which 2 overlapping link failures in communication networks has to be afforded, but a 3-edge connected primary level of the network itself is too costly to be maintained. In such a case, we can design a 2-edge connected primary level of the network, and as soon as a link fails, we can efficiently provide an optimal set of replacement links, both in the unweighted and in the weighted case. In this way, the emergency network, as obtained by removing from the original network the failed link and by adding the corresponding replacement links, is again 2-edge connected, while at the same time it keeps on to maintain all the old, still working, links.

The paper is organized as follows: in Section 2 we give some basic definitions that will be used throughout the paper; in Section 3 we show how to augments a Hamiltonian path in unweighted graphs, while in Section 4 we study the weighted version of the problem; in Section 5, we apply these results to handle transient edge failures in 2-edge connected networks, and finally, in Section 6, we present conclusions and list some open problems.

2 Basic Definitions

Let $G = (V, E)$ be an undirected graph, where $V$ is the set of vertices and $E \subseteq V \times V$ is the set of edges. $G$ is said to be weighted if there exists a real function $w : E \rightarrow \mathbb{R}$, otherwise $G$ is unweighted. In this paper, we will be concerned with non-negatively weighted graphs. If multiple edges between pairs of vertices are allowed, then the graph is said to be a multigraph. A graph $H = (V(H), E(H))$ is called a subgraph of $G$ if $V(H) \subseteq V$ and $E(H) \subseteq E$. If $V(H) = V$, then $H$ is called a spanning subgraph of $G$. The weight of $H$ is defined as $w(H) = \sum_{e \in E(H)} w(e)$.

A simple path (or a path for short) in $G$ is a subgraph $H$ of $G$ with $V(H) = \{v_0, \ldots, v_k | v_i \neq v_j \text{ for } i \neq j\}$ and $E(H) = \{(v_i, v_{i+1}) | 0 \leq i < k\}$, also denoted as $P(v_0, v_k) = \{v_0, v_1, \ldots, v_k\}$. A cycle is a path whose end vertices $v_0$ and $v_k$
coincide. A spanning path of $G$ is called a Hamiltonian path of $G$. Let $\Pi = (v_0, v_1, \ldots, v_{n-1})$ be a Hamiltonian path of $G$. Edges in $\Pi$ are called path edges, while the remaining edges of $G$ are called cycle edges. A cycle edge $(u, v)$ covers all the path edges along the path from $u$ to $v$ in $\Pi$.

A graph $G$ is connected if, for any $u, v \in V$, there exists a path $P(u, v)$ in $G$. A graph $G$ is said to be $k$-edge connected, where $k$ is a positive integer, if the removal of any $k - 1$ distinct edges from $G$ leaves $G$ connected. Given an $h$-edge connected spanning subgraph $H$ of a $k$-edge connected graph $G$, and a positive integer $\lambda < k$, finding a $\lambda$-augmentation of $H$ in $G$ means to select a minimum weight set of edges in $E \setminus E(H)$, denoted as $\text{Aug}_\lambda(H, G)$, such that the spanning subgraph $H' = (V, E(H) \cup \text{Aug}_\lambda(H, G))$ of $G$ is $\lambda$-edge connected.

### 3 Augmenting Hamiltonian Paths in Unweighted Graphs

Let $G = (V, E)$ be a 2-edge connected, unweighted graph, and let $\Pi$ be a Hamiltonian path of $G$. Let us start by giving the notion of path-carving of $G$, which is a restriction of the notion of tree-carving given in [11]. A path-carving is a partition of the vertex set $V$ into subsets $V_1, V_2, \ldots, V_k$, satisfying the following property: The end vertices of each edge of $G$ belong either to the same subset, or to a pair of consecutive subsets.

We first prove the following:

**Theorem 1.** Let $G$ be a 2-edge connected and unweighted graph with $n$ vertices and $m$ edges. Let $\Pi = (v_0, v_1, \ldots, v_{n-1})$ be a Hamiltonian path of $G$. Then, $\text{Aug}_2(\Pi, G)$ can be computed in $O(m)$ time and space.

**Proof.** First of all, a set of cycle edges is added to $\Pi$, to cover all the path edges. This is done by applying the technique proposed in [11] to cover all the edges of a depth-first search tree. Let us describe how such a technique works for a Hamiltonian path: visit all the vertices of $\Pi$ one after the other, starting from $v_0$, and check whether the edge $(v_i, v_{i+1})$ in $\Pi$ is currently covered; if not, add a cycle edge $(v_s, v_t)$ such that $s \leq i$ and $v_t$ is as close as possible to $v_{n-1}$.

After this first phase, all the edges of $\Pi$ which caused the insertion of a cycle edge are removed. It is not hard to see that the vertex partition induced by the resulting connected components in $\Pi$ provides a path-carving in $G$. Let $V_1, V_2, \ldots, V_k$ be such partition. The following holds:

**Lemma 1.** $|\text{Aug}_2(\Pi, G)| \geq k - 1$.

**Proof.** Observe that a lower bound on the number of edges of any 2-edge connected spanning subgraph of $G$ is $2(k - 1)$ [11]. In fact, for $i = 1, \ldots, k - 1$, at least two edges between $V_i$ and $V_{i+1}$ are needed to guarantee the 2-edge connectivity. Since $\Pi$ contains just one edge between $V_i$ and $V_{i+1}$ (otherwise we would have a cycle in $\Pi$), it follows that any 2-edge connected spanning subgraph of $G$ contains at least $k - 1$ edges which do not belong to $\Pi$. From this, the claim follows. $\square$
Since the $k - 1$ cycle edges added to $\Pi$ increase its edge-connectivity to 2, it follows that this set of edges provides a 2-augmentation of $\Pi$ in $G$.

Concerning the time and space complexity, observe that the path-carving can be found in $O(m)$ time and space [11], and from this the thesis follows. \qed

4 Augmenting Hamiltonian Paths in Weighted Graphs

Let $G = (V, E)$ be a 2-edge connected graph with a non-negative weight function $w$ on the edges, and let $\Pi = (v_0, v_1, \ldots, v_{n-1})$ be a Hamiltonian path of $G$. In the following, a cycle edge $(v_i, v_j)$, $i < j$, will be considered as a right edge for $v_i$ and as a left edge for $v_j$. Moreover, $L_i$ and $R_i$ will denote the set of left and right cycle edges of $v_i$, respectively. Let $\Pi_k$ denote the restriction of $\Pi$ to $(v_0, v_1, \ldots, v_k)$, and let $e_k$ denote the edge $(v_{k-1}, v_k)$. A covering of $\Pi_k$ is a set of edges in $E \setminus E(\Pi)$ which cover all the edges of $\Pi_k$. Figure 1 illustrates the notations used.

![Fig. 1. Subpath $\Pi_k$ of $\Pi$ (solid edges), with a left and a right edge of $v_k$ (dashed)](image)

In the next subsections, we first give a high-level description of the algorithm, and we then analyze its correctness and its time and space complexity.

4.1 High-Level Description of the Algorithm

The algorithm consists of $n - 1$ iterations. At the $k$-th iteration, the algorithm computes a suitable edge $c(k) = (v_s, v_t)$ covering $e_k$, and such that the set of edges $\text{Sol}(k)$ defined recursively as follows

$$\text{Sol}(k) = \begin{cases} \emptyset & \text{if } k = 0, \\ c(k) \cup \text{Sol}(s) & \text{if } k > 0 \text{ and } c(k) = (v_s, v_t), \end{cases}$$

is a covering of $\Pi_k$. As we will prove later, such a covering satisfies the property of being a minimum weight set of edges covering $\Pi_k$. For space efficiency reasons, $\text{Sol}(k)$ cannot be stored explicitly throughout the execution of the algorithm. However, as we will see shortly, we only need to maintain its weight $w(\text{Sol}(k))$ to guarantee the algorithm correctness.

To select the edge $c(k)$ properly among all the edges covering $e_k$, the algorithm maintains a set of active vertices $\mathcal{V}_k = \{v_k, \ldots, v_{n-1}\}$. With each active vertex $v_j \in \mathcal{V}_k$, two labels are associated:
1. an edge $\sigma(v_j)$, belonging to $L_j$;
2. a key $\kappa(v_j)$, containing the weight of a set of edges covering $\Pi_k$ and using $\sigma(v_j)$.

Throughout the execution of the algorithm, the following invariant is maintained: at the beginning of iteration $k$, $\sigma(v_j)$ contains an edge $(v_s, v_j)$ of $L_j$, if any, such that

$$w(SOL(s)) + w((v_s, v_j)) = \min_{e = (v_i, v_j) \in L_j} \{w(e) + w(SOL(i))\}. \quad (2)$$

The algorithm starts by initializing $V_0 := V$, and by letting $w(SOL(0)) := 0$. Moreover, it sets $\sigma(v_j) := \emptyset$ and $\kappa(v_j) := +\infty$, for each $v_j \in V_0$.

At the first iteration, the algorithm aims at covering edge $e_1$. Hence, it first sets $V_1 := V_0 \setminus \{v_0\}$, and then it considers all the right edges of $v_0$. For each such edge, say $e = (v_0, v_j)$, it sets $\sigma(v_j) := e$ and $\kappa(v_j) := w(e)$. Then, it looks at the element in $V_1$ having minimum key, say $v_1$, and sets $\sigma(1) := \sigma(v_1)$ and $w(SOL(1)) := \kappa(v_1)$.

The generic $k$-th iteration may be described as follows:

Step 1: Remove vertex $v_{k-1}$ from $V_{k-1}$, creating $V_k$.
(Comment: Edges in $L_{k-1}$ cannot be used to cover $e_k$ and subsequent edges; hence, they are removed from further considerations.)

Step 2: Consider all the edges in $R_{k-1}$. For each such edge, say $e = (v_{k-1}, v_j)$, let

$$\kappa' = w(e) + w(SOL(k - 1)). \quad (3)$$

If $\kappa' < \kappa(v_j)$, decrease the key of $v_j$ to value $\kappa'$, and set $\sigma(v_j) := e$.
(Comment: The labels of the active vertices in $V_k$ are updated. More precisely, at the end of this step, for each $v_j$ in $V_k$, we have that

$$\kappa(v_j) = \min_{i=0, \ldots, k-1} \{w(e) + w(SOL(i)) \mid e \in R_i \land e \in L_j\} \quad (4)$$

and $\sigma(v_j)$ is the left edge of $v_j$ minimizing (4).)

Step 3: Find the minimum key in $V_k$; let $v_l$ be the corresponding vertex, and let $\sigma(v_l) = (v_{k-1}, v_l)$. Then set

$$e(k) := \sigma(v_l) \quad \text{and} \quad w(SOL(k)) := \kappa(v_l). \quad (5)$$

At the end of the $(n-1)$-th iteration, the algorithm computes the set of edges $\text{SOL}(n-1)$, as defined in (1), by using the edges obtained in (5). In the next subsection, we shall prove that $\text{SOL}(n-1)$ contains a minimum weight set of edges covering $\Pi$ in $G$. 
4.2 Analysis of the Algorithm

In order to prove that the algorithm finds a 2-augmentation of $H$ in $G$, we first show that $w(SOL(n - 1)) = w(AUG2(H, G))$, namely that the weight of the solution found by the algorithm equals the weight of an optimal solution of the 2-augmentation problem.

We have the following:

**Lemma 2.** $w(SOL(n - 1)) = w(AUG2(H, G))$.

**Proof.** Let $OPT(k)$ denote a minimum weight set of edges of $G$ covering $H_k$, with $OPT(0) := \emptyset$ and $w(OPT(0)) := 0$. Notice that $w(OPT(n - 1)) = w(AUG2(H, G))$. We shall prove that $w(SOL(k)) = w(OPT(k))$, for $k = 0, \ldots, n - 1$. The proof is by induction on $k$. For $k = 0$ and $k = 1$, the thesis follows trivially. Assume the thesis is true up to $k - 1 < n - 1$, i.e., $w(SOL(i)) = w(OPT(i))$ for $i = 0, \ldots, k - 1$. We shall prove that $w(OPT(k)) = w(SOL(k))$.

Clearly, $OPT(k)$ has to contain a cycle edge covering $e_k$. Therefore, an optimal solution for $H_k$ has weight

$$w(OPT(k)) = \min_{e = (v_i, v_j) \in E} \{w(e) + w(OPT(i))\} = \min_{j = k, \ldots, n - 1} \min_{i = 0, \ldots, k - 1} \{w(e) + w(OPT(i)) \mid e \in R_i \land e \in L_j\}. \quad (6)$$

On the other hand, from the algorithm, we have that

$$w(SOL(k)) = \min_{j = k, \ldots, n - 1} \kappa(v_j) = \min_{j = k, \ldots, n - 1} \min_{i = 0, \ldots, k - 1} \{w(e) + w(SOL(i)) \mid e \in R_i \land e \in L_j\}, \quad (7)$$

and given that, by assumption, $w(SOL(i)) = w(OPT(i))$ for $i = 0, \ldots, k - 1$, we have that (6) and (7) coincide, and the thesis follows. □

By making use of the above lemma, the following theorem can finally be proved:

**Theorem 2.** Let $G$ be a 2-edge connected graph with $n$ vertices, $m$ edges and with non-negative weights on the edges. Let $H$ be a Hamiltonian path of $G$. Then, $AUG2(H, G)$ can be computed in $O(m + n \log n)$ time and $O(m)$ space.

**Proof.** To compute $AUG2(H, G)$, we make use of the algorithm presented in the previous section. The correctness of the algorithm derives from the fact that $SOL(k)$, for any $k = 0, \ldots, n - 1$, contains a set of edges of $G$ which, by construction, cover $H_k$. Hence, $SOL(n - 1)$ consists of a set of edges covering $H_{n-1} = H$, and from Lemma 2, its weight is minimum.
The time complexity follows from the maintenance of sets $\mathcal{V}_k$, $k = 0, \ldots, n-1$, by means of the efficient implementation of priority queues proposed in [2]. In fact, to create $\mathcal{V}_0$ we perform a $\textsf{MakeQueue}$ operation, followed by $n$ $\textsf{Insert}$ operations (one for each vertex in $G$). Trivially, $\mathcal{V}_k$ can be obtained from $\mathcal{V}_{k-1}$ by simply removing $v_{n-1}$, and then we have a total of $n-1$ $\textsf{Delete}$ operations. As far as key maintenance is concerned (Step 2), notice that $O(m)$ $\textsf{DecreaseKey}$ operations take place (since a key may be decreased only when a new right edge is considered, and each right edge is considered at most once). Finally, a total of $n-1$ $\textsf{FindMin}$ operations are needed to execute Step 3 over all the algorithm. Therefore, we obtain a total of $O(m + n \log n)$ time to maintain sets $\mathcal{V}_k$, $k = 0, \ldots, n-1$, since we pay $O(\log n)$ worst-case time for a $\textsf{Delete}$ operation, and $O(1)$ worst-case time for all the other operations [2].

The operations in (3) and (5) are clearly performed in $O(1)$ time for each cycle edge. Moreover, $\textsf{Sol}(n-1)$ can be computed in $O(n)$ time, by making use of (1). Finally, the time complexity for managing sets $\mathcal{R}_i$ and $\mathcal{L}_i$, $i = 0, \ldots, n-1$, is trivially $O(m)$. So, the overall time complexity of the algorithm is $O(m + n \log n)$.

It is easy to see that all the above operations can be performed by using $O(m)$ space, and then the claim follows.

5 Maintaining 2-Edge Connectivity through Augmentation

The results of the previous sections have an interesting application for solving a survivability problem on networks, that is the problem of adding to a given 2-edge connected network undergoing a transient edge failure, the minimum weight set of edges needed to reestablish the 2-edge connectivity. In this way, extensive (in terms of both computational efforts and set-up costs) network restructuring is avoided.

Let $H$ be a 2-edge connected spanning subgraph of a 3-edge connected graph $G$. Let $G - e$ denote the graph obtained from $G$ by removing an edge $e \in E$. Given an edge $e \in E(H)$, if $H - e$ is not 2-edge connected, then we say that $e$ is vital for $H$. In the sequel, an edge $e$ removed from $H$ will always be considered as vital for $H$.

Let $\text{AUG}_2(H - e, G - e)$ be a minimum weight set of edges in $E \setminus E(H - e)$ such that the spanning subgraph $H' = (V, E(H - e) \cup \text{AUG}_2(H - e, G - e))$ of $G - e$ is 2-edge connected. Using the results of the previous sections, we prove that $\text{AUG}_2(H - e, G - e)$ can be computed efficiently both when $G$ is unweighted and when it has non-negative weights on the edges. More precisely:

**Theorem 3.** Let $G$ be a 3-edge connected graph with $n$ vertices, $m$ edges and with non-negative weights on the edges. Let $H$ be a 2-edge connected spanning subgraph of $G$. Then, for any vital edge $e \in E(H)$, we have that the set of edges $\text{AUG}_2(H - e, G - e)$ can be computed in $O(m + n \log n)$ time and $O(m)$ space. The running time can be lowered to $O(m)$ if all edge weights are unitary.
Proof. After the removal of $e$ from $H$, every 2-edge connected component in $H - e$ can be computed in $O(m)$ time and space [1]. Let $V_i$ denote the vertex set of the $i$-th 2-edge connected component in $H - e$, and let $V_1, V_2, \ldots, V_k$ be the corresponding vertex partition of $V$. Let $\Pi = \{\nu_1, \nu_2, \ldots, \nu_k\}$ be the path resulting from the contraction of each such vertex set to a single vertex, where vertex $\nu_i$ is associated with vertex set $V_i$. Hence, let $\mathcal{G}$ be the multigraph with vertex set $V(\mathcal{G}) = V(\Pi)$ and edge set

$$E(\mathcal{G}) = E(\Pi) \cup \{(u, v) \mid \exists u \in V_i \land \exists v \in V_j \text{ such that } (u, v) \in E \setminus E(H - e)\}.$$ 

It is easy to realize that the algorithms presented in Section 3 and Section 4 can be extended to the case in which parallel edges are allowed. Therefore, since $\Pi$ is a Hamiltonian path in $\mathcal{G}$, we can apply both Theorem 1 and Theorem 2. It follows that, for any given edge $e \in E(H)$, there exist polynomial time algorithms to compute $\text{Aug}_2(H - e, G - e)$. Their complexity is the same as in Theorem 1 and Theorem 2, respectively.  

6 Conclusions

In this paper we have presented time and space efficient algorithms for solving special cases of the classic problem of finding a minimum weight set of edges that has to be added to a spanning subgraph of a given (either unweighted or non-negatively weighted) graph to make it 2-edge connected. These techniques have been applied to solve efficiently an interesting survivability problem on 2-edge connected networks.

For the weighted case, our algorithm is efficient, but it is still open to establish whether its running time is optimal. Besides that, many interesting problems remain open. Among the others, we mention the extension of our problem to the vertex-connectivity case, which is of interest for managing transient vertex failures in 2-vertex connected networks. Moreover, the results contained in Section 5 should be enlarged to the case in which all the possible edge failures in $H$ are considered, trying to get a faster solution than that obtained by merely applying our algorithms $O(|E(H)|)$ times, one for the failure of each vital edge in $H$.

We consider the last one as the highest-priority open problem, and we plan to attack it by means of ad-hoc amortization techniques. In fact, from a network management point of view, computing a priori the augmentation set associated with every edge in the network is essential to know how the network will react in any possible link failure scenario.
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**Abstract.** We consider the problem of developing algorithms for the recognition of a fixed pattern within a permutation. These methods are based upon using a carefully chosen chain or tree of subpatterns to build up the entire pattern. Generally, large improvements over brute force search can be obtained. Even using on-line versions of these methods allow for such improvements, though often not as great as for the full method. Furthermore, by using carefully chosen data structures to fine tune the methods, we establish that any pattern of length 4 can be detected in \(O(n \log n)\) time. We also improve the complexity bound for detection of a separable pattern from \(O(n^3)\) to \(O(n^5 \log n)\).

1 Introduction

The relation of “pattern containment” or “involvement” on finite permutations has become an active area of research in both computer science and combinatorics. In computer science pattern containment restrictions are used to describe classes of permutations that are sortable under various conditions [1,5,6,10]. In combinatorics the focus has been more on enumerating permutations under various pattern containment restrictions [7,8,9,11]. In both these areas it is difficult to gather computational data because of the difficulty of testing for pattern containment.

Formally, we say that two sequences are isomorphic (or order isomorphic) if the permutations required to sort them are the same. For example, the two sequences 3, 4, 7, 1 and 5, 7, 9, 2 are isomorphic. We say that one permutation \(\sigma = s_1, \ldots, s_m\) is involved in another permutation \(\tau = t_1, \ldots, t_n\) when \(t_1, \ldots, t_n\) has a subsequence that is isomorphic to \(s_1, \ldots, s_m\). We write \(\sigma \preceq \tau\) to express this.

It appears to be a difficult problem to decide of two given permutations \(\sigma, \tau\) whether \(\sigma \preceq \tau\) and in this generality the problem is NP-complete [2]. In this paper we study the case that \(\sigma\) is fixed, of length \(k\) say, and \(\tau\) is the input to the problem. This is the situation that arises when we wish to run many “\(\sigma \preceq \tau\)” tests with \(\tau\) varying and \(\sigma\) fixed. In practice most pattern containment investigations are of this type. A brute force approach which simply examines all subsequences of \(\tau\) of length \(k\) would have a worst case execution time of \(O(n^k)\),
where \( n \) is the length of \( \tau \). Therefore the problem lies in the complexity class \( P \) but of course, for all but small values of \( k \), this execution time will generally be unacceptable.

To the best of our knowledge no previous work has been published on improvements to this upper bound. The best implementation of brute force search that we know of is the program \texttt{forbid.c} [4] which uses a tree search approach based on the generating trees defined in [11]; in general however this program does not improve the asymptotics of the worst case.

A few particular cases of the problem have been attacked successfully. There is an \( O(n \log \log n) \) algorithm for finding the longest increasing subsequence of a given sequence of length \( n \) [3] so this solves the problem for the cases \( \sigma = 12 \cdots k \). The permutations 132, 213, 231, 312 can all be handled in linear time by stack sorting algorithms. Also, an algorithm of time complexity \( O(n^3) \) was given in [2] for the case of an arbitrary separable permutation.

In this paper we develop general algorithms whose worst case complexity is considerably smaller than \( O(n^k) \) and we look at a number of cases where even further improvement is possible.

In the next section we set up a general apparatus for searching for the pattern \( \sigma \). As will be seen we are prepared to invest a considerable amount of time (exponential in \( k \)) in preprocessing \( \sigma \) in the expectation that we shall then be able to solve instances of the “does \( \tau \) involve \( \sigma \)” problem much faster than by brute force. We identify an integer \( c(\sigma) \) that controls the complexity of our recognition algorithm and report on a statistical study that gives insight into the variation of \( c(\sigma) \) as \( \sigma \) varies. This study indicates that the algorithms are never worse than \( O(n^{2+k/2} \log n) \) (although that remains unproved) and in some cases are considerably better. We give an example to show that \( c(\sigma) \) may be much smaller than the apparent worst case and we briefly discuss how the algorithms solve the associated counting problem. The section ends with a glimpse of an even more general family of algorithms and a minor improvement to the algorithm in [2] for detecting a separable permutation.

Section 3 investigates a special case of our general approach. This special case is particularly suitable for ‘on-line’ algorithms (where \( \tau \) can be scanned once only). Moreover it avoids the expensive preprocessing stage and is simple enough that upper bounds can be proved analytically. We give examples of infinite families of permutations that can be detected quickly by an on-line algorithm.

In the penultimate section we examine permutations \( \sigma \) of length 4. We refine our general approach and describe \( O(n \log n) \) algorithms to recognise whether \( \sigma \preceq \tau \).

2 A General Recognition Framework

In this section we develop a general algorithm for testing whether \( \sigma \preceq \tau \) and illustrate its power by a number of case studies. Throughout, \( \sigma \) is a fixed permutation of length \( k \) and \( \tau \) a variable permutation of length \( n \).
Before giving the technical notation we sketch the general idea behind our approach. In the first stage of the algorithm we shall identify a suitable sequence
\[ \sigma_0 \preceq \sigma_1 \preceq \sigma_2 \preceq \ldots \preceq \sigma_k = \sigma \]  
(1)
of subsequences of \( \sigma \) (with \( \sigma_i \) of length \( i \)). This sequence will be chosen so that the subsequences \( \theta \) of \( \tau \) that are isomorphic to one of the \( \sigma_i \) can be defined and used without storing the whole of \( \theta \). This stage of the algorithm may have a cost that is exponential in \( k \) but it is independent of the input \( \tau \) and is not repeated.

The second stage of the algorithm identifies all subsequences of \( \tau \) that are isomorphic to \( \sigma_i \), for increasing values of \( i \). Because these subsequences are not stored in their entirety this part of the algorithm is of much lower complexity than naive search.

In order to handle subsequences of both \( \sigma \) and \( \tau \) we represent them as sets of pairs. If \( \sigma = s_1 \ldots s_k \) is the permutation that maps \( i \) to \( s_i \) then \( \sigma \) itself will be represented as the set \( S = \{(i, s_i) \mid 1 \leq i \leq k \} \). Every subset of \( S \) defines a subsequence of \( \sigma \) and vice versa. Subsequences of \( \tau \) are defined similarly as subsets of the set of pairs \( T \) that defines \( \tau \) itself.

Let \( \pi_1 \) and \( \pi_2 \) be the projections that map a pair to its first and second component (respectively). With this view of subsequences an isomorphism between a subsequence of \( \sigma \) and a subsequence of \( \tau \) is simply a bijection \( \beta \) between the two corresponding sets of pairs for which the induced maps
\[ p = \pi_1(p, v) \mapsto \pi_1(\beta(p, v)) \]
\[ v = \pi_2(p, v) \mapsto \pi_2(\beta(p, v)) \]
are both order preserving. Note that when an isomorphism exists it is unique.

A sequence such as (1) above is then just a sequence of subsets
\[ \emptyset = S_0 \subseteq S_1 \subseteq S_2 \subseteq \ldots \subseteq S_k = S \]  
(2)
in which each subset \( S_i \) is obtained from the previous one by adding a new pair \((a_i, b_i)\). For the moment we shall defer the explanation of how to choose these subsets; once we have described how they are used it will be clear how to choose them optimally. Making this choice is the first step of the algorithm.

Let \( \Sigma_i \) denote the set of subsets of \( T \) that are isomorphic to the set \( S_i \). The second stage of the recognition algorithm is described in Algorithm 1. As it stands this is simply another version of brute force search crippled by the worst case size of \( \Sigma_i \). To make significant improvements we need a way of handling many elements in \( \Sigma_i \) simultaneously. We shall introduce a concise form of an element \( \theta \in \Sigma_i \), denoted by \( R(\theta) \), called its registration. The key idea is to process all elements with the same registration simultaneously.

Before giving the technical definition of \( R(\theta) \) it will be helpful to consider an example. Let us suppose that \( S_3 = \{(2, 4), (5, 3), (3, 6)\} \) and that \( S_1 = S_3 \cup \{(4, 5)\} \). Suppose also that we have some subsequence \( \theta = \{(14, 4), (6, 9), (10, 15)\} \) of \( \tau \). Because of the bijection
\[ (2, 4) \mapsto (6, 9), (5, 3) \mapsto (14, 4), (3, 6) \mapsto (10, 15) \]
Algorithm 1 Basic form of the recognition algorithm

\[
\text{for } i := 0 \text{ to } k - 1 \text{ do } \\
\text{for each } (p, v) \in T \text{ and each } \theta \in \Sigma_i \text{ do } \\
\quad \text{if } \theta \cup \{(p, v)\} \text{ is isomorphic to } \Sigma_{i+1} \text{ then } \\
\quad \quad \text{add it to } \Sigma_{i+1} \\
\text{end if } \\
\text{end for } \\
\text{end for }
\]

we see that BASH \cong \theta. The necessary and sufficient condition that this bijection can be extended to an isomorphism between \( S_i \) and \( \theta \cup \{(p, v)\} \) is \( 10 < p < 14 \) and \( 9 < v < 15 \).

The point of this is that the isomorphism test depends only on 4 items of data rather than the entire 6 items. In this small case the saving is not very dramatic but it is enough to illustrate the general idea. In general, if \( S_{i+1} = S \cup \{(a, b)\} \) we identify in \( S \) the two first components which most closely enclose \( a \) and the two second components which most closely enclose \( b \). The corresponding items in \( \theta \) then define the range in which \( p \) and \( v \) must lie in order that \( \theta \cup \{(p, v)\} \cong S_{i+1} \).

Notice that this idea still applies if \( a \) (respectively \( b \)) is smaller than or greater than any first (respectively second) component; in such a case the range in which \( p \) or \( v \) must lie is unbounded on one side.

In practice we often need to store considerably more than just these four enclosing components since we must anticipate being able to test isomorphisms with subsets of size greater than \( i + 1 \). To describe precisely what needs to be stored at each stage we define the \textit{registration type} \( r(S_i) \) of each \( S_i \) as

\[
r(S_i) = (P_i, V_i)
\]

where

\[
P_i = \{ j \in \pi_1(S_i) \mid \text{either } j + 1 \not\in \pi_1(S_i) \text{ or } j - 1 \not\in \pi_1(S_i) \}
\]

and

\[
V_i = \{ j \in \pi_2(S_i) \mid \text{either } j + 1 \not\in \pi_2(S_i) \text{ or } j - 1 \not\in \pi_2(S_i) \}
\]

Lemma 1. 1. If \( w, x \) are the two symbols in \( \pi_1(S_i) \) which most closely enclose \( a_{i+1} \) (as \( w < a_{i+1} < x \)) then \( w, x \in P_i \). Similarly, if \( y, z \) are the two symbols in \( \pi_2(S_i) \) which most closely enclose \( b_{i+1} \) then \( y, z \in V_i \).

2. \( P_{i+1} \subseteq P_i \cup \{a_{i+1}\} \) and \( V_{i+1} \subseteq V_i \cup \{b_{i+1}\} \).

\textit{Proof.} For the first part, if \( w \not\in P_i \) then \( w - 1 \) and \( w + 1 \in \pi_1(S_i) \). Therefore \( w + 1 \) and \( x \) are a closer enclosing pair for \( a_{i+1} \), a contradiction. The other statements follow similarly. The second part follows from the definition of \( P_i \) and \( V_i \).

We shall see later that the sizes of \( P_i \) and \( V_i \) determine the complexity of a refined version of the algorithm above for recognising whether \( \sigma \preceq \tau \). The following example is meant to illustrate that “clever” choices of the sets \( S_i \) can control these values effectively.
Example 2. Suppose that \( k = 4m \) and consider the permutation:

\[
\begin{pmatrix}
  1 & 2 & 3 & 4 & \cdots & 2m - 1 & 2m & \cdots & 4m \\
  1 & 2m & 4m - 1 & 2m - 2 & 4m - 3 & \cdots & 2m + 3 & 2 & \cdots & 2m + 2
\end{pmatrix}
\]

(in the second row, the odd values decrease by 2 each time, cyclically, beginning from 1, while the even ones decrease by 2 each time beginning from \( 2m \)). If we simply take the set \( S_i \) to consist of the pairs making up the first \( i \) columns of this permutation then although \( |P_{2m-1}| = 1 \), we have \( |V_{2m-1}| = 2m - 1 \). On the other hand, by simply reordering the pairs as follows:

\[
\begin{pmatrix}
  1 & 2m + 1 & 2 & 2m + 2 & 3 & 2m + 3 & 4 & 2m + 4 & \cdots \\
  1 & 2m + 1 & 2m & 4m - 1 & 2m - 1 & 2m - 2 & 4m - 2 & \cdots
\end{pmatrix}
\]

we obtain an arrangement where \( |P_i| \leq 3 \) and \( |V_i| \leq 4 \) for all \( i \).

The registration type \( r(S_i) \) specifies how much of each \( \theta \in S_i \) should be stored by the algorithm. The part that is stored is called the registration of \( \theta \) and is denoted by \( R(\theta) \): \( R(\theta) \) is the image of \( r(S_i) \) under the natural maps induced by the order isomorphism between \( \theta \) and \( S_i \). Let \( R_i = \{ R(\theta) \mid \theta \in S_i \} \).

The second stage of the recognition algorithm, incorporating the concept of registration, is specified in Algorithm 2.

---

**Algorithm 2** Recognition algorithm with registration

\[
R_i := \emptyset \{ R_i \text{ holds elements of } R_i; \text{ initially none are known} \}
\]

for \( i := 0 \) to \( k - 1 \) do

for each \( (p, v) \in T \) and each \( R(\theta) \in R_i \) do

Let \( w, x, y, z \) be defined as in Lemma 1

Let \( w_\theta, x_\theta, y_\theta, z_\theta \) be the elements of \( R(\theta) \) that correspond to \( w, x, y, z \)

if \( w_\theta < p < x_\theta \) and \( y_\theta < v < z_\theta \) then \( \text{hence } \phi = \theta \cup \{ (p, v) \} \in S_{i+1} \)

compute \( R(\phi) \) and insert it in \( R_{i+1} \)

end if

end for

end for

---

**Proposition 3.** When the second stage of the algorithm terminates we have \( R_i = R_i \). In particular \( \sigma \preceq \tau \) if and only if \( |R_k| > 0 \).

**Proof.** Notice that Lemma 1 guarantees that \( w_\theta, x_\theta, y_\theta, z_\theta \) are present in \( R(\theta) \) and that all the symbols needed to compute \( R(\phi) \) are available either from \( R(\theta) \) itself or from \( \{ p, v \} \). Note also that the stipulated ranges for \( p \) and \( v \) are precisely those for which the isomorphism between \( S_i \) and \( \theta \) can be extended to an isomorphism between \( S_{i+1} \) and \( \phi \). Therefore each \( R(\phi) \) is an element of \( R_i \). Finally, observe that every \( R(\phi) \in R_i \) is computed by the algorithm; this follows by induction on \( i \).
Next we discuss the run-time of the algorithm. The outer ‘for’ loop is executed $k$ times but $k$ is independent of $n$. In a typical iteration of the inner ‘for’ loop we have to consult each of the $n$ pairs of $T$ and each $R(\theta) \in \mathcal{R}_t$. The computation that is done with a typical $(p,v)$ and $R(\theta)$ incurs a cost that depends on how the sets $\mathcal{R}_t$ are stored; by standard data structuring devices we can contain each of the operations that access and update the set $\mathcal{R}_t$ to a time $O(\log |\mathcal{R}_t|)$.

Taking all this into account the total cost of this stage of the algorithm is $O(n \max_i |\mathcal{R}_i| \log |\mathcal{R}_i|)$.

The elements of $\mathcal{R}_t$ are sequences of integers in the range $1,n$ and the length of these sequences is $|P_t| + |V_t|$. It will therefore be advantageous to keep $|P_t| + |V_t|$ as small as possible. To this end we define

$$c(\sigma) = \min_i \max(|P_t| + |V_t|)$$

where the minimum is taken over all orderings of the pairs of $S$. This discussion has proved:

**Proposition 4.** If the ordering on $S$ is chosen so as to minimise $\max_i (|P_t| + |V_t|)$ the second stage of the algorithm requires time $O(n^{1+c(\sigma)} \log n)$.

It is now evident what the first stage of the algorithm must do: find the ordering on $S$ that minimises $\max_i (|P_t| + |V_t|)$. The cost of this first stage of the algorithm will be independent of $n$ so it will not contribute to the asymptotic upper estimate of the time complexity. Nevertheless it is not easy to compute the optimal ordering of $S$; we have found a method based on a shortest path algorithm to do this in $O(2^k)$ steps.

**Statistics**

We have generated some thousands of random permutations of degrees up to 17 and computed $c(\sigma)$. In all of them we have found that $c(\sigma) \leq 1 + \frac{k}{2}$. The following table summarizes the values of $c(\sigma)$ for samples of random permutations of lengths 8 through 17. In each row, we exhibit the number of permutations observed for each value of $c(\sigma)$ (blanks denoting no observations), and we also provide an example of a particular permutation from the sample which achieved the maximum observed value of $c(\sigma)$. In these examples, two digit numbers 10, 11, ..., are denoted by the letters $A, B, \ldots$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>517</td>
<td>769</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>52814673</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>57</td>
<td>682</td>
<td>260</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>921745863</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>469</td>
<td>515</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>729365184</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>262</td>
<td>676</td>
<td>61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B52A7481639</td>
</tr>
<tr>
<td>12</td>
<td>126</td>
<td>662</td>
<td>212</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>72A419B538C6</td>
</tr>
<tr>
<td>13</td>
<td>48</td>
<td>533</td>
<td>412</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B4159D6C2A738</td>
</tr>
<tr>
<td>14</td>
<td>23</td>
<td>365</td>
<td>582</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3E68BC41927A5D</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>55</td>
<td>201</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2D7CE5A6913F84B</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>38</td>
<td>167</td>
<td>83</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>A4F51C9G7D3B82E6</td>
</tr>
<tr>
<td>17</td>
<td>25</td>
<td>145</td>
<td>105</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6AFD8H842G93EC751B</td>
</tr>
</tbody>
</table>
Counting

Our general approach can easily be modified to count the number of occurrences of $\sigma$ in $\tau$. The only change we have to make is to keep, with every $\chi \in R$, an integer $t_\chi$ which records the number of $\theta$ for which $R(\theta) = \chi$. Then, whenever we detect that $\phi = \theta \cup \{p, v\} \in \Sigma_{i+1}$ we increment $t_\omega$ by $t_\chi$, where $\omega = R(\phi)$ and $\chi = R(\theta)$.

A more general algorithm

Our general paradigm can be extended so that (2) is replaced by a ‘union’ tree. The leaves of the trees are labelled by singleton pairs and the internal nodes are labelled by subsets of $S$ which are the disjoint unions of the subsets labelling their subtrees. The recognition algorithm processes the nodes of the tree in any order as long as each node is processed after its subtree nodes. To process a node labelled by a subset $U$ of $S$ means to find (and store implicitly by registration) all the subsets of $T$ isomorphic to $U$. When we do this we shall have available the corresponding information for the subtrees.

In order to get a comparatively efficient algorithm it will be necessary to have short registrations (as we have previously discussed). But the registration information has to be sufficient that we can successfully recognise the subsets of $T$ isomorphic to $U$. It is clearly going to be complicated to examine all possible union trees (although independent of $n$ of course) so we have yet to explore the full potential of this idea. Nevertheless we offer one example of the power of this approach in the following sketch which improves on the algorithm given in [2].

Suppose that $\sigma$ is any separable permutation. By definition $\sigma$ may be written as a concatenation $\sigma = \alpha \beta$ where either every entry of $\alpha$ is less than every entry of $\beta$ or every entry of $\alpha$ is greater than every entry of $\beta$; moreover, $\alpha, \beta$ are isomorphic to separable permutations. Then $S$ can written as a union $L \cup M$ where every member of $\pi_1(L)$ is less than every member of $\pi_1(M)$, and where either every member of $\pi_2(L)$ is less than every member of $\pi_2(M)$ (the positive case) or every member of $\pi_2(L)$ is greater than every member of $\pi_2(M)$ (the negative case). The sets $L$ and $M$ are structured in a similar fashion and so we have a natural way of defining a union tree for $S$. The nodes of this tree are positive or negative according to how they were defined.

The registration type of a node $U$ is a quadruple that we structure as an ordered pair of ordered pairs $((m_1, m_2), (M_1, M_2))$ where $m_1$ and $m_2$ are the minimum values in $\pi_1(U)$ and $\pi_2(U)$, and $M_1$ and $M_2$ are the maximum values. Thus the registration of a subset of $T$ isomorphic to $U$ is the quadruple which corresponds to the registration type under the isomorphism. It follows that each node is associated with at most $n^4$ registrations.

The central problem is to compute the set of registrations $R(U)$ at a node $U$ given the registration sets $R(V), R(W)$ for the child nodes $V, W$. For definiteness assume that $U$ is a positive node (the negative case is similar). A quadruple $((m_1, m_2), (M_1, M_2))$ is easily seen to belong to $R(U)$ if and only if there exist pairs $(a, b)$ and $(c, d)$ for which

$((m_1, m_2), (a, b)) \in R(V)$ and $((c, d), (M_1, M_2)) \in R(W)$ and $(a, b) < (c, d)$

To compute these quadruples we proceed as follows. First, for every \((m_1, m_2)\) we search \(R(\mathcal{V})\) and determine the set of all \((w, x)\) for which \(((m_1, m_2), (w, x)) \in R(\mathcal{V})\) and we find the set \(P_{m_1, m_2}\) of all minimal pairs in this set. Since the pairs of \(P_{m_1, m_2}\) are incomparable we can order them increasingly by first component and have the second components decrease. Next, for every \((M_1, M_2)\) we search \(R(\mathcal{W})\) and determine the set of all \((y, z)\) for which \(((y, z), (M_1, M_2)) \in R(\mathcal{W})\) and we find the set \(Q_{M_1, M_2}\) of all maximal pairs in this set. Again, the pairs of \(Q_{M_1, M_2}\) are incomparable so we can order them increasingly by first component and have the second components decrease.

Now, for each \(((m_1, m_2), (M_1, M_2))\) we have to test whether there exist pairs \((w, x) \in P_{m_1, m_2}\) and \((y, z) \in Q_{M_1, M_2}\) for which \((w, x) < (y, z)\). Since the components are ordered as explained above this test can be made in time \(O(n \log n)\). As there are \(O(n^4)\) quadruples each node requires time \(O(n^5 \log n)\). There are \(k\) nodes in all so the total time is still \(O(n^5 \log n)\).

## 3 On-Line Algorithms

In this section we study a simpler version of the algorithm presented in the previous section. This simpler version avoids the preprocessing stage (which was exponential in \(k\)) while the second stage may be somewhat slower (but still provably better than brute force search). The resulting algorithm only has to scan the input \(\tau\) once and so is referred to as an ‘on-line’ algorithm.

The simplification is to take the ordering of \(\mathcal{S}\) in which the first components come in the order \(1, 2, \ldots, k\). The order in which the second components come is then, by definition, the sequence \(s_1, \ldots, s_k\) in the original description of \(\sigma\) and, indeed, the entire algorithm can be presented in the more familiar setting of subsequences of images of \(\sigma\) and \(\tau\). Furthermore the first components of registrations need not be kept (indeed it is easily seen that \(P_i = \{i\}\) since we shall be processing \(\tau = t_1 \ldots t_n\) in left to right order. This form of recognition is described in Algorithm 3.

**Algorithm 3 On-line form of the recognition algorithm**

```plaintext
for j := 1 to n do
  for i := 0 to k - 1 do
    for each \(R(\theta) \in R_i\) do
      Let \(y, z\) be defined as in Lemma 1
      Let \(y_{\theta}, z_{\theta}\) be the elements of \(R(\theta)\) that correspond to \(y, z\)
      if \(y_{\theta} < t_j < z_{\theta}\) then \(\{\phi = \theta t_j \in \Sigma_{i+1}\}\)
        add \(R(\phi)\) to \(R_{i+1}\)
    end if
  end for
end for
```

end for
We define $d(\sigma) = \max |V_i|$. Arguing as in the previous section the execution time of this algorithm is $O(n^{1+\delta(\sigma)} \log n)$.

**Lemma 5.** $c(\sigma) - 1 \leq d(\sigma) \leq 2k/3$

*Proof.* Observe that $V_i$ does not contain 3 consecutive values $j - 1, j, j + 1$ since, by definition, the condition $j \in V_i$ implies that one of $j - 1$ and $j + 1$ does not belong to $\sigma_i(S_i)$ and so does not belong to $V_i$. So, in each triple $3j - 2, 3j - 1, 3j$, at most two members can belong to $V_i$ and the result follows.

**Corollary 6.** The decision problem $\sigma \preceq \tau$ can be solved in time $O(n^{1+2k/3} \log n)$. More generally, the number of occurrences of $\sigma$ as a pattern within $\tau$ can be computed in this time bound.

*Proof.* The algorithm above stores registrations $R(\theta)$ where $\theta$ is now a subsequence of $\tau$ that is isomorphic to some $\sigma_i$. The registration is a subsequence of $\theta$ with enough information that we can determine whether $\theta_{ij}$ is isomorphic to $\sigma_{i+1}$. As we saw in the previous lemma $|R(\theta)| \leq 2k/3$ and the results follow as in the previous section.

In many cases the upper bound given in the corollary can be greatly improved since $d(\sigma)$ is smaller than the upper bound in Lemma 5. In addition, we can often exploit special information about $\sigma$ that is unavailable in general. As an example of such analyses we consider some classes of permutations $\sigma$ for which very significant improvements can be made. These classes are 'closed sets' in the sense of [1] defined by their avoiding particular permutations. In general, let $A(\omega_1, \omega_2, \ldots)$ denote the set of permutations which do not involve any of $\omega_1, \omega_2, \ldots$.

We begin by considering the set $A(132, 312)$. It is easily seen that a permutation $\sigma$ belongs to this set if the values of any initial segment of $\sigma$ form a single interval. Equivalently, any initial segment of $\sigma$ ends with its minimum or maximum value.

**Proposition 7.** If $\sigma \in A(132, 312)$ then $d(\sigma) \leq 2$.

*Proof.* The result is almost immediate from the preceding description of $A(132, 312)$. Since the initial segment of length $i$ consists of an interval of values, $V_i$ simply consists of the endpoints of that interval, or only one of the endpoints if 1 or $k$ already occur among the first $i$ positions, and hence has size at most 2. Thus $d(\sigma) = \max_i |V_i| \leq 2$.

This proposition establishes that there is an $O(n^3 \log n)$ algorithm for recognising whether $\sigma \preceq \tau$ when $\sigma \in A(132, 312)$. In fact, by a small modification of the registration procedure we can reduce the complexity of this algorithm to $O(n^2 \log n)$.

With notation as in the proposition above, consider the elements of $V_i$ as pairs $(a, b)$ representing the lower and upper endpoints of the corresponding
interval. In the naive version of the algorithm we might well register two such pairs \((a, b)\) and \((a', b')\) where

\[ a' < a < b < b'. \]

In this case the pair \((a', b')\) can never be useful in the recognition of \(\sigma\), since any extensions which they allow will also be allowed by the \((a, b)\) pair.

It follows that the registration information which we need to store for \(V_i\) can be thought of as a sequence of pairs \((a_1, b_1), (a_2, b_2), \ldots (a_j, b_j)\) where

\[ a_1 < a_2 < \cdots < a_j \quad \text{and} \quad b_1 < b_2 < \cdots < b_j \]

In particular there can be at most \(n\) such pairs, rather than the \(O(n^2)\) which are budgeted for in the standard on-line algorithm. This modification reduces the time complexity as claimed. It transpires that a further reduction to \(O(n \log n)\) is possible by the use of the data structures mentioned in the following section.

To within order isomorphism there are only three other infinite sets defined by two length 3 restrictions. By analysing the structure of the permutations \(\sigma\) in these classes we can prove fairly easily

**Proposition 8.** If \(\sigma\) is a permutation that satisfies at least two length 3 restrictions then \(d(\sigma) \leq 3\).

### 4 Permutations of Length 4

We consider now the problem of finding efficient algorithms for recognising whether \(\sigma \leq \tau\) in all cases where \(|\sigma| = 4\). At first it seems that there are 24 individual problems of this type to be solved. However, the operations of: reversing a permutation; taking the complement of a permutation; and taking the inverse of a permutation, all respect the ordering \(\preceq\), and can be carried out in \(O(n \log n)\) time. So, if we can find an efficient algorithm for \(\sigma\) we also have one for its reverse, complement, etc. This reduces the number of cases that we need to consider in the present instance to 7, exemplified by:

\[ \sigma = 1234, 2134, 2341, 2314, 3124, 2143, 2413. \]

In the first two cases \(d(\sigma) = 1\) and so the on-line algorithms are of complexity \(O(n \log n)\). In both cases, and in general when \(d(\sigma) = 1\), this is easily reduced to \(O(n \log n)\). This is accomplished by storing the registration information \(R_i\) as a sorted list in such a way that we can search and insert in \(O(\log n)\) time.

In the remaining cases \(d(\sigma) = 2\), and so the on-line algorithms are of complexity \(O(n^2 \log n)\). As in the case of \(A(132, 312)\) though it is possible to “prune” the registration information when it consists of pairs, to a set of size \(O(n)\), and thereby gain an improvement in the running time of the algorithm to \(O(n^2 \log n)\).

In fact, in each case the running time can be reduced to \(O(n \log n)\). To accomplish this, requires the use of a tree-based data structure which permits answering queries of a form similar to:
What is the smallest $y > x$ which occurred between position $q$ and the present position?

for arbitrary parameters $x$ and $q$, in $O(\log n)$ time. The methods in each case are similar, and so for compactness we will present here a complete exposition only for the case 1324. In this case a permutation $x_1x_2x_3\ldots x_n$ will be processed sequentially, and for expository purposes it will be convenient to think of the position of a particular value in this permutation as its “time of arrival”, allowing for a clean distinction between positions and values.

We construct a binary tree, making it as as balanced as possible, whose vertices are labelled with subintervals of $\{1, 2, \ldots, n\}$, (or rather with the endpoints of such intervals), and which also carry a key (of which more presently). The leaves are labelled left to right with the singleton intervals $\{1\}$, $\{2\}$, etc. It will be convenient, though not absolutely necessary, to be able to access the leaves directly via an array. The interval at a node is simply the union of its children’s intervals. Note that at each level the intervals of the vertices at that level form an ordered partition of $\{1, 2, \ldots, n\}$ (that is, the left to right ordering of the intervals within a level is the same as that of the vertices.) Each node also has a pointer to its “rightward parent”. For left children this is the ordinary parent, but for right children it is the node immediately to the right of its real parent, at the same level of the tree as its parent node. All the keys are initially set to 0. We also reserve space for an array $\text{min}$ indexed from 1 through $n$, and a single element $b$, initialised to $n + 1$.

Suppose that we have proceeded to a certain point $p$, the present time, without detecting a 1324. The assumptions we make about the data structures that we have to this point are the following:

- If a vertex $v$ of the tree has key value $t \neq 0$, then $t$ was the latest arrival, until now of an element whose value lies in the interval associated with $v$. A key value of 0 indicates that no such element has yet arrived.
- The value of $b$ is the minimum value of a 3 occurring in a 132 pattern until now.
- The values $\text{min}(s)$ (for $1 \leq s < p$) are the minimum arrivals in times 1 through $s$ for $s < p$.

If the present symbol, $x$, is larger than $b$ we halt, indicating that a 1324 pattern exists. Otherwise we must update the data structures to maintain the properties specified above. Updating $\text{min}$ is trivial.

We now proceed to update $b$ (this step can be skipped if $x$ was actually the minimum). To do this we need to find the smallest $y$ such that there is a 132 pattern $zyx$, and replace the present $b$ with $\text{min}(b, y)$. To find this $y$ we first find the earliest $x$ such that $zx$ is a 12 pattern. This can be accomplished in $O(\log n)$ time using binary search in the array $\text{min}$. Suppose that $z$ arrived at time $q$. Now we must find “the smallest $y > x$ that arrived between time $q$ and the present”. The tree structure allows us to resolve such problems in $O(\log n)$ time as follows.
Begin at the leaf \( \{x + 1\} \). Examine the key value here. If it is greater than \( q \) then \( y = x + 1 \) forms a suitable 132 and we stop. If not, proceed to its right parent. Continue up the tree moving to a right parent each time until a key value greater than \( q \) is found (if no such key is found then no 132 exists involving \( x \) as the 2). Now descend back down the tree binary-search style, to find the left-most leaf containing such a key. This is the minimal \( y \) for which \( zyx \) is a 132 pattern. All this can be accomplished in \( O(\log n) \) steps.

Finally, update the tree with the information from the present symbol. This is done simply by traversing the branch leading up from \( \{x\} \) and replacing the key at each vertex visited by \( p \).

5 Summary and Conclusions

We have shown that significant improvements over brute force search are available for the problem of detecting the involvement of a fixed permutation \( \sigma \) within another permutation \( \tau \). Fine tuning these procedures in specific cases generally provides further reductions in the complexity.

As the general problem of detecting the involvement of one permutation within another is NP-complete, there is presumably no hope of achieving a polynomial algorithm which does not require \( \sigma \) to be fixed. However, the question:

For a fixed permutation \( \sigma \), what is the least constant \( k_\sigma \) such that there is a \( \sigma \)-recognition algorithm of complexity \( O(n^{k_\sigma} \log n) \)?

remains open. It is intriguing to speculate that there might be an absolute upper bound \( k \) for these constants \( k_\sigma \).
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Abstract. In this paper, we propose an algorithm for enumerating all the perfect matchings included in a given bipartite graph $G = (V, E)$. The algorithm is improved by the approach which we proposed at ISAAC98. Our algorithm takes $O(\log |V|)$ time per perfect matching while the current fastest algorithm takes $O(|V|)$ time per perfect matching.
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1 Introduction

Enumeration is a fundamental problem for optimization, data bases, decision making, and many other scientific problems. Numerous problems are solved, or investigated by enumerating related objects. Therefore, enumeration algorithms need to be intensively analyzed in order to find ways to solve these problems.

At ISAAC’98, we proposed a new approach for speeding up enumeration algorithms. Currently, there had been only few studies on speeding up enumeration algorithms. Almost all their techniques are depend on the structures of their problems, hence their techniques can not be applied to other algorithms immediately. Those algorithms often use data structures, which is also make the improvement difficult to be generalized. Our approach, which we named “trimming and balancing,” is a general method for speeding up enumeration algorithms. It is not depend on structures of problems, and does not rely on data structures. Therefore, by using the approach, we can speedup several algorithms which we can not with the existing methods. In this paper, we speed up an algorithm for enumerating bipartite perfect matching by using the approach.

Let $G = (V = V_1 \cup V_2, E)$ be an undirected bipartite graph with vertex sets $V_1$ and $V_2$ and an edge set composed of edges in $V_1 \times V_2$. A matching $M$ of the graph $G$ is an edge set such that no two edges of $M$ share their endpoints. If all vertices of $G$ are incident to some edges of a matching $M$, then we say that $M$ is a perfect matching. Let $N$ be the number of perfect matchings in $G$. We consider the problem of enumerating all the perfect matchings in a given bipartite graph.

For this problem, some algorithms have been proposed. In 1993, K. Fukuda and T. Matsui proposed an enumeration algorithm [1]. The running time of
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the algorithm is \(O(|V|^{1/2}|E| + N(|E| + |V|))\) time. In 1997, we proposed an algorithm \([3]\) running in \(O(|V|^{1/2}|E| + N|V|)\) time. Our algorithm in this paper reduces the time complexity to \(O(|V|^{1/2}|E| + N \log |V|)\) time.

In the next section, we explain the framework of “trimming and balancing.” In Section 3, we explain the basic algorithm arising from Fukuda and Matsui’s algorithm, and we describe our improvement in section 4.

2 Approach for Speeding Up Enumeration Algorithms

This section explains our approach, which we proposed at ISAAC 98. Here, we omit the details and proofs. Readers should refer \([4,5]\). The approach uses an amortized analysis. The analysis bounds time complexities of enumeration algorithms with two parameters. Since decrease of these two parameters result smaller time complexities, the goal of the approach is to improve algorithms to get small parameters. The way of improvement is to add two phases to each iteration of the algorithms, which decreases each parameter, respectively.

Firstly, we explain the amortized analysis. Consider enumeration algorithms based on recursive. For a given enumeration algorithm and its input, we define the enumeration tree by \(T = (\mathcal{V}, \mathcal{E})\), where \(\mathcal{V}\) is the set of all iterations occurring in the algorithm, and an edge of \(\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}\) connects two vertices iff one of them occurs in the other. In this paper, we define an iteration by computation in a recursive call excluding the computation in recursive calls occurring in the recursive call. For a vertex \(v\) of a tree, let \(D(v)\) be the set of descendants of \(v\), \(Ch(v)\) the set of children of \(v\). For a vertex \(z \in \mathcal{V}\), we denote the computation time in \(z\) by \(t(z)\), and define \(t(T) = \max_{z \in T} \{t(z)/|D(z)|\}\).

The idea of the amortized analysis is to distribute the computation time of an iteration \(z\) to all the children of \(z\) such that each children \(y\) receives computation time proportional to \(t(y)\) or \(|D(y)|\). This is for the balance of amount of computation time which the descendants of children receive. This distribution almost amortizes computation time of iterations. By adding several modifications to this idea, we can avoid the bad cases, and can state that the sum of computation time in an enumeration tree \(T\) is \(O(t(T)x^*(T))\) per iteration. Here \(x^*(T)\) is a parameter of \(T\) which is bounded by the following ways.

Let \(\mathcal{P}\) be the set of paths of \(T\) from the root to a leaf, and \(\alpha > 1\) be a constant number. \(x^*(T)\) is less than or equal to the maximum number of vertices in a path \(P \in \mathcal{P}\) satisfying \(T(x) > \frac{\alpha - 1}{\alpha} \sum_{u \in Ch(x)} T(u)\).

This is a result of \([4,5]\). From this, we can get the following lemma.

**Lemma 1.** If the enumeration tree satisfies the following conditions for a constant \(c\), then \(x^*(T) = O(\log_{c/(c-1)} t(x_0))\).

1. \(t(x) \geq t(y)\) for any child \(y\) of a vertex \(x\)
(2) If a vertex \( w \) satisfies \( t(w) < 4c^2 \), then \( |D(w)| \) is constant.

(3) If a vertex \( w \) satisfies \( t(w) \geq 4c^2 \), then \( Ch(w) \) can be split into two subsets \( Ch_1(w) \) and \( Ch_2(w) \) such that \( \sum_{u \in Ch_1(w)} t(u), \sum_{u \in Ch_2(w)} t(u) \geq (1/c)t(w) - c \) satisfies.

**Proof.** We set \( \alpha = 2c + 1 \). On vertex \( w \) satisfying \( t(w) > \frac{4c^2}{\alpha} \sum_{u \in Ch(w)} t(u) \),
\[
\frac{4c^2}{\alpha} t(w) > \sum_{u \in Ch_1(w)} t(u) + \sum_{u \in Ch_2(w)} t(u)
\]
holds. Hence, from the assumption (3), we have
\[
\sum_{u \in Ch_2(w)} t(u) \leq \frac{2c+1}{2c} t(w) - \sum_{u \in Ch_1(w)} t(u)
\]
\[
\leq \frac{2c+1}{2c} t(w) - \frac{2}{2c} t(w) + c
\]
\[
\leq \frac{2c-1}{2c} t(w) + \frac{4c-1}{4c} t(w)
\]
\[
= \frac{4c-1}{4c} t(w).
\]

Similarly, we have \( \sum_{u \in Ch_1(w)} t(u) \leq \frac{4c-1}{4c} t(w) \). Hence, we get \( t(u) \leq \frac{4c-1}{4c} t(w) \), for any child \( u \) of \( w \). From the assumption (2), there are at most constant number of vertices satisfying \( t(w) < 4c^2 \) on any path \( P \in \mathcal{P} \). Hence, \( P \) has at most \( \log_{4c/(4c-1)} t(x_0) + O(1) \) vertices \( x \) satisfying \( T(x) > \frac{\alpha-1}{\alpha} \sum_{u \in Ch(x)} T(u) \).

Therefore, \( x^*(T) = O(\log_{4c/(4c-1)} t(x_0)) \).

From this, we can improve the algorithm by decreasing \( \hat{t}(T) \) and bounding \( x^*(T) \) with the three conditions of the lemma. For this purpose, our approach “trimming and balancing” does these by adding two phases. The first phase “trimming phase” reduces the input, i.e., removes unnecessary parts from the inputs, to decrease \( t(x) \) so that the order of \( \hat{t}(T) \) is reduced. The second phase “balancing phase” balance the size of subproblems so that each subproblem \( y \) has not so small size after the trimming phase, to satisfy the conditions of the lemma. We describe the framework of trimming and balancing approach.

**Algorithm** `Enumeration_Init (X)`

**Step 1:** \( X := \) trimming phase \( (X) \)

**Step 2:** Call `Enumeration (X)`

**Algorithm** `Enumeration (X)`

**Step 1:** For \( i := 1 \) to \( \) (the number of subproblems)

**Step 2:** Generate the input \( X_i \) of subproblem \( i \) by balancing phase

**Step 3:** \( X_i := \) trimming phase to \( (X_i) \)

**Step 4:** Call `Enumeration (X_i)`

**Step 5:** End for
3 An Algorithm for Perfect Matchings

In this section, we explain the basic algorithm arising from Fukuda and Matsui’s algorithm[1]. In the next section, we improve this algorithm by “trimming and balancing” approach. For a given bipartite graph \( G = (V_1 \cup V_2, E) \), we denote the set of all the perfect matchings in \( G \) by \( \mathcal{M}(G) \). For an edge subset \( E' \), let \( G \setminus E' \) be the graph obtained by deleting all the edges of \( E' \) from \( G \). The algorithm utilizes the following properties to enumerate perfect matchings.

Property 1. Let \( E_1 \) and \( E_2 \) be edge sets such that \( E_1 \cup E_2 \) is the set of edges incident to a vertex \( v \), and \( E_1 \cap E_2 = \emptyset \). Then, \( \mathcal{M}(G \setminus E_1) \cap \mathcal{M}(G \setminus E_2) = \emptyset \) and \( \mathcal{M}(G \setminus E_1) \cup \mathcal{M}(G \setminus E_2) = \mathcal{M}(G) \).

Proof. A perfect matching \( M \) of \( G \) including an edge of \( E_1 \) is a perfect matching of \( G \setminus E_2 \) and vice versa. A perfect matching \( M \) of \( G \) including an edge of \( E_2 \) is a perfect matching of \( G \setminus E_1 \) and vice versa. \( M \) includes exactly one edge of \( E_1 \cup E_2 \), hence the statement holds. \( \square \)

By using this property, the enumeration problem can be partitioned into two subproblems of \( G \setminus E_1 \) and \( G \setminus E_2 \), if both \( G \setminus E_1 \) and \( G \setminus E_2 \) include a perfect matching, respectively. \( G \setminus E_i \) has a perfect matching if and only if \( \mathcal{M}(G \setminus E_1) \cap \mathcal{M}(G \setminus E_2) = \emptyset \). Hence, we find two distinct perfect matchings \( M \) and \( M' \), and set \( E_1 \) and \( E_2 \) so that \( E_1 \) includes an edge \( e \in M \setminus M' \) and \( E_2 \) includes an edge \( e \in M' \setminus M \).

A perfect matching \( M \) can be found in \( O(|V|^{1/2}|E|) \) time [2]. To find another perfect matching \( M' \), we use alternating cycles. For a perfect matching \( M \) and a cycle \( C \), if any two edges in \( C \setminus M \) are not adjacent, then we call \( C \) an alternating cycle. In an alternating cycle, edges of \( M \) and edges not in \( M \) appear alternatively. By exchanging edges along an alternating cycle, we can obtain a perfect matching different from \( M \). Alternating cycles satisfy the following condition [1].

Property 2. For a perfect matching \( M \), there exists another perfect matching \( M' \) if and only if there exists an alternating cycle. \( \square \)

To find alternating cycles, we utilize a directed graph \( DG(G, M) \) defined for a graph \( G \) and a matching \( M \). The vertex set of \( DG(G, M) \) is given by \( V \). The arc set of \( DG(G, M) \) is given by orienting edges of \( M \) from \( V_1 \) to \( V_2 \), and edges of \( E \setminus M \) in the opposite direction. For any directed cycle \( C \) in the graph \( DG(G, M) \), arcs of \( M \) and the other arcs appear alternatively in the cycle of \( G \) corresponding to \( C \). Hence, we can find an alternating cycle by finding a directed cycle of \( DG(G, M) \). For conciseness, we treat an edge \( (u, v) \) of \( G \) and an arc \( (u, v) \) of \( DG(G, M) \) as the same object, for example, arcs of \( DG(G, M) \) which are included in \( M \) means arcs of \( DG(G, M) \) corresponding to the edges of \( M \).

By using these properties, we can construct the following enumeration algorithm. We note that we do not need to find a perfect matching in each iteration since we give \( M \) or \( M' \) to subproblems when we generate recursive calls.
Fig. 1. An example of partitioning a problem: $E_1$ is composed of $e_1$ and $e_2$, and $E_2$ is composed of $e_3$ and $e_4$. $M'$ is obtained from $M$ with an alternating cycle (1,2,3,4)

**Algorithm**  
**Basic Algorithm** ($G$)  
Step 1: If ($G$ includes no perfect matching) then stop.  
Step 2: $M :=$ (a perfect matching of $G$)  
Step 3: Call **Basic Algorithm**Iter ($G, M$)

**Algorithm**  
**Basic Algorithm**Iter ($G, M$)  
Step 1: Construct $DG(G, M)$.  
Step 2: Find an alternating cycle $C$ by finding a directed cycle of $DG(G, M)$.  
Step 3: If (no directed cycle exists) then output $M$; stop  
Step 4: $M' :=$ the perfect matching obtained from $M$ and $C$  
Step 5: $e :=$ an edge in $M \setminus M'$; $v :=$ an endpoint of $e$  
Step 6: $E_1 := \{ e \}; E_2 := \{ \text{all the edges incident to } v \text{ except for } e \}$  
Step 7: Call **Basic Algorithm**Iter ($G \setminus E_2, M$)  
Step 8: Call **Basic Algorithm**Iter ($G \setminus E_1, M'$)

Let $x$ be a vertex of an enumeration tree of the basic algorithm, and $G_x = (V_x, E_x)$ and $M_x$ be the input graph and input matching of $x$, The time complexity of $x$ is $O(|E_x| + |V_x|)$, which is the computation time in Steps 1 through 8 except for the computation done in generated recursive calls in Steps 7 and 8. Since each leaf of an enumeration tree corresponds to an output, and each internal vertex of the tree has two children, the number of iterations is less than twice the number of outputs, which is $2N$. Hence, the time complexity of this basic algorithm is $O(|E||V|^{1/2} + (|E| + |V|)N)$.

### 4 Improving the Basic Algorithm

In this section, we improve the basic algorithm by adding a trimming phase and a balancing phase. The trimming phase is composed of two parts, removing edges included in no perfect matching or all perfect matchings, and replacing consecutive degree 2 vertices by an edge.
**Fig. 2.** An instance of $DG(G, M)$. Bold lines are edges of $M$. Arcs $a, b, c, d, e$ and $f$ are included in no directed cycle. $a, b, d$ and $e$ are included in no perfect matching, and $c$ and $f$ are included in all the perfect matchings.

To explain the first part, we prove a lemma. Let $\text{Trim}'(DG(G, M))$ be the graph obtained by removing the arcs included in no directed cycle, and $\text{Trim}'(G)$ be the undirected version of $\text{Trim}'(DG(G, M))$. We denote the edges of $M$ included in $\text{Trim}'(G)$ by $\text{Trim}'(M)$. Let $IS(G)$ be the graph obtained by removing all the isolated vertices of $G$.

**Lemma 2.** $\mathcal{M}(G) = \{M' \cup (M \setminus \text{Trim}'(M)) | M' \in \mathcal{M}(IS(\text{Trim}'(G)))\}$

**Proof.** An edge $e$ is included in no directed cycle of $DG(G, M)$ if and only if $e$ is included in all the perfect matchings, or no perfect matching. Hence, all the edges in $M \setminus \text{Trim}'(M)$ are included in any perfect matching of $G$. Since any edge of $\text{Trim}'(G)$ is incident to no edge of $M \setminus \text{Trim}'(M)$, $M' \cup (M \setminus \text{Trim}'(M))$ is included in $\mathcal{M}(G)$ for any $M' \in \mathcal{M}(IS(\text{Trim}'(G)))$. Moreover, for any $M \in \mathcal{M}(G)$, if a vertex $v$ is incident to no edge of $\text{Trim}'(M)$, then no edge of $\text{Trim}'(G)$ is incident to $v$. Hence, $\text{Trim}'(M)$ is a perfect matching of $IS(\text{Trim}'(G))$. Therefore, the lemma holds. □

Arcs included in no directed cycle can be detected by strongly connected component decomposition. Hence, we obtain $\text{Trim}'(G)$ in $O(|E| + |V|)$ time. Next we state the following lemma to explain the second part of the trimming algorithm.

**Lemma 3.** Suppose that two vertices $u$ and $v$ are incident to only edges $(w_1, u)$, $(u, v)$ and $(v, w_2)$, and $w_1 \neq w_2$. Let $G'$ be the graph obtained by removing $(w_1, u), (u, v)$ and $(v, w_2)$ from $G$, and adding $(w_1, w_2)$ to it. Then, $\mathcal{M}(G) = \{M \cup \{(u, v)\} | M \in \mathcal{M}(IS(G')) \cup \{(w_1, w_2)\} \cup \{(w_1, u), (v, w_2)\} | M \in \mathcal{M}(G') \} \cup \{(w_1, u), (v, w_2)\} \cup \{(w_1, w_2)\} \cup \{(w_1, u), (v, w_2)\} \in \mathcal{M}(IS(G'))$. Hence, the lemma holds. □

Let $\text{Trim}(DG(G, M))$ be the graph obtained by applying this operation to $\text{Trim}(DG(G, M))$ while $G$ includes a pair of vertices with degree 2 adjacent to each other, and removing isolated vertices. Let $\text{Trim}(G)$ be the undirected version of $\text{Trim}(DG(G, M))$. $\text{Trim}(G)$ is obtained in $O(|E| + |V|)$ time. We note that $\text{Trim}'(DG(G, M)) = DG(\text{Trim}'(G), M')$ and $\text{Trim}(DG(G, M)) =$
$DG(\text{Trim}(G), M')$ hold for some perfect matchings $M'$ of $\text{Trim}'(G)$ and $M''$ of $\text{Trim}(G)$.

In the trimming phase operated before beginning of an iteration $z$, we construct $\text{Trim}(G_z)$ and set $G_z$ to $\text{Trim}(G_z)$. After the trimming phase, we output all edges of $M_z \setminus \text{Trim}'(M_z)$, and the changes by the operation of Lemma 3. By this, when an iteration inputs an empty graph and output a perfect matching $M$, the all edges of $M$ are already outputted, hence we can construct $M$ by previous outputs. Thus, we output only a word “matching” when we have to output a perfect matching, since they are included in any perfect matching of the original $G$. At the end of the iteration $z$, we cancel the outputs generated in the above. By using this outputting method, we can reduce the computation time for the output as much as the other part of the iteration.

Here we describe the trimming algorithm, inputting $G, M$ and outputting $\text{Trim}(G)$.

**ALGORITHM TRIMMING-PERFECT-MATCHING** $(G, M)$

Step 1: $G := G \setminus \{ \text{edges corresponding to arcs included in no directed cycle of } DG(G, M) \}$

Step 2: If $(u$ and $v$ are incident to only edges $(w_1, u), (u, v)$ and $(v, w_2)$, and $w_1 \neq w_2)$
then $E := E \setminus \{(w_1, u), (u, v), (v, w_2)\}$ Go to Step 2

Step 3 Output $G$

In a trimming and balancing algorithm, we operate the trimming phase for the generated subproblem before generating a recursive call, hence we assume that the input graph $G$ in each iteration satisfies $G = \text{Trim}(G)$. This assumption gives a lemma. Let $cc(G)$ be the number of connected components of $G$, and $f(G)$ be $|E| - |V| + cc(G)$.

**Lemma 4.** $|M(G)| \geq f(G) \geq |E|/5$.

Proof. To prove the lemma, we estimate the lower bound of the number of directed cycles in $DG(G, M)$. For a strongly connected component $D_i = (V_i, E_i)$ of $DG(G, M)$, we set a graph $C = (V_C, E_C)$ to a directed cycle of $D_i$. The number of directed cycles in $C$ is $|E_C| - |V_C| + 1$. If $E_i \setminus E_C \neq \emptyset$, then the graph $(V_i, E_i \setminus E_C)$ contains a directed path $P = (V_p, E_p)$ whose endpoints are both included in $C$ and whose internal vertices and edges are not in $C$ since $D_i$ is strongly connected. $P$ satisfies $|E_p \setminus E_C| - |V_p \setminus V_C| = 1$. By adding $P$ to $C$, at least one directed cycle including $P$ is generated since $C$ is strongly connected. This addition does not make $C$ non-strongly connected. $|E_C| - |V_C| + 1$ increases only by this addition. Hence, when $E_C = E_i$ holds, we have that the number of directed cycles in $D_i$ is at least $|E_i| - |V_i| + 1$. Therefore, $DG(G, M)$ includes at least $\sum_{i=1}^{cc(Trim(G))}(|E_i| - |V_i| + 1) = |E| - |V| + cc(G) = f(G)$ directed cycles.

If $D_i$ is a directed cycle with length 2, then $|E_i| - |V_i| + 1 = 1 > 0.2|E_i|$. If $D_i$ is not a directed cycle with length 2, $D_i$ does not include consecutive vertices with degree 2. Hence, $|E_i| \geq 1.25|V_i|$ holds, and we have $|E_i| - |V_i| + 1 = 0.2|E_i|$. Therefore, $f(G) \geq 0.2|E_i|$. \qed
Fig. 3. An instance of $DG'$: dotted lines are arcs of $DG(G, M)$ not in $DG'$, and each dotted circle is $DG'_i$.

From this lemma, we can see that $G_x$ has at least $f(G_x)$ perfect matchings, thus $D(\bar{x}) \geq f(G_x)$. Since the trimming phase and the balancing phase explained in below takes only $O(|E_x|)$ time, we have $t(T) = O(1)$. Next we explain the balancing phase. In the balancing phase, we select edge sets $E_1$ and $E_2$ such that $f(\text{Trim}(G \setminus E_i)) \geq f(G)/4 - 2$.

If connected components $D_1, \ldots, D_k$ of $G$ are at least two, there exists $D_i$ satisfying $f(D_i) \leq f(G)/2$. Since $f(G) = \sum_{i=1}^{k} f(D_i)$, any subsets $E_1$ and $E_2$ of edges incident to a vertex of $D_i$ satisfies $f(\text{Trim}(G \setminus E_i)) \geq f(G)/4$.

In the case that $G$ is connected, we get $E_1$ and $E_2$ by partitioning edges incident to a vertex $r \in V_2$. If $f(\text{Trim}(G \setminus E_i)) \geq f(G)/4$ does not hold, then we re-select $E_1$ and $E_2$. Suppose that $f(\text{Trim}(G \setminus E_2)) < f(G)/4$. Let $M$ be a perfect matching of $G$ including an edge $e^* \in E_1$. In $DG(G, M)$, $r$ is the head of $e^*$ since $e^* \in M$. We denote the tail of $e^*$ by $r'$. To re-select, we construct a directed graph $DG'$ satisfying the following conditions.

Property 3. There exists a directed subgraph $DG'$ of $DG(G, M)$ satisfying:
(a) any directed cycle in $DG'$ includes $e^*$,
(b) any arc $e$ of $DG'$ is included in a directed cycle, and
(c) $f(DG') \geq 3f(G)/4$.

Proof. Let $D_i = (V_i, E_i)$ be each strongly connected component of $DG(G \setminus E_2, M)$, and $E'$ be the set of the edges not included in any $D_i$. We denote the set of vertices in $V_i$ which are heads of edges in $E'$ by $VH_i$, and those which are tails of edges $E'$ by $VT_i$. Since $DG(G, M)$ is strongly connected, $VH_i, VT_i \neq \emptyset$. Here we obtain $DG'_i$ by the following operations for each $i$.

(1) Choose a vertex $v \in VH_i$. Set $DG'_i = (V'_i, E'_i)$ to $(\{v\}, \emptyset)$
(2) If there exists a vertex \( u \in V_{T_i} \setminus V'_t \), then find a directed path \( P \) from a vertex of \( V'_t \) to \( u \) such that all internal vertices of \( P \) are not included in \( V'_t \), add \( P \) to \( D_{G'_t} \), and go to (2).

(3) If there exists a vertex \( u \in V_{H_i} \setminus V'_t \), then find a directed path \( P \) from \( u \) to a vertex of \( V'_t \) such that all internal vertices of \( P \) are not included in \( V'_t \), add \( P \) to \( D_{G'_t} \), and go to (3).

Here we set \( D_{G'} \) to \( (\bigcup V'_t, E' \cup \bigcup E'_i) \). Since any arc of \( E' \) is included in only directed cycles of \( D_{G}(G, M) \) including \( e' \), and \( (V_i, E_i) \) includes no directed cycle, we can see that any directed cycle of \( D_{G'} \) includes \( e' \), thus \( D_{G'} \) satisfies (a). Since any vertex \( v \) of \( D_{G'} \) is the tail of an arc of \( D_{G'} \), and is also the head of an arc of \( D'_{G'} \), we can see that \( D_{G'} \) includes directed paths from \( v \) to \( r \) and \( r \) to \( v \). Hence, \( D_{G'} \) satisfies (b).

Since removals of isolated vertices do not change the value of \( f \), we have \( f(H) = f(IS(H)) \) for any graph \( H \). Since \( f(G) = f(G') \) holds in Lemma 3, we have \( f(\text{Trim}'(H)) = f(\text{Trim}(H)) \) for any graph \( H \). Thus, from \( |E'_i| - |V| + cc((V_i, E'_i)) \geq 0 \) and \( cc((V, E' \cup \bigcup E'_i)) \geq \sum cc((V'_t, E'_i)) - cc(\text{Trim}(G \setminus E_2)) + 1 \), \( D_{G'} \) satisfies (c) from the following inequation.

\[
f(D_{G'}) = f((V, E' \cup \bigcup E'_i))
\geq |E'_i| - (f(\text{Trim}'(G \setminus E_2)) - (|E| - |E'_i|) + |V|) + 1
\geq |E'_i| - cc(\text{Trim}'(G \setminus E_2)) + 1
\geq f(G) - f(\text{Trim}'(G \setminus E_2))
\geq 3f(G)/4. \Box
\]

Let \( d'(v) \) be the out-going degree of \( v \) in \( D_{G'} \), which is the number of arcs of \( D_{G'} \) whose tails are \( v \). We note that \( f(D_{G'}) = cc(D_{G'}) + \sum_{v \in V'} (d(v) - 1) \) where \( V' \) is the vertex set of \( D_{G'} \). This holds for any directed graph. Let \( Q \) be a directed path from \( r \) to \( r' \) including a maximum out-going degree vertex \( w \) of \( D_{G'} \). Note that \( w \neq r' \) since \( d'(r') = 1 \). Let \( T \) be a directed spanning tree of \( D_{G'} \) including \( Q \) whose root is \( r \). For a vertex \( v \in T \), we recall that \( D(v) \) is the set of all the descendants of \( v \). We note that \( u \) is a descendant of \( v \). We also denote the set of all the arcs whose tails are \( v \) by \( L(v) \), and the set of all the arcs whose tails are in \( D(v) \) by \( L(D(v)) \). For an arc set \( F \subseteq L(v) \), we define \( D(F) = \{ v \} \cup \bigcup_{(v,v') \in F} D(v') \), and \( L(D(F)) = F \cup \bigcup_{(v,v') \in F} L(D(v')) \).

Let \( (L(D(v))) - D(v) \geq 3f(G)/4 \) holds. Since \( w \) is not a leaf of \( T \), any leaf \( v \) of \( T \) satisfies \( d'(v) \leq \sum_{v \in V'} (d(v) - 1) \), hence \( |L(D(v))) - D(v) \geq 3f(G)/4 \) holds. By using this, we re-construct \( E_1 \) and \( E_2 \) as follows.

(1) Find a vertex \( v^* \) such that \( |L(D(v^*))) - D(v^*)| \geq 2f(G)/4 \), and \( |L(D(u))) - D(u)| < 2f(G)/4 \) for any child \( u \) of \( v^* \).
(2) If an edge $e \in L(v^*)$ satisfies $L(D(E_2)) \geq f(G)/4$, then we set $E_2$ to $\{e\}$.
If not, we add an arc of $L(v)$ to $E_2$ iteratively until $|L(D(E_2))| - |D(E_2)| \geq f(G)/4$.

The obtained $E_2$ satisfies $|L(D(E_2))| - |D(E_2)| < 2f(G)/4$. Since $|L(D(L(v^*)))| - |D(L(v^*)))| \geq |L(D(v^*)))| - |D(v^*))|, E_2 \neq L(v^*)$. Let $E_1$ be the set of edges incident to $v^*$ and not included in $E_2$. Then, the following lemma holds.

**Lemma 5.** $E_1$ and $E_2$ satisfy $f(\text{Trim}(G \setminus E_1)) \geq f(G)/4 - 2$, $f(\text{Trim}(G \setminus E_2)) \geq f(G)/4 - 2$.

**Proof.** First, we show $f(\text{Trim}(G \setminus E_2)) \geq f(G)/4 - 2$. Let $e$ be an arc whose tail $v$ is in $V \setminus D(E_2)$, and $C$ be a directed cycle of $DG'$ including $e$. Suppose that $C$ includes an arc of $E_2$. Since $DG'$ includes only directed cycles including $e^*$, at most one arc of $E_2$ is included in $C$. We obtain a directed cycle including no arc of $E_2$ as follows.

(1) If a directed $r$-$v$ path in $C$ includes an arc of $E_2$, we replace the path of $C$ by the directed $r$-$v$ path of $T$.

(2) If a directed $v$-$r$ path of $C$ includes an arc of $C_1$, we replace the directed $v^*$-$r$ path of $C$ by a directed $v^*$-$r$ path including an arc of $E_1$. We note that the directed path exists since $L(v^*)$ includes at least one arc of $E_1$.

Therefore, $e$ is included in $\text{Trim}'(DG(G \setminus C_1, M))$. From this, the out-going degree of $v$ in $\text{Trim}'(DG(G \setminus E_2, M))$ is $d'(v)$. Similarly, the out-going degree
of \( v^* \) in \( \text{Trim}'(DG(G \setminus E_2, M)) \) is \(|E_1| - 1\). Thus,

\[
\begin{align*}
f(\text{Trim}(G \setminus E_2)) &= f(\text{Trim}'(DG(G \setminus E_2, M))) \\
&
\geq 1 + ((|E_1| - 1) + 1) + \sum_{v \in V \setminus (E_2)} (d'(v) - 1) \\
&= f(DG') - (|E_2| + \sum_{v \in (D_2 \setminus \{v^*\})} (d'(v) - 1)) \\
&\geq 3f(G)/4 - 2 - (|L(D(E_2))| - |D(E_2)|) \\
&\geq f(G)/4 - 2.
\end{align*}
\]

We next show that \( f(\text{Trim}'(DG(G \setminus E_1, M'))) \geq f(G)/4 - 2 \). Suppose that \( C \) is an alternating cycle respect to \( M \) including an edge of \( E_2 \) and \( M' \) is the perfect matching obtained by \( C \) from \( M \).

If an arc \( e \) of \( DG(G, M) \) satisfies the following two conditions, then \( G \setminus E_1 \) contains both perfect matchings including \( e \), and those not including \( e \), hence \( e \) is included in \( \text{Trim}'(DG(G \setminus E_1, M')) \).

1. There exists a directed cycle in \( DG(G, M) \) including \( e \) and an arc of \( E_2 \).
2. There exists a directed cycle in \( DG(G, M) \) including an arc of \( E_2 \) and not including \( e \).

Any arc \( e \) of \( L(D(E_2)) \) satisfies (1). If \( e \) is not included in \( C \), then \( e \) satisfies (2) from the existence of \( C \). Let \( B \) be the set of arcs of \( C \setminus L(D(v^*)) \) not included in \( \text{Trim}'(DG(G \setminus E_1, M')) \), and \( d''(v) \) be the out-going degree of \( v \) in \( \text{Trim}'(DG(G \setminus E_1, M')) \). For \( v \in D(E_2) \setminus \{v^*\} \), \( d''(v) = d'(v) - 1 \) if \( v \) is the tail of an arc of \( B \), and \( d''(v) = d'(v) \) otherwise. Similarly, we can see \( d''(v^*) \geq |E_2| - 1 \).

Since any arc of \( B \) is included in no directed cycle of \( \text{Trim}'(DG(G \setminus E_1, M')) \), each strongly connected component on which an arc of \( B \) has its tail is distinct. Hence, we have \( cc(\text{Trim}'(DG(G \setminus E_1, M'))) \geq |B| \). From these, we obtain

\[
\begin{align*}f(\text{Trim}(G \setminus E_1, M')) &= f(\text{Trim}'(DG(G \setminus E_1, M'))) \\
&\geq cc(\text{Trim}'(DG(G \setminus E_1, M'))) + \sum_{v \in D(E_2)} (d''(v) - 1) \\
&= cc(\text{Trim}'(DG(G \setminus E_1, M'))) + (|E_2| - 1) + \sum_{v \in (D_2 \setminus \{v^*\})} (d'(v) - 1) - |B| \\
&= cc(\text{Trim}'(DG(G \setminus E_1, M'))) + (|L(D(E_2))| - |B| - 1) - |D(E_2)| \\
&\geq |L(D(E_2))| - |D(E_2)| - 1 \\
&\geq f(G)/4 - 1. \Box
\end{align*}
\]

We describe the framework of our balancing phase as follows.
ALGORITHM BALANCING\_PERFECT\_MATCHING \( (G, M) \)

Step 1: \( r := (a \text{ vertex of strongly connected component with the minimum value of } f) \)

Step 2: \( E_1 := (\text{the set composed of an edge } e^* \text{ incident to } r) \)

Step 3: \( E_2 := (\text{the set of edges incident to } r \text{ except for } e^*) \)

Step 4: If \( (f(\text{Trim}(G \setminus E_1)) \leq f(G)/4) \text{ then} \)

Step 5: Construct \( DG' \)

Step 6: \( E_2 := (\text{a subset of } L(r) \text{ with } f(G)/4 \leq |L(D(E_2))| - |D(E_2)| \leq 2f(G)/4) \)

Step 7: \( E_1 := (\text{the set of edges incident to } r \text{ and not included in } E_2) \)

Step 8: End if

Step 9: Output \( E_1, E_2 \)

Adding this balancing algorithm, we describe our trimming and balancing algorithm.

ALGORITHM ENUM\_PERFECT\_MATCHINGS\_ITER \( (G, M) \)

Step 1: If \( G \) includes no edge, then output "matching" : return

Step 2: \( E_1, E_2 := \text{BALANCING\_PERFECT\_MATCHING } (G, M) \)

Step 3: \( C := \text{a directed cycle of } DG(G, M) \)

Step 4: \( M' := \text{the perfect matching obtained by } C \text{ from } M \)

Step 5: For \( i := 1 \text{ to } 2 \) do

Step 6: \( G := \text{TRIMMING\_PERFECT\_MATCHING } (G \setminus E_i, M) \)

Output all edges of \( M \) not included in \( G \)

Step 8: Call ENUM\_PERFECT\_MATCHINGS\_ITER \( (G, \text{Trim}(M)) \)

Step 9: Output "delete" and all edges of \( M \) not included in \( G \)

Step 10: Recover the original \( G \) by doing the reverse operation of Step 6

Step 11: End for

For this algorithm, \( t(x) = O(|E_x|) \) and \( |D(x)| \geq |E_z| - |V_z| + cc(G_z) \) for any iteration \( x \). Thus we have \( t(T) = O(1) \). Moreover, we obtain the following properties.

(1) For any child \( y \) of \( x \), \( t(x) \geq t(y) \).

(2) If \( t(x) \) is constant, then \( |D(x)| \) is constant since the size of \( G_z \) is constant.

(3) For any child \( y \) of \( x \), \( t(y) \geq t(x)/4 - 1 \) from the balancing phase.

Hence, from lemma 1, any enumeration tree \( T \) generated by this algorithm satisfies \( x^*(T) = O(\log |E|) = O(\log |V|) \). Therefore, we obtain the following theorem.

**Theorem 1.** Perfect matchings in a bipartite graph \( G = (V, E) \) can be enumerated in \( O(|E| |V|^{1/2}) \) preprocessing time and \( O(\log |V|) \) time per perfect matching.

We note that the memory complexity of the algorithm is \( O(|E| + |V|) \). The analysis of the memory complexity is same as [3].
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Abstract. Scheduling a batch processing system has been extensively studied in the last decade. A batch processing system is modelled as a machine that can process up to $b$ jobs simultaneously as a batch. The scheduling problem involves assigning all $n$ jobs to batches and determining the batch sequence in such a way that certain objective function of job completion times $C_i$ is minimized. In this paper, we address the scheduling problem under the on-line setting in the sense that we construct our schedule irrevocably as time proceeds and do not know of the existence of any job that may arrive later. Our objective is to minimize the total weighted completion time $\sum w_j C_j$. We provide a linear time on-line algorithm for the unrestrictive model (i.e., $b > n$) and show that the algorithm is $10/3$-competitive. For the restrictive model (i.e., $b < n$), we first consider the (off-line) problem of finding a maximum independent vertex set in an interval graph with cost constraint (MISCP), which is NP-hard. We give a dual fully polynomial time approximation scheme for MISCP, which leads us to a $(4+\epsilon)$-competitive on-line algorithm for any $\epsilon > 0$ for the original on-line scheduling problem. These two on-line algorithms are the first deterministic algorithms of constant performance guarantees.

1 Introduction

Scheduling a batch processing system has been extensively studied in the last decade. A batch processing system is modelled as a machine that can process up to $b$ jobs simultaneously as a batch. The processing time of a batch is the time required for processing the longest job in the batch. The scheduling problems
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involve assigning all n jobs to batches and determining the batch sequence in such a way that certain objective function of job completion times C_j is minimized.

There are two distinct models for the scheduling problems. In the restrictive model, the bound b for each batch size is effective, i.e., b < n. Problems of this model arise in the manufacture of integrated circuits [13]. The critical final stage in the production of circuits is the burn-in operation, in which chips are loaded onto boards which are then placed in an oven and exposed to high temperatures. Each chip has a prespecified minimum burn-in time and the burn-in oven has a limited capacity. In the unrestricted model, there is effectively no limit on the sizes of batches, i.e., b > n. Scheduling problems of this model arise, for instance, in situations where compositions need to be hardened in kilns and the kiln is sufficiently large that it does not restrict batch sizes [1].

Polynomial solvability and simple approximations have been studied in [11,12,14] for the objective of minimizing the makespan max C_j, in [13,15,1] for minimizing the number of tardy jobs, where a job j is said to be tardy if C_j > d_j, the given due date for job j, or minimizing the maximum lateness max(C_j - d_j). For minimizing total completion time \( \sum C_j \), a branch-and-bound algorithm as well as dynamic programming algorithms for the special case of a fixed number of different job processing times are developed in [3,4,10] under the assumption that all job release times are the same. These procedures are only effective for small problem instances.

Let us concentrate on problems of the objective function \( \sum_j C_j \). This objective, which is equivalent to minimizing the average time spent in the system by a job, increases throughput and reduces work-in-process inventories. As pointed out in [10], this is especially important in the scheduling of burn-in operations, which are often a bottleneck in the final stage of semiconductor production due to their long processing items relative to the other testing operations. Even if all release times are equal, the problem of restrictive model is claimed by Brucker et al. [1] to be undoubtedly the most vexing problem among all those with different objective functions. They give an \( O(n^{b_d-1}) \) time dynamic programming algorithm for fixed \( b \geq 1 \). Note that if \( b = 1 \) then it is a classical scheduling problem and is solvable by a simple listing procedure in \( O(n \log n) \) time. For variable \( b \), although the problem complexity is still open, Hochbaum & Landy [10] nevertheless provide a 2-approximation algorithm, where a \( \rho \)-approximation algorithm (\( \rho \geq 1 \)) is a polynomial algorithm that always delivers a schedule of objective value guaranteed to be no more \( \rho \) times optimal value. This approximation result is improved recently in [5] to a polynomial time approximation scheme (PTAS), i.e., a family of \( (1 + \epsilon) \)-approximation algorithms for any \( \epsilon > 0 \).

If each job j is associate with a weight \( w_j \) and a more general objective—the total weighted completion time \( \sum w_j C_j \) is considered, then a \( O(n \log n) \) time algorithm is given in [1] for the unrestricted model (\( b \geq n \)) still with the assumption that all jobs are released at the same time. For general release times, it is proved very recently in [7] that the problem of unrestricted model is NP-hard, and a PTAS is given in [6] if all weights are equal.
In this paper, we consider the scheduling problems of both models with general release times and with general objective function $\sum w_j C_j$. Still further we address the problems under the on-line setting in the sense that we construct our schedule irrevocably as time proceeds and do not know of the existence of any job that may arrive later. Similar to the notion of $\rho$-approximation algorithms, an on-line (polynomial) algorithm is said to be $\rho$-competitive if it always delivers a schedule of objective value guaranteed to be no more $\rho$ times (off-line) optimal value.

Because of lack of information, it is normally no longer possible to have an on-line algorithm that guarantees to deliver an optimal solution. In fact, even all the weights are equal, no on-line algorithm exists that is better than 2-competitive [16]. For the unrestricted model, we provide a linear time on-line algorithm and show that the algorithm is 10/3-competitive. For the restrictive model, we first consider the (off-line) problem of finding a maximum independent vertex set in an interval graph with cost constraint (MISCP), which is NP-hard. We give a dual fully PTAS for MISCP (see Section 4 for definition), which leads us to a $\epsilon$-competitive algorithm for any $\epsilon > 0$. These two on-line algorithms are the first (deterministic) algorithms of constant performance guarantees. We note that, using the randomized greedy framework described in [2], one can conceivably obtain a 2.89-competitive (in expectation) and $(2.89 + \epsilon)$-competitive (in expectation) on-line algorithms, respectively, for the unrestricted and restrictive models.

The remainder of this paper is organized as follows. In Section 2 we outline a general framework of on-line scheduling for minimizing total weighted completion time of Hall et al. [8], which we will use later. We investigate both restrictive and unrestricted models respectively in Sections 3 and 4.

2 Preliminaries

Let jobs $1, 2, \ldots, n$ be released on-line at times $r_1 \leq r_2 \leq \cdots \leq r_n$, where job $j$ has a processing time $p_j > 0$ and a weight $w_j > 0$. Denote by $C_j$ the completion time of job $j$, which is the completion time of the batch job $j$ is assigned to. Our task is to construct an on-line schedule such that the total weighted completion time $\sum_{j=1}^n w_j C_j$ is minimized.

The two on-line algorithms that we are to present are motivated by a general on-line framework of Hall et al. [8], which is called Greedy-Interval and, for any $\rho > 1$, uses as a subroutine a dual $\rho$-approximation off-line algorithm for the following problem to obtain a $4\rho$-competitive on-line algorithm:

\textbf{The Maximum Scheduled Weight Problem (MSWP):} Given a certain scheduling environment, which is a single batch processing machine here, and a deadline $D$, a set of jobs available at time $0$, and a weight for each job, construct a feasible schedule that maximizes the total weight of jobs completed by time $D$.

A dual $\rho$-approximation algorithm for MSWP is a polynomial algorithm that always delivers a schedule of length at most $\rho D$ and whose total weight is at least the optimal weight for the deadline $D$. 
On-Line Scheduling a Batch Processing System 383

Partition the time horizon of possible completion times at geometrically increasing points. Let $\tau_i = 2^i$, $i = 0, 1, \ldots$, be points in the time horizon. Greedy-Interval constructs the schedule interactively. At iteration $i = 1, 2, \ldots$, we wait until time $\tau_{i-1}$, and then focus on the set of jobs that have been released by this time but not yet scheduled. These jobs are scheduled to run from time $\rho_{\tau_{i-1}}$ to $\rho_{\tau_i}$ by invoking the dual $\rho$-approximation (off-line) algorithm with deadline $D = \rho_{\tau_{i-1}}$. According to [8], we have the following.

**Lemma 1.** Any dual $\rho$-approximation off-line algorithm for MSWP is efficiently converted in the aforementioned way by Greedy-Interval into a $4\rho$-competitive on-line algorithm for minimizing the total weighted completion time.

3 An Algorithm for the Unrestrictive Model

Recall that in the unrestrictive model, the upper bound $b$ on the sizes of batches is no smaller than the total number of jobs to be scheduled: $b \geq n$. It is evident in this situation that MSWP can be solved to optimality by simply putting into a single batch all those jobs that have a processing time no more than $D$. Thus a 4-competitive on-line algorithm follows directly from Lemma 1. In this section, we are to have a better on-line algorithm, which is 10/3-competitive.

3.1 Algorithm DelaySep

Let $T_i = [\tau_{i-1}, \tau_i)$ ($i = 1, 2, \ldots$) be mutually disjoint time intervals. Denote $\alpha = 5/6$ and $\beta = 3/5$. For any $i \geq 1$, define

$S_i = \{j : r_j + p_j \in T_i\},$

$A_i = \{j \in S_i : p_j \leq \beta \tau_i\},$

$B_i = S_i \setminus A_i.$

Algorithm DelaySep works as follows. Initially set $B'_i := \emptyset$ for all $i \geq 1$. For $i = 1, 2, \ldots$, do the following at time point $\tau_i$ until all jobs have been scheduled:

Let $w(A_i) = \theta_i w(S_i)$ for some $0 \leq \theta_i \leq 1$, where $w(S) = \sum_{j \in S} w_j$ for any set $S$ of jobs. If $\theta_i \leq \alpha$, then put all jobs of $A_i$, together with jobs of set $B'_i$, in a single batch and schedule them in interval $T_{i+1}$. Otherwise, on the one hand, put all jobs of $A_i$, together with jobs of set $B'_i$, in a batch and schedule them in $T_{i+1}$. On the other hand, set $B'_{i+1} := B_i$.

Note that, at each time point $\tau_i$ ($i \geq 1$), algorithm DelaySep schedules jobs of set $S_i$ into interval $T_{i+1}$ or intervals $T_{i+1} \cup T_{i+2}$, depending on the total weight proportion of jobs of $A_i$. If this proportion is small, then all jobs of $S_i$ are put in a single batch and scheduled in interval $T_{i+1}$. Otherwise, jobs of $A_i$ and $B_i$ are put in two separate batches and scheduled in $T_{i+1}$ and $T_{i+2}$, respectively. Apparently, the algorithm runs on-line. Two basic observations underpin the design of the algorithm. First, the later a job can be completed, the less need for it to be very finely scheduled. Second, a schedule will not be good if a set of small jobs is put in the same batch with a set of large jobs that amount only to a small proportion of the combined total weight.
3.2 Analysis of the Algorithm

For any job \( j \), recall that \( C_j \) denotes the completion times of job \( j \) in the heuristic schedule and \( p_j > 0, w_j > 0 \). Let \( \hat{C}_j \) denote the completion time of job \( j \) in an optimal off-line schedule. Without loss of generality, we assume that \( r_j + p_j > 1 \) for all job \( j \), which can be achieved by normalizing the time scale with respect to \( t = \min\{\min_{r_j=0} p_j, \min_{r_j>0} r_j\} \). We will show that for each \( i \geq 1 \),

\[
\sum_{j \in S_i} w_j C_j \leq \frac{10}{3} \sum_{j \in S_i} w_j \hat{C}_j, \tag{1}
\]

which yields the following theorem.

**Theorem 1.** Algorithm DelaySep is 10/3-competitive.

In the rest of this section, we assume without loss of generality that \( S_i \neq \emptyset \).

We start with establishing a lower bound for any optimal schedule.

**Lemma 2.** For any \( i \geq 1 \), the following lower bound holds:

\[
\sum_{j \in S_i} w_j \hat{C}_j \geq \left( \min\{1 - 2\beta \theta_i, 0\} + 2\beta \right) \tau_{i-1} w(S_i).
\]

**Proof.** Fix any optimal schedule. Jobs of \( S_i \) are processed in one or more batches, possibly with other jobs. Consider the first, \( S'_i \), of these batches. There are three possibilities: (a) \( S'_i \cap S_i \subset A_i \), (b) \( S'_i \cap S_i \subset B_i \), (c) Neither (a) nor (b). According to the definitions of \( S_i, A_i \), and \( B_i \), we can easily see that the following quantities are lower bounds on \( \sum_{j \in S_i} w_j \hat{C}_j \) for the three corresponding cases: (a) \( \tau_{i-1} w(A_i) + (\tau_{i-1} + \beta \tau_i) w(B_i) \), (b) \( \beta \tau_i w(B_i) + \beta \tau_i w(A_i) \), (c) \( \beta \tau_i w(S_i) \). Therefore, we are led directly to the claimed lower bound.

To compare \( \sum_{j \in S_i} w_j C_j \) with \( \sum_{j \in S_i} w_j \hat{C}_j \), we consider two cases according to the description of the algorithm.

Case 1. \( \theta_i \leq \alpha \). In this case, we have \( C_j \leq \tau_{i+1} \) for any \( j \in S_i \). Therefore, Lemma 2 leads to

\[
\sum_{j \in S_i} w_j \hat{C}_j \geq \beta \tau_i w(S_i) = \frac{\beta}{2} \tau_{i+1} w(S_i) \geq \frac{3}{10} \sum_{j \in S_i} w_j C_j.
\]

Case 2. \( \theta_i > \alpha \). Then \( A_i \neq \emptyset \). Let \( \beta_i = \max_{j \in A_i \cup B_i} \{p_j/\tau_j\} \). Since \( p_j \leq \tau_{i-1} \) for any \( j \in B_i \), we have \( 0 < \beta_i \leq \beta \). Let \( \lambda_i = \frac{\sum_{j \in A_i} w_j C_j}{\sum_{j \in S_i} w_j C_j} \). Note that

\[
C_j = (1 + \beta_i) \tau_i \text{ if } j \in A_i, \text{ and } C_j \leq \tau_{i+2} \text{ if } j \in B_i.
\]

Hence

\[
\lambda_i \sum_{j \in A_i} w_j C_j = \sum_{j \in A_i} w_j C_j = (1 + \beta_i) \tau_i w(A_i) = (1 + \beta_i) \tau_i \theta_i w(S_i) > 0,
\]

\[
(1 - \lambda_i) \sum_{j \in B_i} w_j C_j = \sum_{j \in B_i} w_j C_j \leq \tau_{i+2} w(B_i) = \tau_{i+2}(1 - \theta_i) w(S_i).
\]
Thus,
\[
\frac{1 - \lambda_i}{\lambda_i} \leq \frac{4}{1 + \beta_i} \frac{1 - \theta_i}{\theta_i} < \frac{4}{1 + \beta_i} \frac{1 - \alpha}{\alpha} = \frac{4(2\beta - 1)}{1 + \beta_i},
\]
or \( \lambda_i \geq (1 + \beta_i)/(8\beta + \beta_i - 3) \), which, together with Lemma 2, (2) and the fact that \( \frac{1}{2(1 + \beta_i)} \geq \frac{1}{2(1 + \beta)} > \frac{1 + 2\beta}{8} \), implies
\[
\sum_{j \in S_i} w_j C_j^* \geq \tau_{i-1} w(A_i) + (\tau_{i-1} + \beta \tau_i) w(B_i)
\]
\[
\geq \frac{1}{2(1 + \beta_i)} \lambda_i + \frac{1 + 2\beta}{8} (1 - \lambda_i) \sum_{j \in S_i} w_j C_j
\]
\[
\geq \frac{1}{2(8\beta + \beta_i - 3)} \sum_{j \in S_i} w_j C_j
\]
\[
\geq \frac{4\beta^2}{2(9\beta - 3)} \sum_{j \in S_i} w_j C_j = \frac{3}{10} \sum_{j \in S_i} w_j C_j.
\]
Therefore, inequality (1) and hence Theorem 1 follow.

Note that the bound in (1) is tight. To see this, consider the following instance of three jobs, all of which are released at time 0. The processing times and weights are \( (0 < \epsilon < \frac{1}{2})$: (a) \( p_1 = 1, \ p_2 = 2\beta \) and \( p_3 = 2 - \epsilon \); (b) \( w_1 = \alpha, \ w_2 = 1 - \alpha \) and \( w_3 = \epsilon \). It is evident that \( S_1 = \{1, 2, 3\}, \ A_1 = \{1, 2\} \) and \( B_1 = \{3\} \), and \( \theta_1 = \alpha/(1 + \epsilon) < \alpha \). Hence algorithm DelaySep puts all three jobs in one batch and processes them during time 2 to 4 - \( \epsilon \), which yields that \( \sum_{j \in S_i} w_j C_j = (1 + \epsilon)(4 - \epsilon) \). However, a better schedule is that jobs 1 and 2 are processed together during time 0 and 2\beta and job 3 is processed immediately afterwards, which implies that \( \sum_{j \in S_i} w_j C_j^* < 2\beta + (2\beta + 2 - \epsilon)\epsilon \). The performance ratio approaches \( \frac{3}{10} \) as \( \epsilon \) goes to zero.

4 The Restrictive Model: Approximating MSWP

In this section we consider the other model in which \( b < n \). We will first derive for MSWP a dual fully polynomial time approximation scheme (FPTAS), i.e., a dual \( (1 + \epsilon) \)-approximation algorithm that runs in time also polynomial to \( 1/\epsilon \) for any \( \epsilon > 0 \). The dual FPTAS, together with the on-line framework of Section 2, will then result in a \( (4 + \epsilon) \)-competitive on-line algorithm for our original scheduling problem. We first reduce our problem to one of interval graphs. For simplicity, we assume that all job processing times are different. Otherwise, we may apply the standard perturbation method as follows: Scale processing times and deadline \( D \) so that they are all integers. Then, for some \( \delta < 1/2 \), we change the length \( p_i \) to \( p_i + \delta \), \( i = 1, 2, \ldots, n \), and the deadline \( D \) to \( D + \delta/(1 - \delta) \).

4.1 Reduction to a Graph Problem

For any schedule \( \pi \), in which batches \( B_1, \ldots, B_m \) are processed consecutively in that order, we denote it by \( \pi = (B_1, \ldots, B_m) \). Let \( l(B_i) \) and \( u(B_i) \) be the
minimum and maximum indices, respectively, of jobs in batch $B_i$. Our reduction starts with the following two basic properties of any optimal solution for MSWP.

**Lemma 3.** If the processing times of jobs satisfy $p_1 < p_2 < \cdots < p_n$. Then any optimal schedule $\pi = (B_1, \ldots, B_m)$ satisfies the following properties:

1. For any pair of batches $B_i$ and $B_k$ in $\pi$, if $i < k$, then every job in $B_i$ has a processing time less than that of any job in $B_k$.
2. Existence of any job $j$ ($l(B_i) < j < u(B_i)$) in schedule $\pi$ implies that its weight $w_j$ is no more than that of any job in batch $B_i$.

**Proof.** To the contrary of the first property, assume that some job in $B_i$ has a larger processing time than another job in $B_k$ ($i < k$). Then we have $p_i > p_k$, where $j = u(B_i)$ and $j' = l(B_k)$. Hence $j > j'$. Consider a new schedule $\pi' = (B'_1, \ldots, B'_m)$, where $B'_t = B_t$ for any $t \neq i, k$. If $j > u(B_k)$, then $B'_k = B_k$ and $B'_i = B_i$, i.e., $\pi'$ is the same as $\pi$ except that the positions of batches $B_i$ and $B_k$ are swapped. If $j < j < u(B_i)$, then $B'_i = (B_i \cup \{j'} \setminus \{j\}$) and $B'_k = (B_k \cup \{j\} \setminus \{j'\}$, i.e., $\pi'$ is the same as $\pi$ except that jobs $j$ and $j'$ are swapped with respect to the batches they are originally assigned to. We observe that jobs in each of batches $B'_1, \ldots, B'_{k-1}$ (in the first case $j > u(B_k)$) or of batches $B'_1, \ldots, B'_m$ (in the second case $j' < j < u(B_k)$) finish earlier than in $\pi$, while all the other jobs in $\pi'$ finish at the same time as in $\pi$. Since each job has a positive weight, we obtain a better schedule than $\pi$, which contradicts its optimality. Therefore, property 1 holds.

To see that property 2 holds, suppose $w_j > w_{j'}$ for some job $j' \in B_i$. Then replacing job $j'$ by job $j$ in schedule $\pi$ would result in a better schedule.

Property 1 is equivalent to $[l(B_i), u(B_i)] \cap [l(B_k), u(B_k)] = \emptyset$ for any pair of batches $B_i$ and $B_k$. This allows us to establish a correspondence between a feasible schedule and an interval graph. For every subset $B$ of jobs with $|B| \leq b$, create an interval $I_B = [l(B), u(B)]$ with its weight defined as the sum of weights of jobs in $B$ and its cost defined as the maximum processing time of jobs in $B$. An independent vertex set of the interval graph corresponds to a feasible schedule that satisfies property 1 of Lemma 3, and vice versa. Therefore, MSWP becomes the problem of finding a maximum-weight independent vertex set with total cost no more than $D$. However, this interval graph has a vertex set of size $O(n^2)$, not a polynomial when $b$ is part of the input. Property 2 of Lemma 3 allows us to overcome this difficulty by restricting our attention to a polynomial number of candidate intervals. For any fixed indices $a$ and $b$, $1 \leq a \leq b \leq n$, a candidate batch $B$ in an optimal schedule with $l(B) = a$ and $u(B) = b$ will contain up to $b$ jobs of maximum weights among all jobs of indices between $a$ and $b$. Since the total number of such candidate batches is $O(n^2)$, the interval graph we have constructed is polynomial in the input size of the original problem.

### 4.2 A Dynamic Programming Solution

As we have seen, MSWP can be polynomially reduced to the following problem of finding a maximum independent vertex set in an interval graph with cost
constraint (MISCP): Given a positive integer $D$ and $m$ nonempty closed intervals $I_1, I_2, \ldots, I_m$ on the real line such that each interval $I_k$ is associated with a weight $\omega_k > 0$ and an integral cost $c_k > 0$, find a set $\mathcal{F}$ of pairwise disjoint intervals of $I_1, I_2, \ldots, I_m$ such that $\sum_{k \in \mathcal{F}} c_k < D$ and that $\sum_{k \in \mathcal{F}} \omega_k$ is maximized. Note that MISCP is NP-hard, since it becomes the well-known knapsack problem when $I_1, I_2, \ldots, I_m$ are pairwise disjoint. By adding two dummy intervals of zero weight and cost, we can reduce MISCP to the problem of finding the longest path between two fixed nodes in a directed acyclic graph and hence an FPTAS exists for MISCP [9]. However, since we are interested in a dual FPTAS here, it is more efficient to provide a direct approach by first deriving a suitable pseudo-polynomial algorithm for solving MISCP to optimality.

Let interval $I_k = [a_k, b_k]$ for all $k = 1, \ldots, m$. Reindex these intervals, if necessary, so that whenever $i < k$ we have $a_i < a_k$ or $a_i = a_k$ and $b_i < b_k$. For convenience, write $\{t_1, \ldots, t_m\} = \{a_1, \ldots, a_m\} \cup \{b_1, \ldots, b_m\}$, where $t_1 < \cdots < t_m$. Clearly $m' \leq 2m$. Denote by $\mathcal{F}_i$ any set of pairwise disjoint intervals of $\{I_1, I_2, \ldots, I_i\}$. For each integral triple $(i, j, d)$ with $1 \leq i \leq m$, $1 \leq j \leq m'$, and $0 \leq d \leq D$, define

$$W(i, j, d) = \max_{\mathcal{F}_i} \sum_{k \in \mathcal{F}_i} \omega_k,$$

where $\mathcal{F}_i$ is subject to the following conditions:

$$\sum_{k \in \mathcal{F}_i} c_k \leq d, \quad \text{and} \quad \max_{k \in \mathcal{F}_i} b_k \leq t_j.$$

It is evident that an optimal solution to MISCP is such a set $\mathcal{F}_n$ that achieves the maximum in equation (3) for $W(n, m', D)$. Note that $W(i + 1, j, d) \geq W(i, j, d)$. It is easy to see that for any $j$ and $d$, $1 \leq j \leq m'$, $0 \leq d \leq D$, we have

$$W(1, j, d) = \begin{cases} 0 & \text{if } t_j \leq b_1 \text{ or } d < c_1 \\ \omega_1 & \text{otherwise.} \end{cases}$$

To derive the recurrence relation for $W(i + 1, j, d)$, note that if $t_j \leq b_{i+1}$, then it follows instantly from definition that $W(i + 1, j, d) = W(i, j, d)$. Suppose that $t_j \geq b_{i+1}$. Let $\mathcal{F}_{i+1}$ be a set of pairwise disjoint intervals in $\{I_1, I_2, \ldots, I_{i+1}\}$ such that it achieves the maximum in (3) for $W(i + 1, j, d)$. If $I_{i+1} \not\in \mathcal{F}_{i+1}$ then $W(i + 1, j, d) = W(i, j, d)$. Assume $I_{i+1} \in \mathcal{F}_{i+1}$. Then $d \geq c_{i+1}$ and each interval $I_k$ in $\mathcal{F}_{i+1} \setminus \{I_{i+1}\}$ satisfies $b_k < a_{i+1}$ according to the indexing of the intervals and the definition of $\mathcal{F}_{i+1}$. Hence $W(i + 1, j, d) = W(i, s, d - c_{i+1}) + \omega_{i+1}$, where $s$ satisfies $t_{s+1} = a_{i+1}$. Summarizing, we obtain the following recurrence relation:

$$W(i + 1, j, d) = \begin{cases} W(i, j, d) & \text{if } t_j < b_{i+1} \text{ or } d < c_{i+1} \\ W' & \text{otherwise,} \end{cases}$$

where $W' = \max\{W(i, j, d), W(i, s, d - c_{i+1}) + \omega_{i+1}\}$ and $s$ satisfies $t_{s+1} = a_{i+1}$.

It is easy to see that the time complexity of the above dynamic programming algorithm is $O(mm'D) = O(m^2 D)$. 
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4.3 An Approximation Scheme

With the pseudo-polynomial algorithm in the previous subsection, it is straightforward to construct a dual FPTAS for MISCP and hence for MSWP by applying the following rounding and scaling techniques.

**Theorem 2.** For any constant \( \epsilon > 0 \), a dual \((1 + \epsilon)\)-approximate solution to MISCP can be found in \( O(m^3/\epsilon) \) time.

**Proof.** For any given \( \epsilon \), we round down \( \{c_k\} \) and \( D \) to their nearest multiples of \( \delta = \epsilon D / m \). More precisely, let \( \tilde{c}_k = \lfloor c_k / \delta \rfloor \) and \( \tilde{\omega}_k = \omega_k \) for all \( k \) and let \( \tilde{D} = \lfloor D / \delta \rfloor \). Now apply the dynamic programming procedure in Section 4.2 to MISCP with the new data, we obtain an optimal solution \( \tilde{T} \) in time \( O(m^3 \tilde{D}) = O(m^3 / \epsilon) \). We assert that \( \tilde{T} \) is a dual \((1 + \epsilon)\)-approximation solution to the original MISCP. To see this, let \( T \) be an optimal solution to the original MISCP. Then \( T \) is a feasible solution to the rounded MISCP, since

\[
\delta \sum_{I_k \in \tilde{T}} \tilde{c}_k \leq \sum_{I_k \in T} c_k \leq D,
\]

which implies that \( \sum_{I_k \in \tilde{T}} c_k \) as an integer is no more than \( \tilde{D} \). Then the optimality of \( \tilde{T} \) for the rounded MISCP implies that \( \sum_{I_k \in \tilde{T}} \omega_k \geq \sum_{I_k \in T} \omega_k \). On the other hand, we have

\[
\sum_{I_k \in \tilde{T}} c_k \leq \sum_{I_k \in \tilde{T}} \delta(c_k + 1) \leq \delta \sum_{I_k \in \tilde{T}} \tilde{c}_k + m\delta \\
\leq \delta \tilde{D} + m\delta \leq D + \epsilon D = (1 + \epsilon)D.
\]

Therefore, \( \tilde{T} \) is a dual \((1 + \epsilon)\)-approximation solution.

From Theorem 2 and the fact that MSWP can be polynomially reduced to MISCP, we conclude that there is a dual FPTAS for MSWP, which in turn implies with Lemma 1 that the dynamic programming procedure in Section 4.2 together with on-line framework Greedy-Interval yields a \((4 + \epsilon)\)-approximation algorithm for scheduling a batch processing system of restrictive model.
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Abstract. We consider a problem faced by train companies: How can trains be assigned to satisfy scheduled routes in a cost efficient way? Currently, many railway companies create solutions by hand, a time-consuming task which is too slow for interaction with the schedule creators. Further, it is difficult to measure how efficient the manual solutions are. We consider several variants of the problem. For some, we give efficient methods to solve them optimally, while for others, we prove hardness results and propose approximation algorithms.

1 Introduction

We consider the problem of assigning trains to the routes of a railway network so as to implement a given schedule and to minimize the associated cost, subject to various constraints. This problem is sometimes called train assignment, train rostering, vehicle scheduling or rolling stock rostering, and currently, it is commonly done by hand. For instance, to modify train schedules from one year to

* Work partially supported by the Swiss Federal Office for Education and Science under the Human Potential Programme of the European Union under contract no. HPRN-CT-1999-00104 (AMORE).
the next within Switzerland, the Swiss Federal Railways SBB uses several man years of labor.

With today’s powerful computers, the train assignment problem should lend itself nicely to automatic solutions. It has the additional benefit that it can take effect immediately; no customer acceptance of a new schedule is needed. Furthermore, a useful system need not be perfect: any tool that proposes an initial assignment and gives an interactive indication of how easy or difficult it is to make modifications will be useful. The final schedules and train assignments may still require human expertise.

We explore how different constraints change the problem from versions with efficient, optimal solutions, to versions which are APX-hard. Among the constraints we consider, we focus on scheduling the maintenance of trains and on allowing or disallowing movements of empty, non-scheduled trains (deadheading). For the APX-hard problem versions, we propose approximation algorithms.

1.1 The Basic Model

As input, we are given a set of train routes: each train route is specified by a departure time/station and an arrival time/station. The routes are periodic, and for the purpose of this paper, we will assume a daily period: each route in the input runs every day. Naturally, our results do not depend on the interpretation of the periods, and hence they also apply to other time frames, such as weekly schedules. The goal is to assign trains to perform the routes in a cost effective way, subject to constraints.

In Figure 1.a, we show a graphical representation of a two-routes two-stations instance: the $x$-axis represents the time and the $y$-axis represents the stations; an edge between two points represents a route. For this example, one train is sufficient to cover both routes. A train $t$ first begins at station A and travels from A to B to cover the first route. Once $t$ arrives in B, it can wait and then cover the second route. At this point, the train is back at station A and is ready for covering the route from A to B of the next day. So, the train repeats the same cycle every day.
The reason one train can cover both the routes is that the arrival time of the first route precedes the departure time of the second one. Something different happens in the example of Figure 1.b: train \( t \) arrives at \( B \) too late to perform the second route. So, we need another train \( t' \) at station \( B \) at the beginning of the day. On the other hand, at the end of the day \( t \) is at station \( A \) and it can be used the next day for the second route. Similarly, \( t' \) is now at \( A \) and it can be used for the first route on the second day. Hence, both trains come back to their original position (i.e. at the same station at the same time) after two days.

In both examples, we can represent the train assignment as a cycle followed by the train(s): connect every arrival of one route with the departure of the other one (these edges represent waits within a station). If the arrival endpoint precedes the departure we have a wait within the same day; otherwise the edge represents an 

\[ \text{overnight wait}. \]

Then, the length of a cycle, measured in days, is defined as the sum of the waiting times between consecutive routes and the traveling times of all routes on the cycle (notice that every cycle takes at least one day). In general, it is possible to have cycles of several days and several routes (see the example in Figure 2).

There is a precise relationship between the cycle length and the number of trains: if a cycle takes \( k \) days, then \( k \) different trains are needed to serve the routes in that cycle within the same day. We can therefore define the following optimization problem:

**Basic Rolling Stock Rostering (RSR)**

**Instance:** A set of stations \( S = \{s_1, s_2, \ldots, s_m\} \), and daily train routes, \( R = \{r_1, r_2, \ldots, r_n\} \). Each route \( r_i \) consists of a departure event \( (d_{sr_i}, d_{tr_i}) \) and an arrival event \( (a_{sr_i}, a_{tr_i}) \), where \( d_{sr_i} \) and \( a_{sr_i} \) represent departure and arrival stations of route \( r_i \), and \( d_{tr_i} \) and \( a_{tr_i} \) represent departure and arrival times.

**Solution:** A collection of ordered sets of routes. Each ordered set represents a cycle to be followed by at least one train: a route \( r_i \) precedes a route \( r_j \) if \( r_i \) and \( r_j \) are serviced consecutively by the same train; this is possible only if \( a_{sr_i} = d_{sr_j} \).

Each route must occur in exactly\(^1\) one of the ordered sets. We also call these sets cycles.

**Cost:** The number of trains needed, that is, the sum over all the cycles of the length (in number of days) of each cycle.

Note that an instance of RSR has a solution if and only if the number of arrival events equals the number of departure events at each station.

### 1.2 Model Variations and Assumptions

In addition to the basic model, we consider variants in which empty movements (deadheading) and/or maintenance are allowed or needed:

**Empty movements allowed.** For every pair of stations, we are given in the input the time for an empty, unscheduled train movement, from one station to the other one. The cycles may contain some of these empty movements.

---

\(^1\) This imposes some restrictions on which kind of solutions we allow. In Section 2 we discuss this issue in detail.
Fig. 2. A cycle of four days

Fig. 3. An instance with empty movements and maintenance stations

**Maintenance required.** In the input, a (nonempty) subset of the stations is designated as *maintenance stations*. In order to be maintained, every train must eventually (periodically) pass through some maintenance station. So, every output cycle must contain a maintenance station.

Variants of RSR in which we allow empty movements, or require maintenance, or both, are denoted by RSR-E, RSR-M, and RSR-ME, respectively. For all those problems, we can further consider different possible costs to minimize. Further, we expect that an empty train movement is more expensive than simply waiting within a station, even if they take the same amount of time, due to added depreciation for track and train wear and repairs, fuel and labor costs, etc.

In defining the optimization problems we are implicitly making some assumptions. We discuss them in more detail in the sequel.

**(Implicit) Assumptions.** In this work, we only consider problems where all trains are identical, that is, any train can be used for any route. Two routes with the same departure and arrival stations may need different amounts of time, due to different paths taken. The latter is of no concern to us, since we do not take into account the intermediate stops between the departure and the arrival station; they need not even be specified in the input. We also address the case of routes which take more than one day; for these, there will sometimes be two (or more) trains on the same route at the same time, having started on different days.

We assume that maintenance is performed *instantaneously* as trains pass through the maintenance stations. This assumption is more realistic than it may seem: for instance, SBB keeps an inventory of about 10% extra trains to replace others in need of repair. By rotating these trains in and out of active duty, we can simplify maintenance scheduling, replacing an unmaintained train by a maintained one, once they are at the same station.

Trains do not need to pause between routes: we assume that if one route arrives at a station by the time another route leaves from that station, then one train can service both of those routes. Commonly, several minutes are needed
between routes to prepare the train for the second route. For the problems we consider, we can ‘pad’ all departure times by several minutes, and then ignore the need for preparation time, which will make the assumption true.

Finally, we are imposing a particular structure to the solutions, due to the fact that every route occurs in exactly one cycle. As we will see (Section 2) this, in almost all cases, does not affect optimality (w.r.t. more general solutions) and it allows for train assignments that are simpler to understand.

1.3 Related Previous Work

The simplest version of rolling stock rostering, where we only want to minimize the number of trains needed to run a given schedule, is known as the minimum fleet size problem [2]. Dantzig and Fulkerson [7] propose the first solution that models the problem as a minimum cost circulation problem. A number of survey articles [8,4] discuss this simple problem and more complex variations. Because the realistic problem variants have quite a few different objectives and a lot of constraints, the only resort is to engineer a heuristic solution. To this end, a wealth of heuristic approaches have been tried, from branch and bound, branch and cut, linear programming and relaxation, to simulated annealing, to name but a few [14,3,5,13,10,11]. Experiments show that in many of these cases, the obtained solutions for random data or even for real inputs come close to the optimum and sometimes even reach it. In an effort to come up with a guarantee for the quality of a solution, we are trying to understand the inherent approximation complexity of the problem; no such study has been reported in the literature thus far. In the process of our study, we also improve the runtime for the simplest problem version, RSR with no extra constraints [8,2].

1.4 Our Contribution

In Section 2, we show that our definition of the problem(s) imposes added structure on the solutions: the way two routes are combined within a cycle is the same every day. Although this is what has been done in practice so far, up to our knowledge, the optimality of such solutions (w.r.t. more general ones) has never been investigated. We prove that, for all but one (RSR-ME) of our problems, this optimality holds, and show why this is not the case for RSR-ME.

In Section 3, we present an $O(n \log n)$-time algorithm for the basic rostering problem without maintenance, thus improving the running time of existing solutions for this version.

We consider maintenance in Section 4. First, we show that (even with our simplifications) both RSR-M and RSR-ME are APX-hard, that is, there exists a constant $r > 1$ for which even approximating the problem within a factor $r$ is NP-hard. Then, in Section 4.2 we look at approximation algorithms and we show that RSR-M and RSR-ME have a polynomial-time 2- and 5-approximation algorithm, respectively. Finally, we show that the algorithms perform provably better if some additional hypotheses on the input hold.
Due to space limitations, most of the proofs are omitted and can be found in the full version of this paper [9].

2 Periodicity in the Solutions

Here we discuss the structure of our solution. We study solutions which look the same each day: if on day one, one train consecutively services routes \( r \) and \( r' \), then whichever train services route \( r \) on any day will next service \( r' \). We will call these one day assignments. While it may seem obvious that a periodic daily schedule can have an optimum train assignment (w.r.t. number of trains) which looks the same each day, this is not necessarily the case. We prove that one day assignments give best possible solutions for RSR, RSR-M, and RSR-E. For RSR-ME, however, we now give an example where any one day assignment uses more trains than a solution without this restriction.

Consider the RSR-ME example in Figure 3. In any one day assignment, at least two trains are needed, because two train routes are simultaneously scheduled. Clearly, just after the first 4 or last 4 routes, there will be a train at A and C. With only two trains, the only way to maintain the train at A without missing a scheduled route is to make an empty movement from A to M1 at the same time as an empty movement from C to A, and then move both trains back after the two mid-day routes. (We can assume that all empty movements not shown in Figure 3 are too lengthy to help.) Similarly, to service the train at C, it can make a mid-day unscheduled movement to M2, while the train at A services the two mid-day routes. By this argument, in a one day assignment, only one of the two trains can be maintained, and so 3 trains are needed. A two day assignment does not have this problem: we can alternate between maintaining the two trains every other day, as mentioned above, and satisfy the routes with just two trains.

The following result clarifies the relationship between one day assignments and more general forms of solutions (multiple day assignments). Its proof is based on several non-trivial results about the periodicity of general solutions and the cycle structure of one day assignments (see [9]).

**Theorem 1.** For RSR, RSR-E, and RSR-M, considering only the cost of train ownership (and extra costs for empty movements in RSR-E), the best one day assignment is optimal for any solution.

Theorem 1 tells us that our one day assignment output restriction will not increase our optimal solution costs for RSR, RSR-E, and RSR-M.

By employing aperiodic solutions that decrease the frequency of maintenance over time, the average daily cost of an RSR-ME solution can be made arbitrarily close to that of a solution without any maintenance. Therefore, it is meaningful to consider RSR-ME solutions restricted to one-day assignments, as we do.

3 Fast Basic Rostering

We return to the simplest problem version, RSR. This problem is sometimes called the minimum fleet size problem [2], and polynomial-time solutions are
known based on minimum cost bipartite matching, or flow problems. Here, each route is modeled by 2 vertices, for the arrival and departure events of the route.

An arrival vertex is connected to a departure vertex if they represent the same station, and the cost of the edge is set to the time between the arrival and the departure. A minimum perfect matching then minimizes the total waiting time of trains, because the time spent by trains performing scheduled routes is fixed. This minimizes the total number of trains used by the system.

First we notice that this basic problem can be solved more efficiently, without using the machinery of the minimum perfect bipartite matching algorithm. Our main task is to calculate, for each station, the number of trains at the start-of-day. We can then just make an arbitrary train assignment for one day which covers all scheduled routes, and this will be an optimal solution by Theorem 1.

The calculation starts by creating a list of all routes into or out of each station s. Then, we order all arrivals and departures within each station s. For each station s, we linearly (by time) search through all arrivals and departures from that station, and calculate the minimum number of trains such that the station begins each day with enough trains so that it will never have a negative number due to departures throughout the day. Finally, for any route out of a station, we pick any train that is currently in the station and assign it to that route. All steps, except for sorting, take linear time; altogether we get:

**Theorem 2.** The RSR problem can be solved in $O(n \log n)$ time.

The minimum cost perfect bipartite matching approach can be generalized to RSR-E by adding edges corresponding to all possible empty train movements to the bipartite graph, leading to a polynomial-time solution [2,7].

## 4 Rostering with Maintenance

We show that whether or not empty train movements are allowed, trying to minimize costs is hard once maintenance is needed. First, we prove that RSR-M and RSR-ME are APX-hard, thus implying that even approximating the problem within some constant factor $r > 1$ is NP-hard. Then, we present a 2-approximation algorithm for RSR-M and a 5-approximation algorithm for RSR-ME.

### 4.1 Hardness

We present an approximation preserving reduction from the minimum vertex cover problem on cubic graphs (i.e., graphs with maximum degree 3) to RSR-M. Since this restriction of minimum vertex cover is APX-hard [12,1], our reduction implies the same hardness result for RSR-M.

For an undirected graph $G = (V, E)$, a set $K \subseteq V$ is called a vertex cover if it contains at least one endpoint of every edge in $E$. Let thus $G = (V, E)$ be an undirected graph with maximum degree 3. We set $n = |V|$ and $m = |E|$. The reduction works as follows:
We create a single maintenance station $s_M$ and a station $s_j$ for each vertex $v_j \in V$.

For every edge $e \in E$, with $e = \{v_i, v_j\}$, we create an edge cycle composed of two routes: one going from station $s_i$ to station $s_j$ and the other one going back from $s_j$ to $s_i$ (we will specify their arrival and departure time in the sequel).

We add a maintenance cycle consisting of routes from $s_M$ to $s_1$, from $s_1$ to $s_2$, from $s_2$ to $s_3$, ..., from $s_{n-1}$ to $s_n$ and from $s_n$ to $s_M$.

Then, we want to assign departure and arrival time to the routes on each of these cycles so that the following properties are fulfilled:

- The optimal solution without maintenance simply consists of the union of the edge cycles and of the maintenance cycle. We call such a solution trivial solution and we denote its cost by $C_{triv}$.
- If we instead require maintenance, then there exists a solution of cost $C_{triv} + k$ if and only if $G$ has a vertex cover of size $k$. Moreover, we force any feasible solution to consist of a single cycle by having only one route arriving at $s_M$ and one route departing from $s_M$.

The main idea underlying the construction is the following. In order to transform the solution without maintenance into a solution with maintenance, we have to change the solution at some stations so that we can “merge” the edge cycles and the maintenance cycle into a single one. Moreover, by using a solution different from the trivial one at a station $s_j$, all the cycles passing through $s_j$ can be combined into one cycle at an extra cost of one day (viewed differently, this corresponds to employing an extra train). Notice that the edge cycles passing through $s_j$ correspond to those edges of $G$ that have $v_j$ as one endpoint. Intuitively, the station $s_j$ “covers” all those edge cycles, that is, it allows to merge them with the maintenance cycle.

An example of the reduction. In order to illustrate our reduction from minimum vertex cover to the RSR-M problem, an example is given in Figure 4: the top part shows the graph $G$, while the lower part shows the edge and the maintenance cycles along with the departure/arrival times. In particular, all the routes take two days\(^2\) and all the routes in the same cycle have the same arrival and departure time (for the sake of legibility, Figure 4 shows the departure and the arrival time – 12:00 and 12:00+2d, respectively – of only one route in the maintenance cycle). Hence, in every cycle, the arrival time of one route matches the departure time of the next route (on a different day due to the 2 days traveling time). Moreover, all the routes in the maintenance cycle have the same departure and arrival time.

Let us observe that the trivial solution consists of the maintenance cycle (yielding $2(n + 1) = 10$ days) and of $m = 5$ edge cycles (i.e. $4m = 20$ days). So, we have $C_{triv} = 30$. However, the trivial solution is not feasible since none of

\(^2\) We denote this by “+2d” in the arrival time.
the edge cycles passes through $s_M$. To get a feasible solution, we must modify it in at least two stations, for example at stations $s_1$ and $s_4$ (corresponding to the vertex cover consisting of $v_1$ and $v_4$). We represent such changes in Figure 4 with dashed arrows: an arrow from a station in the maintenance cycle to an edge cycle means that we “leave” the maintenance cycle at this station and we “enter” in the corresponding edge cycle at the same station; an arrow between two edge cycles means that we follow them in the order given by the arrow. (Notice that there is always a station common to both cycles.) It is easy to verify that the cycle represented in Figure 4 has total length equal to $C_{\text{triv}} + 2 = 32$. (Whenever we leave the maintenance cycle and then we come back to the same station, we add one day.)

We now formally state the properties that the arrival and departure time of each route must satisfy in the reduction. In particular, the length of each route is 2 days and the following properties hold:

**P1.** Every route in the maintenance cycle has departure time equal to 12:00 (and thus arrival time 12:00 + 2d).

**P2.** Each edge cycle is formed by two routes having the same arrival and departure time. Thus, every edge cycle has length 4. Moreover, each departure time is greater than 12:00 and any two routes with a common station but in different cycles have different departure/arrival times.

It is worth to observe that property **P2** can be guaranteed using departure times of the form ‘$t$00’, where $t$ is some integer in $[13, 24]$. Indeed, since $G$ has
maximum degree 3, for every edge cycle, there are at most 4 other edge cycles with a common station. So, we are guaranteed that we can assign a departure
time \( t \) to every edge cycle one by one (at each step there are only 4 values in [13, 24] that we cannot use). Hence, the construction can be performed in polynomial time.

We first observe that, if we ignore the maintenance constraint, then the optimal solution is given by the union of the edge cycles and the maintenance cycle. This is due to the fact that in every cycle the arrival time of one route matches the departure time of the next route (of course two days later). Since every edge cycle has length 4 days and the maintenance cycle has a duration of 2\((n + 1)\) days, we have that the cost of this solution is

\[
G_{triv} = 2(n + 1) + \sum_{e \in E} 4 = 2n + 4m + 2. \tag{1}
\]

**Lemma 1.** A feasible solution of cost at most \( G_{triv} + k \) to the constructed instance of RSR-M can be converted into a vertex cover of size at most \( k \) in the original graph in polynomial time, and vice versa.

By using the above lemma, it is possible to prove that our construction is a PTAS-reduction [6] from minimum vertex cover on cubic graphs to RSR-M.
Moreover, the above lemma (and thus the reduction) also applies to RSR-ME. Since minimum vertex cover is known to be APX-complete in graphs with degree bounded by \( \Delta \), for any \( \Delta \geq 3 \) [12,1], the following result holds:

**Theorem 3.** The RSR-M and the RSR-ME problems are APX-hard.

We remark that, for RSR-M, the reduction above can be modified so that the routes have more realistic travel times, e.g. so that each route takes approximately one hour. However, we presented the reduction using two-day routes in order to easily generalize the result to the case of empty movements.

### 4.2 Approximation Algorithms

We present a simple 2-approximation algorithm for the RSR-M problem. First, we ignore the maintenance constraint and compute a minimum-cost partition of the given routes into cycles using the algorithm of Section 3. The solution we get may contain cycles that do not pass through a maintenance station. As long as there exists a cycle in our solution that does not go through a maintenance station, we merge this cycle with some other cycle. Each of these steps increases the cost of the current solution by at most one day: one overnight wait is sufficient to combine two cycles with a common station.

If at some time step there is a cycle that does not pass through a maintenance station, but no combination with another cycle is possible, then the given instance does not have a feasible solution (because the stations on this cycle do not appear on any route outside the cycle). Otherwise, every cycle goes through a maintenance station in the end, and we obtain a feasible solution.
Let \( k \) be the number of cycles in the initial solution (the minimum-cost solution ignoring the maintenance constraint). The cost \( C_{\text{true}} \) of this initial solution is a lower bound on the cost \( \text{OPT} \) of an optimal feasible solution. Besides, the cost of the initial solution is at least \( k \), since each cycle has cost at least 1. Each application of the transformation combines at least 2 cycles, so there can be at most \( k - 1 \) such transformations. Since each of them yields an extra cost of 1, the total cost of the final feasible solution is at most \( C_{\text{true}} + (k - 1) \leq 2 \cdot \text{OPT} \).

**Theorem 4.** The \( \text{RSR-M} \) problem admits a polynomial-time 2-approximation algorithm.

Now we present an approximation algorithm for the problem \( \text{RSR-ME} \). We make the (reasonable) assumption that the costs for empty train movements are symmetric, i.e., the cost for an empty movement from \( s_1 \) to \( s_2 \) is the same as the cost for an empty movement from \( s_2 \) to \( s_1 \).

First, we apply the algorithm of Theorem 4 and combine cycles containing a common station as long as possible (also combining two cycles not containing a maintenance station). Then, if a cycle does not pass through a maintenance station, it passes only through stations that do not occur on any other cycle. Therefore, we must use empty movements to combine such a cycle with another cycle.

We add empty movements by repeating the following step until the solution is feasible. Let \( \sigma \) be a cycle that does not pass through a maintenance station. For a station \( s \) on \( \sigma \) and a station \( s' \) not on \( \sigma \), define \( c(s, s') \) to be the sum of the cost of an empty movement from \( s \) to \( s' \) and an empty movement from \( s' \) to \( s \). Select \( s \) and \( s' \) such that \( c(s, s') \) is minimized. Add an empty movement from \( s \) to \( s' \) and one from \( s' \) to \( s \) and put extra trains at \( s \) and \( s' \). Now we can assign the trains arriving at \( s \) and \( s' \) to outgoing routes from \( s \) and \( s' \) such that all cycles passing through \( s \) and \( s' \) are combined into one cycle.

**Theorem 5.** The \( \text{RSR-ME} \) problem, restricted to empty movements with symmetric costs, admits a polynomial-time 5-approximation algorithm.

By combining our approximation results with Theorem 3, we obtain the following result.

**Corollary 1.** The \( \text{RSR-M} \) and the \( \text{RSR-ME} \) problem are APX-complete.

The factor 2 in Theorem 4 comes from the fact that combining 2 cycles requires at most 1 extra train, which will only double the total solution cost if every train is in a one day cycle to begin with, and no two trains are ever in any station at once. In general, we expect our approximation algorithms to give better performance when applied to real data. The following theorem, providing a better analysis of the 2-approximation algorithm for \( \text{RSR-M} \), gives a strong indication of this.

**Theorem 6.** Consider an \( \text{RSR} \) instance, and let an optimal solution have a total of \( t \) trains. Also, let \( s \) be the number of stations and \( c \) be the minimum
number of cycles possible for an optimal one day assignment to the RSR problem. For the same instance, but with maintenance stations specified, we can give a \( \min\{t + c - 1, t + s - 1\}/t \) approximation for RSR-M.

In the SBB data we look at, we see that we need over 100 trains to cover all routes, but we only have about 40 terminal stations. Further, in seeing that many trains are often within a station at once, this is also an indication that the number of cycles, \( c \) can be much less than the number of trains. Thus, we can prove that on these instances, our approximation factor will be significantly less than the worst case bound. In fact, for the SBB data, we find that we can combine all train movements into one cycle, without increasing the solution cost, which takes more than 100 days to complete. (This does include some unscheduled movements which they perform.) This is a very good indication that in real problem instances, we can hope to find maintenance solutions within a small percentage of optimal.
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1 Introduction

In modern biology, one of the most important research problems is to understand how protein sequences fold into their native 3D structures. This problem can be investigated at two complementary levels. At a low level, one wishes to determine how an individual protein sequence folds. A fundamental computational problem at this level is to take a protein sequence as input and find its native 3D structure. This problem is sometimes referred to as the protein structure prediction problem and has been shown to be NP-hard (e.g., [1]). At a high level, one wishes to analyze the protein landscapes, i.e., the structures of the space of all protein sequences and their native 3D structures. Perhaps the most basic computational problem at this level is to take a target 3D structure as input and ask for a fittest protein sequence with respect to one or more fitness functions of the target 3D structure. This problem has been called the protein sequence design problem and has been investigated in a number of studies (e.g., [2]).

The focus of this paper is on protein landscape analysis, for which several quantitative models have been proposed in the literature (e.g., [3]). As some recent studies on this topic have done (e.g., [6]), this paper employs the Grand Canonical (GC) model of Sun, Brem, Chan, and Dill [9], whose definition is given in Section 2. Generally speaking, the model is specified by (1) a 3D geometric representation of a target protein 3D structure with n amino acid residues, (2) a binary folding code in which the amino acids are classified as hydrophobic (H) or polar (P), and (3) a fitness function \( \phi \) defined in terms of the target 3D structure that favors protein sequences with a dense hydrophobic core and with few solvent-exposed hydrophobic residues.

In this paper, we develop a toolbox of combinatorial techniques for protein landscape analysis based on linear programming, network flow, and a linear-size representation of all minimum cuts of a network [7]. This toolbox not only substantially expands the network flow technique for protein sequence design in Kleinberg’s seminal paper [6] but also is applicable to a considerably broader collection of computational problems than those considered by Kleinberg. We have used this toolbox to obtain a number of efficient algorithms and hardness results. We have further used the algorithms to analyze 3D structures drawn from Protein Data Bank at \url{http://www.rcsb.org/pdb} and have discovered some novel relationships between such native 3D structures and the Grand Canonical model (Section 6). Specifically, we report new results on the following problems, where \( \Delta \) is the number of terms in the fitness function or functions as further defined in Section 3. Many of the results depend on computing a maximum network flow in a graph of size \( O(\Delta) \); in most cases, this network flow only needs to be computed once for each fitness function \( \phi \).

P1 Given a 3D structure, find all its fittest protein sequences. Note that there can be exponentially many fittest protein sequences. We show that these protein sequences together have a representation of size \( O(\Delta) \) that can be computed in \( O(\Delta) \) time after a certain maximum network flow is computed.
(Theorem 1), and that individual fittest protein sequences can be generated from this representation in $O(n)$ time per sequence (Theorem 5).

P2 Given $f$ 3D structures, find the set of all protein sequences that are the fittest simultaneously for all these 3D structures. This problem takes $O(\Delta)$ time after $f$ maximum network flow computations (Theorem 4).

P3 Given a protein sequence $\hat{z}$ and its native 3D structure, find the set of all fittest protein sequences that are also the most (or least) similar to $\hat{z}$ in terms of unweighted (or weighted) Hamming distances. This problem takes $O(\Delta)$ time after a certain maximum network flow is computed (Theorem 3).

P4 Count the number of protein sequences in the solution to each of Problems P1, P2, and P3. These counting problems are computationally hard (Theorem 11).

P5 Given a 3D structure and a bound $c$, enumerate the protein sequences whose fitness function values are within an additive factor $c$ of that of the fittest protein sequences. This problem takes polynomial time to generate each desired protein sequence (Theorem 8).

P6 Given a 3D structure, find the largest possible unweighted (or weighted) Hamming distance between any two fittest protein sequences. This problem takes $O(\Delta)$ time after a certain maximum network flow is computed (Theorem 6).

P7 Given a protein sequence $\hat{z}$ and its native 3D structure, find the average unweighted (or weighted) Hamming distance between $\hat{z}$ and the fittest protein sequences for the 3D structure. This problem is computationally hard (Theorem 11).

P8 Given a protein sequence $\hat{z}$, its native 3D structure, and two unweighted Hamming distances $d_1$ and $d_2$, find a fittest protein sequence whose distance from $\hat{z}$ is also between $d_1$ and $d_2$. This problem is computationally hard (Theorem 12(1)).

P9 Given a protein sequence $\hat{z}$, its native 3D structure, and an unweighted Hamming distance $d$, find the fittest among the protein sequences which are at distance $d$ from $\hat{z}$. This problem is computationally hard (Theorem 12(2)). We have a polynomial-time approximation algorithm for this problem (Theorem 9).

P10 Given a protein sequence $\hat{z}$ and its native 3D structure, find all the ratios between the scaling factors $\alpha$ and $\beta$ in Equation 1 in Section 2 for the GC model such that the smallest possible unweighted (or weighted) Hamming distance between $\hat{z}$ and any fittest protein sequence is minimized over all possible $\alpha$ and $\beta$. (This is a problem of tuning the GC model.) We have a polynomial-time algorithm for this problem (Theorem 10).

P11 Given a 3D structure, determine whether the fittest protein sequences are connected, i.e., whether they can mutate into each other through allowable mutations, such as point mutations, while the intermediate protein sequences all remain the fittest (e.g., [8]). This problem takes $O(\Delta)$ time after a certain maximum network flow is computed (Theorem 7).

P12 Given a 3D structure, in the case that the set of all fittest protein sequences is not connected, determine whether two given fittest protein sequences are
connected. This problem takes $O(\Delta)$ time after a certain maximum network flow is computed (Theorem 7).

P13 Given a 3D structure, find the smallest set of allowable mutations with respect to which the fittest protein sequences (or two given fittest protein sequences) are connected. This problem takes $O(\Delta)$ time after a certain maximum network flow is computed (Theorem 7).

Previously, Sun et al. [9] developed a heuristic algorithm to search the space of protein sequences for a fittest protein sequence without a guarantee of optimality or near-optimality. Hart [5] subsequently raised the computational tractability of constructing a single fittest protein sequence as an open question. Kleinberg [6] gave the first polynomial-time algorithm for this problem, which is based on network flow. In contrast, Problem P1 asks for all fittest protein sequences and yet can be solved with the same time complexity. Kleinberg also formulated more general versions of Problems P11 and P12 by extending the fitness function to a submodular function and gave polynomial-time algorithms. Our formulations of these two problems and Problem P13 are directly based on the fitness function of the GC model; furthermore, as is true with several other problems above, once a solution to Problem P1 is obtained, we can solve these three problems in $O(\Delta)$ time. Among the above thirteen problems, those not yet mentioned in this comparison were not considered by Kleinberg.

The remainder of this paper is organized as follows. Section 2 defines the GC model and states the basic computational assumptions. Section 3 describes our three basic tools based on linear programming, network flow, and an $O(\Delta)$-size representation of minimum cuts. Section 4 extends these tools to optimize multiple objectives, analyze the structures of the space of all fittest protein sequences, and generate near-fittest protein sequences. Section 5 gives some hardness results related to counting fittest protein sequences and finding fittest protein sequences under additional restrictions. Finally, Section 6 discusses our analysis of empirical 3D structures from the Protein Data Bank.

Proofs of our results are omitted due to space limitations. They may be found in the full version of this paper, which is deposited in the Computing Research Repository as http://www.arxiv.org/abs/cs.CE/0101015.

2 The Grand Canonical Model

The Original Model Throughout this paper, all protein sequences are of $n$ residues, unless explicitly stated otherwise. The GC model is specified by a fitness function $\Phi$ over all possible protein sequences $x$ with respect to a given 3D structure of $n$ residues [9]. In the model, to design a protein sequence $x$ is to specify which residues are hydrophobic ($H$) and which ones are polar ($P$). Thus, we model $x$ as a binary sequence $x_1, \ldots, x_n$ or equivalently as a binary vector $(x_1, \ldots, x_n)$, where the $i$-th residue in $x$ is $H$ (respectively, $P$) if and only if $x_i = 1$ (respectively, 0). Then, $\Phi(x)$ is defined as follows, where the smaller $\Phi(x)$ is, the fitter $x$ is, as the definition is motivated by the requirements that $H$
residues in $x$ (1) should have low solvent-accessible surface area and (2) should be close to one another in space to form a compact hydrophobic core.

$$\Phi(x) = \alpha \sum_{i,j \in H(x), i < j - 2} g(d_{i,j}) + \beta \sum_{i \in H(x)} s_i$$

(1)

$$= \alpha \sum_{i < j - 2} g(d_{i,j})x_i x_j + \beta \sum_i s_i x_i,$$

where

(2)

$- H(x) = \{ i \mid x_i = 1 \}$,

$- \text{the scaling parameters } \alpha < 0 \text{ and } \beta > 0 \text{ have default values } -2 \text{ and } \frac{1}{2}$

respectively and may require tuning for specific applications (see Section 4),

$- s_i > 0 \text{ is the area of the solvent-accessible contact surface for the residue (in } \text{Å}) \ [4],$

$- d_{i,j} > 0 \text{ is the distance between the residues } i \text{ and } j \text{ (in } \text{Å}),$ and

$- g \text{ is a sigmoidal function, defined by}$

$$g = \begin{cases} \frac{1}{1 + \exp(d_{i,j} - 6.5)} & \text{when } d_{i,j} \leq 6.5 \\ 0 & \text{when } d_{i,j} > 6.5. \end{cases}$$

Extending the Model with Computational Assumptions Let opt($\Phi$) be the set of all protein sequences $x$ that minimize $\Phi$. This paper is generally concerned with the structure of opt($\Phi$). Our computational problems assume that $\Phi$ is given as input; in other words, the computations of $\alpha, \beta, s_i, g(d_{i,j})$ are not included in the problems. Also, for the sake of computational generality and notational simplicity, we assume that $\alpha$ may be any nonpositive number, $\beta$ any nonnegative number, $s_i$ any arbitrary number, and $g(d_{i,j})$ any arbitrary nonnegative number; and that the terms $g(d_{i,j})$ may range over $1 \leq i < j \leq n$, unless explicitly stated otherwise. Thus, in the full generality of these assumptions, $\Phi$ need not correspond to an actual protein 3D structure. Note that the relaxation that $s_i$ is any number is technically useful for finding $\Phi$-minimizing protein sequences $x$ that satisfy additional constraints.

We write $a_{i,j} = -\alpha g(d_{i,j}) \geq 0$ and $b_i = \beta s_i$ and further assume that the coefficients $a_{i,j}$ and $b_i$ are rational with some common denominator, that these coefficients are expressed with a polynomial number of bits, and that arithmetic operations on these coefficients take constant time.

With these assumptions, we define the following sets of specific assumptions about $\Phi$ to be used at different places of this paper.

F1 Let $\Phi(x) = - \sum_{1 \leq i < j \leq n} a_{i,j} x_i x_j + \sum_{1 \leq i \leq n} b_i x_i$, where $a_{i,j} \geq 0$, $b_i$ is arbitrary, and $m$ of the coefficients $a_{i,j}$ are nonzero. Let $\Delta = n + m$.

F2 For each $\beta \geq 0$, let $\Phi(x) = - \sum_{1 \leq i < j \leq n} a_{i,j} x_i x_j + \beta \sum_{1 \leq i \leq n} s_i x_i$, where $a_{i,j} \geq 0$, $s_i \geq 0$, and $m$ of the coefficients $a_{i,j}$ are nonzero. Let $\Delta = n + m$.

F3 For each $\ell$ from 1 to $f$, define the $\ell$-th fitness function $\Phi^\ell(x) = - \sum_{1 \leq i < j \leq n} a^\ell_{i,j} x_i x_j + \sum_{1 \leq i \leq n} b^\ell_i x_i$, where $a^\ell_{i,j} \geq 0$ and $b^\ell_i$ is arbitrary. Let $\Delta = fn^2$. 


Sometimes we measure the dissimilarity between a fittest protein sequence $\mathbf{x}$ and a target protein sequence $\tilde{\mathbf{x}}$ in terms of Hamming distance. This distance is essentially the count of the positions $i$ where $x_i \neq \tilde{x}_i$ and can be measured in two ways. The unweighted Hamming distance is $|\mathbf{x} - \tilde{\mathbf{x}}|$, where $|\mathbf{y}|$ denotes the norm of vector $\mathbf{y}$, i.e., $\sum_{i=1}^{n} |y_i|$. The weighted Hamming distance is $\sum_{i=1}^{n} w_i |x_i - \tilde{x}_i|$. Throughout this paper, the weights $w_1, \ldots, w_n$ are all arbitrary unless explicitly stated otherwise.

3 Three Basic Tools

This section describes our basic tools for computing fittest and near-fittest protein sequences. For instance, Lemma 1 gives a representation of the problem of minimizing $\Phi$ as a linear program. Lemma 2 further gives a representation of this problem as a minimum-cut problem, which generalizes a similar representation of Kleinberg [6]. Theorem 1 gives a compact representation of the space opt($\Phi$) using a Picard-Queryranne graph [7].

**Linear Programming** From Equation 2, minimizing $\Phi(\mathbf{x})$ is an optimization problem in quadratic programming. Fortunately, because all the coefficients $a_{i,j}$ are nonnegative, it can be converted to a linear program, as shown in Lemma 1.

**Lemma 1 (characterizing $\Phi$ via linear program).** Let $\Phi$ be as defined in Assumption F1. Consider the following linear program whose variables consist of the variables $x_i$, together with new variables $y_{i,j}$ for all $i, j$ with $a_{i,j} \neq 0$:

\[
\begin{align*}
\text{minimize} & \quad \Phi(\mathbf{x}, \mathbf{y}) = -\sum a_{i,j} y_{i,j} + \sum b_i x_i \\
\text{subject to} & \quad 0 \leq x_i \leq 1 \\
& \quad 0 \leq y_{i,j} \leq 1 \\
& \quad y_{i,j} \leq x_i \quad \forall i, j : a_{i,j} \neq 0 \\
& \quad y_{i,j} \leq x_j 
\end{align*}
\]  

(3)

There is a one-to-one correspondence that preserves $\mathbf{x}$ between the protein sequences that minimize $\Phi(\mathbf{x})$ and the basic optimal solutions to Linear Program (3).

Note that any $x_i$ with a negative coefficient $b_i$ is set to 1 in any optimal solution, as in this case all terms containing $x_i$ have negative coefficients and are minimized when $x_i = 1$. So an alternative to allowing negative coefficients is to prune out any $x_i$ with a negative coefficient. This process must be repeated recursively, since setting $x_i$ to 1 reduces terms of the form $-a_{i,j} x_i x_j$ to $-a_{i,j} x_j$, and may yield more degree-1 terms with negative coefficients. To simplify our discussion, we let the linear program (or, in Section 3, the minimum-cut algorithm) handle this pruning.
Network Flow Recall that an \( s-t \) cut is a partition of the nodes of a digraph into two sets \( V_s \) and \( V_t \), with \( s \in V_s \) and \( t \in V_t \). Also, a minimum \( s-t \) cut is an \( s-t \) cut with the smallest possible total capacity of all edges from nodes in \( V_s \) to nodes in \( V_t \).

In Kleinberg’s original construction [6], \( \Phi(x) \) was minimized by solving an \( s-t \) minimum cut problem in an appropriate digraph \( G \). Lemma 2 describes a more general construction that includes additional edges \((s,v_i)\) to handle negative values for \( b_i \).

**Lemma 2 (characterizing \( \Phi \) via network flow).** Let \( \Phi \) be as defined in Assumption F1. Let \( G^\Phi \) be a graph with a source node \( s \), a sink node \( t \), a node \( v_i \) for each \( i \), and a node \( u_{i,j} \) for each \( i, j \) with \( a_{i,j} \neq 0 \), for a total of \( n + m + 2 = \Delta + 2 \) nodes. Let the edge set of \( G^\Phi \) consist of

- \((s,u_{i,j})\) for each \( u_{i,j} \), with capacity \( a_{i,j} \),
- \((v_i,t)\) for each \( v_i \) with \( b_i > 0 \), with capacity \( b_i \),
- \((s,v_i)\) for each \( v_i \) with \( b_i < 0 \), with capacity \(-b_i \), and
- \((u_{i,j},v_i)\) and \((u_{i,j},v_j)\), for each \( u_{i,j} \), with infinite capacity,

for a total of \( \Theta(\Delta) \) edges.

There is a one-to-one correspondence between the minimum \( s-t \) cuts in \( G^\Phi \) and the protein sequences in \( \text{opt}(\Phi) \), such that \( v_i \) is in the \( s \)-component of a cut if and only if \( x_i = 1 \) in the corresponding protein sequence.

**Lemma 3.** Let \( \Phi \) be as defined in Assumption F1. Given \( \Phi \) as the input, we can find an \( x \in \text{opt}(\Phi) \) in \( O(\Delta^2 \log \Delta) \) time.

A Compact Representation of Minimum Cuts A given \( \Phi \) may have more than one fittest protein sequence. Theorem 1 shows that \( \text{opt}(\Phi) \) can be summarized compactly using the Picard-Queyranne representation of the set of all minimum \( s-t \) cuts in a digraph \( G \) [7], which is computed by the following steps:

1. computing any maximum flow \( \Phi \) in \( G \);
2. computing strongly connected components in the residual graph \( G_\Phi \) whose edge set consists of all edges in \( G \) that are not saturated by \( \Phi \), plus edges \((v,u)\) for any edge \((u,v)\) that has nonzero flow in \( \Phi \);
3. contracting \( G_\Phi \) by contracting into single supernodes the set of all nodes reachable from \( s \), the set of all nodes that can reach \( t \), and each strongly connected component in the remaining graph.

The resulting graph \( G_{s,t} \) is a digraph in which \( s \) and \( t \) are mapped to distinct supernodes by the contraction. Furthermore, there is a one-to-one correspondence between the minimum \( s-t \) cuts in \( G \) and the ideals in \( G_{s,t} \), where an ideal is any node set \( I \) with the property that any predecessor of a node in \( I \) is also in \( I \).

**Lemma 4 (see [7]).** Given a digraph \( G \) with designated nodes \( s \) and \( t \), there is a graph \( G_{s,t} \) together with a mapping \( \kappa \) from \( V(G) \) to \( V(G_{s,t}) \) with the following properties:
1. \(|V(G_{s,t})| \leq |V(G)|\).
2. The node \(\kappa(s)\) has out-degree 0 while \(\kappa(t)\) has in-degree 0.
3. Given \(G\) as the input, \(G_{s,t}\) and \(\kappa\) can be computed using one maximum-flow computation and \(O(|E(G)|)\) additional work.
4. A partition \((V_s, V_t)\) of \(V(G)\) is an \(s-t\) minimum cut in \(G\) if and only if \(V_t = \kappa^{-1}(I)\) for some ideal \(I\) of \(G_{s,t}\) that contains \(\kappa(t)\) but not \(\kappa(s)\).

Combining Lemmas 2 and 4 gives the desired compact representation of the space of all fittest protein sequences, as stated in the next theorem.

**Theorem 1 (characterizing \(\Phi\) via a dag).** Let \(\Phi\) be as defined in Assumption F1. There exists a dag \(G_{s,t}^\Phi\) with designated nodes \(s'\) and \(t'\) and a mapping \(\rho\) from \(\{1, \ldots, n\}\) to \(V(G_{s,t}^\Phi)\) with the following properties:

1. \(G_{s,t}^\Phi\) has at most \(n + 2\) nodes.
2. Given \(\Phi\) as the input, \(G_{s,t}^\Phi\) and \(\rho\) can be computed in \(O(D^2 \log D)\) time.
3. There is a one-to-one correspondence between the protein sequences \(x \in \text{opt}(\Phi)\) and the ideals of \(G_{s,t}^\Phi = G_{s,t}^\Phi - \{s', t'\}\), in which \(x_i = 0\) if and only if \(\rho(i) = t'\) or \(\rho(i)\) is in the ideal corresponding to \(x\).

Intuitively, what Theorem 1 says is the following. For any \(\Phi\), the residues in fittest protein sequences are grouped into clusters, where the cluster \(\rho^{-1}(s)\) is always \(H\), the cluster \(\rho^{-1}(t)\) is always \(P\), and for each of the remaining clusters, all residues in the cluster are either all \(H\) or all \(P\). In addition, there is a dependence given by the edges of \(G_{s,t}^\Phi\), such that if a cluster corresponding to the source of an edge is all \(H\) then the cluster at the other end is also all \(H\).

There is no additional restriction on the structure of the space of all fittest protein sequences beyond those that follow from correspondence with the ideals of some digraph. As shown in Theorem 2, any graph may appear as \(G_{s,t}^\Phi\), with any number of residues mapped to each supernode.

**Theorem 2 (characterizing a dag via \(\Phi\)).** Let \(\hat{G}\) be an arbitrary digraph with \(n\) nodes, labeled 1 to \(n\), and \(m\) edges. Let \(G_0\) be the component graph of \(\hat{G}\) obtained by contracting each strongly connected component of \(\hat{G}\) to a single supernode through a contraction map \(\kappa\). Then, there exists some \(\Phi\) as defined in Assumption F1 such that for the \(G_{s,t}^\Phi\) and \(\rho\) defined in Theorem 1, an isomorphism exists between \(G_{s,t}^\Phi\) and \(G_0\) mapping each \(\rho(i)\) to \(\kappa(i)\).

### 4 Further Tools for Protein Landscape Analysis

**Optimizing Multiple Objectives** We can extend the results of Section 3 beyond optimizing a single fitness function.

With more than one fittest protein sequence to choose from, we may wish to find a fittest protein sequence \(x\) that is the closest to some target protein sequence \(\hat{x}\) in unweighted or weighted Hamming distance. Theorem 3 shows that this optimization problem is as easy as finding an arbitrary fittest protein sequence.
We may also wish to consider what protein sequences are simultaneously the fittest for more than one fitness function. Theorem 4 shows how to compute a representation of this set similar to that provided by Theorem 1.

**Theorem 3** (optimizing Hamming distances and H-residue counts over \( \text{opt}(\Phi) \)). Let \( \Phi \) be as defined in Assumption F1.

1. Given a target protein sequence \( \hat{x} \), some weights \( w_i \), and \( \Phi \) as the input, we can find in \( O(\Delta^2 \log \Delta) \) time an \( x \in \text{opt}(\Phi) \) with the minimum weighted Hamming distance \( \sum_i w_i |x_i - \hat{x}_i| \) over \( \text{opt}(\Phi) \).

2. Given \( \Phi \) as the input, we can find in \( O(\Delta^2 \log \Delta) \) time an \( x \in \text{opt}(\Phi) \) with the largest (or smallest) possible number of \( H \) residues over \( \text{opt}(\Phi) \).

**Theorem 4** (minimizing multiple fitness functions). Let \( \Phi^1, \ldots, \Phi^l \) be as defined in Assumption F3. For each \( \ell \), let \( G^\Phi_{x,\ell} \) and \( \rho^\ell \) be the dag and map computed from \( \Phi^\ell \) in Theorem 1. Given all \( G^\Phi_{x,\ell} \) and \( \rho^\ell \) as the input, there is an \( O(\Delta) \)-time algorithm that either (a) determines that there is no protein sequence \( x \) that simultaneously minimizes \( \Phi^1 \) through \( \Phi^l \), or (b) constructs a dag \( G^\Phi_{x,\ell} \) with designated nodes \( s' \) and \( t' \) and a mapping \( \rho^* \) from \( \{1, \ldots, n\} \) to \( V(G^\Phi_{x,\ell}) \), such that there is a one-to-one correspondence between the protein sequences \( x \) that simultaneously minimize all \( \Phi^\ell(x) \) and the ideals of \( G^\Phi_{s',t'} = G^\Phi_{x,\ell} - \{s',t'\} \), in which \( x_i = 0 \) if and only if \( \rho^*(i) = t' \) or \( \rho^*(i) \) is in the ideal corresponding to \( x \).

**The Space of All Fittest Protein Sequences** Here we discuss some applications of the representation of the space \( \text{opt}(\Phi) \) given by Theorem 1. Theorem 5 gives an algorithm to enumerate this space. Theorem 6 gives an algorithm to compute the diameter of the space in nonnegatively weighted Hamming distance. Theorem 7 gives an algorithm to determine connectivity properties of the space with respect to various classes of mutations.

**Theorem 5** (enumerating all protein sequences). Let \( \Phi \) be as defined in Assumption F1. Given the \( G^\Phi_{x,\ell} \) and \( \rho \) defined in Theorem 1 as the input, the protein sequences in \( \text{opt}(\Phi) \) can be enumerated in \( O(n) \) time per protein sequence.

**Theorem 6** (computing the diameter). Let \( \Phi \) be as defined in Assumption F1. Given the \( G^\Phi_{x,\ell} \) and \( \rho \) defined in Theorem 1 as the input, it takes \( O(n) \) time to compute the diameter of \( \text{opt}(\Phi) \) in weighted Hamming distance where the weights \( w_i \) are all nonnegative.

We can use \( G^\Phi_{x,\ell} \) to determine whether \( \text{opt}(\Phi) \) is connected for various models of mutations. For instance, we can determine whether the space is connected for one-point mutations, in which at most one residue changes with each mutation and all intermediate protein sequences must remain the fittest. More generally, we can determine the minimum \( k \) so that the space is connected where each mutation modifies at most \( k \) residues.

We adopt a general model proposed by Kleinberg [6]. In the model, there is a system \( A \) of subsets of \( \{1, \ldots, n\} \) that is closed downward, i.e., if \( A \subseteq B \in A \),
then \( A \in \Lambda \). Two protein sequences \( x \) and \( y \) are \( \Lambda \)-adjacent if they are in \( \text{opt}(\Phi) \) and differ exactly at the positions indexed by elements of some member of \( \Lambda \). A \( \Lambda \)-chain is a sequence of protein sequences in \( \text{opt}(\Phi) \) where each adjacent pair is \( \Lambda \)-adjacent. Two protein sequences \( x \) and \( y \) are \( \Lambda \)-connected if there exists a \( \Lambda \)-chain between \( x \) and \( y \). A set of protein sequences is \( \Lambda \)-connected if every pair of elements of the set are \( \Lambda \)-connected. We would like to tell for any given \( \Lambda \) and \( \Phi \) whether particular protein sequences are \( \Lambda \)-connected and whether the entire \( \text{opt}(\Phi) \) is \( \Lambda \)-connected.

Kleinberg [6] gives polynomial-time algorithms for these problems that take \( \Lambda \) as input (via oracle calls) and depend only on the fact that \( \Phi \) is submodular.

We describe a much simpler algorithm that uses \( \widehat{G}^{\Phi}_{\Lambda} \) from Theorem 1. This algorithm not only determines whether two protein sequences (alternatively, all protein sequences in \( \text{opt}(\Phi) \)) are connected for any given \( \Lambda \), but also determines the unique minimum \( \Lambda \) for which the desired connectivity holds. Almost all of the work is done in the computation of \( \widehat{G}^{\Phi}_{\Lambda} \); once we have this representation, we can read off the connectivity of \( \text{opt}(\Phi) \) directly.

**Theorem 7 (connectivity via mutations).** Let \( \Phi \) be as defined in Assumption F1. The following problems can both be solved in \( O(n) \) time.

1. Given the \( \widehat{G}^{\Phi}_{\Lambda} \) and \( \rho \) defined in Theorem 1 and two protein sequences \( x \) and \( x' \) in \( \text{opt}(\Phi) \) as the input, compute the maximal elements of the smallest downward-closed set system \( \Lambda \) such that \( x \) and \( x' \) are \( \Lambda \)-connected.
2. Given the \( \widehat{G}^{\Phi}_{\Lambda} \) and \( \rho \) defined in Theorem 1 as the input, compute the maximal elements of the smallest downward-closed set system \( \Lambda \) such that \( \text{opt}(\Phi) \) is \( \Lambda \)-connected.

**Generating Near-Fittest Protein Sequences** Finding good protein sequences other than the fittest is trickier, as Lemma 1 breaks down if we are not looking at the fittest protein sequences. Here we give two algorithms that avoid this problem. Theorem 8 describes an algorithm to generate all protein sequences \( x \) in order of increasing \( \Phi(x) \). Theorem 9 describes an algorithm to generate the fittest protein sequences at different unweighted Hamming distances, which is useful for examining the trade-off between fitness and distance.

**Theorem 8 (enumerating all protein sequences).** Let \( \Phi \) be as defined in Assumption F1. With \( \Phi \) as the input, we can enumerate all protein sequences \( x \) in order of increasing \( \Phi(x) \) in time \( O(n \Delta^2 \log \Delta) \) per protein sequence.

Let \( \tilde{x} \) be a target protein sequence. For \( d \in \{0, \ldots, n\} \), let \( F(d) \) be the smallest \( x \) over all protein sequences \( x \) at unweighted Hamming distance \( d \) from \( \tilde{x} \). A basic task of landscape analysis is to plot the graph of \( F \). As Theorem 12(2) in Section 5 shows, this task is computationally difficult in general. Therefore, one way to plot the graph of \( F \) would be to use Theorem 8 to enumerate all protein sequences \( x \) in order of increasing \( \Phi(x) \) until for each \( d \), at least one protein sequence at distance \( d \) from \( \tilde{x} \) has been enumerated. This solution may require processing exponentially many protein sequences before \( F \) is fully plotted. As an
alternative, Theorem 9 gives a tool for plotting $F$ approximately in polynomial time.

**Theorem 9** (approximately plotting the energy-distance landscape). Let $\Phi$ be as defined in Assumption F1. For each $\epsilon$, let $\Phi_\epsilon(x) = \Phi(x) + \epsilon \cdot |x - \hat{x}|$.

Let $\Phi_\epsilon(x)$ be the minimum $\Phi_\epsilon(x)$ over all $x$.

1. $\Phi_\epsilon(x)$ is a continuous piecewise linear concave function defined on $\mathbb{R}$ with at most $n + 1$ segments and thus at most $n + 1$ corners.
2. Let $(\epsilon_1, \Phi_\epsilon(\epsilon_1)), \ldots, (\epsilon_k, \Phi_\epsilon(\epsilon_k))$ be the corners of $\Phi_\epsilon$, where $\epsilon_1 < \cdots < \epsilon_k$. Let $d_i$ be the slope of the segment immediately to the right of $\epsilon_i$. Let $d_0$ be the slope of the segment immediately to the left of $\epsilon_1$. Then, $n = d_0 > d_1 > \cdots > d_k = 0$.
3. Given $\Phi$ and $\hat{x}$ as the input, we can compute $(\epsilon_1, \Phi_\epsilon(\epsilon_1)), \ldots, (\epsilon_k, \Phi_\epsilon(\epsilon_k))$ and $d_0, \ldots, d_k$ in $O(n \Delta^2 \log \Delta)$ time.

**Tuning the Parameters of the GC Model** Here we show how to systematically tune the parameters $\alpha$ and $\beta$ so that a fittest protein sequence for a given 3D structure matches the 3D structure’s native protein sequence as closely as possible in terms of unweighted or weighted Hamming distance. For this purpose, we assume $s_i \geq 0$. Furthermore, since the fitness function does not have an absolute scale, we may fix $\alpha$ at $-1$ and vary $\beta$.

**Theorem 10** (tuning $\alpha$ and $\beta$). Let $\Phi$ be as defined in Assumption F2. Given a target protein sequence $\hat{x}$ and $\Phi$ as the input, we can find in $O(n \Delta^2 \log \Delta)$ time the set of all $\beta$ where the closest unweighted (or weighted) Hamming distance between $\hat{x}$ and any protein sequence in $\text{opt}(\Phi_\beta)$ is the minimum over all $\beta$.

### 5 Computational Hardness Results

**Theorem 11** (hardness of counting and averaging). Let $\Phi$ be as defined in Assumption F1. The following problems are all \#P-hard:

1. Given $\Phi$ as the input, compute the cardinality of $\text{opt}(\Phi)$.
2. Given $\Phi^1, \ldots, \Phi^f$ as the input, where $f$ is any fixed positive integer and $\Phi^1, \ldots, \Phi^f$ are as defined in Assumption F3, compute the number of protein sequences $x$ that simultaneously minimize $\Phi^x(x)$ for all $x = 1, \ldots, f$.
3. Given $\Phi$ as the input, compute the average norm $|x|$, i.e., the average number of $H$ residues in $x$, over all $x \in \text{opt}(\Phi)$.
4. Given $\Phi$ and a target protein sequence $\hat{x}$ as the input, compute the average unweighted Hamming distance $|x - \hat{x}|$ over all $x \in \text{opt}(\Phi)$.
5. Given $\Phi$, a target protein sequence $\hat{x}$, and an integer $d$ as the input, compute the number of protein sequences in $\text{opt}(\Phi)$ at unweighted Hamming distance $d$ from $\hat{x}$.

**Theorem 12** (hardness of plotting the energy-distance landscape). Let $\Phi$ be as defined in Assumption F1.
1. Given \( \Phi \) and two integers \( d_1, d_2 \) as the input, it is NP-complete to determine whether there is an \( \Phi \)-minimizing \( x \) with \( d_1 \leq |x| \leq d_2 \).

2. Let \( \hat{x} \) be a target protein sequence. For \( d \in \{0, \ldots, n\} \), let \( F(d) \) be the smallest \( \Phi(x) \) over all protein sequences \( x \) at unweighted Hamming distance \( d \) from \( \hat{x} \). Given \( \Phi \) and \( d \) as the input, it is NP-hard to compute \( F(d) \).

6 Applications to Empirical Protein 3D Structures

To demonstrate our algorithms, we chose 34 proteins with known 3D structures from the Protein Data Bank (PDB) at \url{http://www.rcsb.org/pdb}. These 3D structures included 8 from Kleinberg’s study \cite{Kleinberg03} but excluded the protein fragments and multimeric proteins used in that study. The chosen 3D structures were then represented by centroids for each side chain calculated from the coordinates of each atom in the side chain; in the case of 3D structures solved by NMR, hydrogen atoms were included into centroid calculations. For glycine, the centroid was taken to be the position of \( C_\alpha \). For each side chain, the area of solvent accessible surface was computed via the Web interface of the ASC program with default parameters \cite{Astruc02}. In accordance to the GC model, each of the chosen native protein sequences was converted into a binary \( H/P \) sequence following Sun et al. \cite{Sun04}, where A, C, F, I, L, M, V, W, Y are \( H \), and the other amino acids are \( P \).

The detailed results of this small-scale empirical study can be found in the full version of this paper, which is deposited in the Computing Research Repository as \url{http://www.arxiv.org/abs/cs.CE/0101015}.

As anticipated, our algorithms computed fittest protein sequences that are closer to native protein sequences than found by Kleinberg \cite{Kleinberg03}. We further conjectured a significant relationship between a computed fittest protein sequence’s similarity to a native protein sequence and the diversity of the native protein in nature. Such a relationship would be highly intriguing biologically. We examined this conjecture by assessing the diversity of native proteins using the database PFAM at \url{http://pfam.wustl.edu}, which is a database of protein families determined through Hidden Markov Models \cite{Bastian00}. Our study confirmed this conjecture.

We are currently planning a large-scale analysis of further empirical protein 3D structures; the results will be reported in a subsequent paper.
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1 Introduction

A hidden Markov model (HMM) is a description of a probability distribution over a set of strings. It is convenient to consider a HMM as a generative model in which a run generates a string with a certain probability. A run starts in a special start-state, and continues by following a first order Markov chain of states, called the path, until a special end-state is reached. A symbol from a finite alphabet is emitted according to some probability distribution each time a non-silent state is
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entered. The theory of HMMs was developed and applied to problems in speech recognition in the late 1960’s and early 1970’s. Rabiner [14] gives a good overview of the theory of HMMs and its applications to problems in speech recognition. Hidden Markov models are also applied in other areas than speech recognition. One prominent example is computational biology where they have found many applications, e.g. modeling of DNA sequences [5], protein secondary structure prediction [2], gene finding [11], recognition of transmembrane proteins [16], and characterization of biological sequence families [12].

Applications of HMMs are often based on two fundamental questions. Given an HMM and a string we might want to determine the probability of the string under the model, i.e. the probability that the model has generated the string. This can be used for classification of the string as either belonging to the family of strings represented by the model or not. Or we might want to determine the most likely path of states through the model that generates the string. This can be used for annotating the string with states from the model. Dynamic programming algorithms solving these problems are described in e.g. [14].

In this paper we consider the problem of determining the most likely string generated by a given HMM, i.e. of determining the consensus string of the model, and its implications on the problem of comparing HMMs. We show that in polynomial time we cannot for any $\epsilon > 0$ approximate the probability of the most likely string under an HMM with $n$ states within a factor of $n^{1/4-\epsilon}$ unless $P = NP$, and within a factor $n^{1/2-\epsilon}$ unless $ZPP = NP$. The hardness results hold even if we restrict the HMM to a model without silent states generating only strings over a binary alphabet. The problem of determining the consensus string of an HMM has not been addressed previously in the literature. However, it is useful for studying the hardness of comparing the probability distributions given by two HMMs. Comparing two HMMs is an interesting theoretical problem with practical applications as well, for example by comparing two profile HMMs, e.g. from the Pfam protein families database [3], we compare entire sequence families instead of just individual members. In [13] we present methods for comparing HMMs, and describe how to compute the Euclidean distance (the $L_2$-distance) between two models in polynomial time.

Using the hardness of determining the consensus string, we show that comparing two HMMs under the $L_\infty$-norm is hard. Furthermore, we link the consensus string probability for models constructed in the consensus string hardness proof to the $L_k$-norm between a pair of models for any $k \in \mathbb{R}_+$. We utilize this link to prove the hardness of comparing two HMMs under the $L_1$-norm but show that it cannot be used to establish the hardness of comparing two HMMs under the $L_{2k}$-norm for any $k \in \mathbb{N}$. The $L_1$-distance is of special interest as it equals twice the variation distance, i.e. the maximum numerical difference between the probability of any set of events under the two distributions, see e.g. [6]. Comparing probability distributions by $L_k$-distances is a well-studied problem, see e.g. [8,9,4] for algorithms for comparing probability distributions over finite sets.

The rest of the paper is organized as follows. In Sect. 2 we discuss HMMs in more detail. In Sect. 3 we show that computing the most likely string, and
approximating its probability within any constant factor, is NP-hard. In Sect. 4 we consider the general problem of comparing HMMs, and show that comparison under the $L_\infty$- and $L_1$-norms is NP-hard. In Sect. 5 we summarize the status of the tractability of comparing HMMs by various well-known distances.

## 2 Hidden Markov Models

Let $M$ be an HMM that generates strings over some finite alphabet $\Sigma$ with probability distribution $P_M$, i.e. $P_M(s)$ denotes the probability of $s \in \Sigma^*$ under model $M$. Like a classical Markov model, an HMM consists of a set of interconnected states. We use $a_{q_1,q_2}^M$ to denote the probability of a transition from state $q_1$ to state $q_2$ in model $M$. These probabilities are called state transition probabilities. The transition structure of an HMM is often shown as a directed graph with a node for each state, and an edge between two nodes if the corresponding state transition probability is non-zero. Unlike a classical Markov model, a state in an HMM can emit a symbol according to a local probability distribution over all possible symbols. We use $e_{q,\sigma}^M$ to denote the probability of emitting symbol $\sigma \in \Sigma$ in state $q$ in model $M$. These probabilities are called symbol emission probabilities. A state without symbol emission probabilities is called a silent state.

It is convenient to consider an HMM as a generative model in which a run generates a string. A run of an HMM begins in a special start-state and continues from state to state according to the state transition probabilities until a special end-state is reached. Each time a non-silent state is entered, a symbol is emitted according to the symbol emission probabilities of the state. We refer to the Markovian sequence of states in a run as the path followed by the run. The string generated by a run is the concatenation of the symbols emitted along its path. The name “hidden Markov model” comes from the fact that the Markovian sequence of states followed by a run, the path, is hidden while only the emitted symbols, the generated string, is observable.

The probability $P_M(\pi)$ of following a path $\pi = (\pi_0, \pi_1, \ldots, \pi_k)$ in model $M$ is given by the state transition probabilities as

$$P_M(\pi) = \prod_{i=1}^{k} a_{\pi_{i-1}, \pi_i}^M.$$

The probability $P_M(\pi, s)$ of following a path $\pi = (\pi_0, \pi_1, \ldots, \pi_k)$ in model $M$ and emitting string $s$ depends on the subsequence $(\pi_{i_1}, \pi_{i_2}, \ldots, \pi_{i_l})$ of non-silent states on the path $\pi$. If the length of string $s = s_1s_2\cdots s_l$ is different from the number of non-silent states along path $\pi$, the probability $P_M(\pi, s)$ is zero. Otherwise, the probability of following path $\pi$ and emitting string $s$ is

$$P_M(\pi, s) = P_M(\pi) \cdot P_M(s \mid \pi) = \prod_{j=1}^{l} e_{\pi_{i_j}, s_j}^M \cdot \prod_{j=1}^{l} a_{\pi_{i_{j-1}}, \pi_{i_j}}^M.$$
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Since a run $r$ of an HMM $M$ is identified by a path $\pi_r$ through the model and an emitted string $s_r$, we can define the probability of a run as $P_M(r) = P_M(\pi_r, s_r)$. Finally, the probability $P_M(s)$ of model $M$ generating a string $s$ is the probability of following any path and emitting string $s$, that is

$$P_M(s) = \sum_\pi P_M(\pi, s).$$  

(3)

3 Finding the Most Likely String

In this section we will establish the hardness of finding the most likely string of an HMM, a question one might naturally ask about HMMs. We show that computing the probability of the most likely string generated by an HMM is NP-hard, but first we observe why there has to exist a most likely string: Let $M$ be an HMM in which a run $r$ emits a string $s$, i.e. $P_M(s) = \delta$ for some $\delta > 0$. Since $\sum_{s \in \Sigma^*} P_M(s) = 1$, there can be at most $1/\delta$ strings $s'$ where $P_M(s') \geq \delta$. This implies that there cannot exist an infinite series of strings with increasing probabilities all greater than $\delta$. Hence, there has to exist a most likely string.

We will show the hardness of computing the probability of the most likely string by a reduction from MaxClique, the problem of computing the size of the maximum clique in an undirected graph. The proposed reduction essentially preserves approximations. Hence, the approximation hardness results of [10,7] for MaxClique can be translated into approximation hardness results for computing the probability of the most likely string. Since the probability of a given string can be computed in polynomial time, cf. [14], the result also implies that finding the most likely string, and not only its probability, is NP-hard. We start with a lemma describing how to construct an HMM that by its probability distribution over finite strings captures the clique sizes of a graph.

**Lemma 1.** For any graph $G = (V, E)$ we can in polynomial time construct an HMM $M_G$ generating strings over the alphabet $\Sigma = V$ such that for all integers $k \geq 1$ it holds that $\exists s \in \Sigma^*: P_{M_G}(s) = k/\gamma_G$ if and only if $G$ has a clique of size $k$, where $\gamma_G = \sum_{v \in V} 2^{\deg(v)}$ and $\deg(v)$ is the degree of $v$ in $G$.

**Proof.** For simplicity, we will assume that $V = \{1, 2, \ldots, |V|\}$. The basic idea of the construction of $M_G$, illustrated in Fig. 1, is for each node $v$ in $G$ to construct a submodel with $2^{\deg(v)}$ possible paths of equal probability. Each of these paths generate one of the $2^{\deg(v)}$ ordered sequences of nodes where each node occurs at most once, $v$ occurs exactly once, and all other occurring nodes are connected by an edge to $v$. We can construct these submodels simply by having a state emitting each of the possible symbols that can occur in the sequence with probability 1, and then choose to either enter or skip these states in turn with equal probability $1/2$. By choosing the submodel of $v$ with probability $2^{\deg(v)}/\gamma_G$ in the aggregate model consisting of all the submodels, all paths in the aggregate model will have probability $1/\gamma_G$. Thus, the probability of a string will be $k/\gamma_G$, where $k$ is the number of submodels that can generate it. Hence, the probability of a string “counts” the number of submodels that can generate it.
Formally, the model $M_G$ consists of a start-state $start$, an end-state $end$, a set of silent states $S$ (not essential for the construction but serves to make the structure of the model clearer), and a set of non-silent states $N$, where

$$S = \{ s_{u,v} \mid u, v \in V, u \neq v \} \cup \{ i_{u,v} \mid u \in V, v \in V \cup \{0\} \},$$

$$N = \{ n_{u,v} \mid u, v \in V, \{u, v\} \in E \land u = v \}.$$ 

The non-zero transition probabilities are

$$a_{start,i_{u,0}} = \frac{\gamma^{\deg(u)}}{\gamma_G}$$

$$a_{i_{u,v-1},n_{u,v}} = \begin{cases} 1 & \text{if } u = v \\ 1/2 & \text{if } \{u, v\} \in E \\ \text{undefined} & \text{otherwise } (n_{u,v} \text{ is not a state in } M_G) \end{cases}$$

$$a_{i_{u,v-1},s_{u,v}} = \begin{cases} \text{undefined} & \text{if } u = v \text{ } (s_{u,v} \text{ is not a state in } M_G) \\ 1/2 & \text{if } \{u, v\} \in E \\ 1 & \text{otherwise} \end{cases}$$

where $u, v \in V$ and $a_{s_{u,v-1},s_{u,v}}$, $a_{s_{u,v-1},i_{u,v}}$, $a_{i_{u,v-1},end} = 1$ whenever they are well defined, i.e. whenever both states are in $M_G$. The non-zero emission probabilities are $e_{n_{u,v},v} = 1$ for all non-silent states $n_{u,v} \in N$. Note that though each state can
emit only one particular symbol, numerous states can emit identical symbols. Thus the constructed model cannot be described as just a Markov model. The model can evidently be constructed in polynomial time.

We still need to prove the connection between clique sizes in $G$ and string probabilities in $M_G$. We first observe that any run through $M_G$ has probability $1/\gamma_G$, hence the probability of any string must be $k/\gamma_G$ for some $k$. Now assume that there is a string $s$ with $P_{M_G}(s) = k/\gamma_G$. Hence, $s$ can be generated by the submodels of $k$ nodes. Let $\{u_i\}_{1 \leq i \leq k}$ be the set of nodes whose submodels can generate $s$. We claim that $\{u_i\}_{1 \leq i \leq k}$ must be a clique in $G$. First, all $u_i$ for $1 \leq i \leq k$ must occur in $s$, as all sequences generated by the submodel of node $u_i$ contains $u_i$. Secondly, each $u_i$ must be connected by an edge to all nodes, apart from itself, occurring in $s$. Hence, all pairs of nodes $u, v \in \{u_i\}_{1 \leq i \leq k}$ are connected by an edge.

Conversely, assume that $C = \{u_i\}_{1 \leq i \leq k}$, where $i < j \iff u_i < u_j$, is a clique in $G$. We claim that $P_{M_G}(u_1u_2 \ldots u_k) = k/\gamma_G$. First, $u_1u_2 \ldots u_k$ can be generated by the submodel of any node $u_i \in C$ as it contains $u_i$, and as $u_i$ is connected by an edge to any other node occurring in $u_1u_2 \ldots u_k$. Secondly, $u_1u_2 \ldots u_k$ cannot be generated by the submodel of any node $v \not\in C$ as it does not contain $v$. Hence, $u_1u_2 \ldots u_k$ can be generated by precisely $k$ submodels and thus has probability $k/\gamma_G$ in $M_G$.

The model $M_G$ constructed in Lemma 1 satisfies that the end-state can be reached from any other state with non-zero probability, i.e. there does not exist a state $p$ where $a^M_{p,p} = 1$. The next two lemmata simplify the model. More precisely, we show that only non-silent states and a binary alphabet is necessary.

**Lemma 2.** Lemma 1 still holds if we restrict the alphabet to be binary.

**Proof.** In the proof of Lemma 1 we used an alphabet $\Sigma = V$. We can encode this alphabet in binary such that there to each $\sigma \in \Sigma$ corresponds a unique string in $\{0, 1\}^{\log |V|}$. Each non-silent $n_{u,v}$ state in $M_G$ is now replaced with a sequence of $\lfloor \log |V| \rfloor$ non-silent states, where the $i$'th state emits the $i$'th bit in the binary encoding of $v$ and has probability 1 for the transition to the $i+1$st state.

**Lemma 3.** Let $M$ be an HMM where the end-state can be reached from any other state with non-zero probability. We can construct an HMM $M'$ with no silent states and $P_M = P_{M'}$.

**Proof.** We prove the lemma by describing the simple procedure of removing one silent state, thus transforming $M$ into a model $M''$ with one less silent state. This procedure can then be applied to all the silent states of $M$ in turn. Let $p$ be a silent state, i.e. it does not emit any symbols. Hence, the only effect $p$ has is to allow going from one state $q$ via $p$ to another state $r$ without emitting any symbols on the way. But this might as well be done with a direct transition. When eliminating $p$ we thus have to update all other transition probabilities as

$$a'^{M'}_{q,r} = a'^M_{q,r} + a^M_{q,p} \cdot a^M_{p,r} / (1 - a^M_{p,p})$$

These lemmata simplify the model and can be used to reduce the complexity of comparing Hidden Markov Models.
if $a_{n,p}^M < 1$. Since the end-state by assumption can be reached from any state with non-zero probability, we can ignore the case $a_{n,p}^M = 1$. Hence, the described update yields a new model $M''$ with $P_{M''} = P_M$ but one less silent state. \[ \Box \]

Corollary 1. Lemma 2 still holds with models not having any silent states.

We are now ready to present the main result of this section, that the probability of the most likely string of an HMM is hard to approximate.

Proposition 1. Let $M$ be an HMM with $n$ states generating strings over an alphabet $\Sigma$, where $|\Sigma| \geq 2$. For any $\epsilon > 0$ we cannot in polynomial time

- approximate the probability of the most likely string under $M$ within a factor of $n^{1/4-\epsilon}$ unless $P = \text{NP}$
- approximate the probability of the most likely string under $M$ within a factor of $n^{1/2-\epsilon}$ unless $\text{ZPP} = \text{NP}$

Proof. In [10] it is proved that we in polynomial time cannot approximate the largest clique of a graph $G = (V, \mathcal{E})$ within a factor of $|V|^{1/2-\epsilon}$ unless $P = \text{NP}$ and cannot approximate it within $|V|^{1-\epsilon}$ unless $\text{ZPP} = \text{NP}$. By Lemma 3 and an inspection of the proofs of Lemmata 1 and 3 we can construct a model $M_G$ with less than $|\mathcal{E}| [\log |V|]$ states such that the most likely string in $M_G$ has probability $k/\gamma_G$ if and only if the largest clique of $G$ is of size $k$. Assume we can approximate max$\{P_{M_G}(s) \mid s \in \Sigma^* \}$ within a factor of $n^c$ in polynomial time, i.e. that we can find $p \leq k/\gamma_G$ such that $p \cdot n^c \geq \max\{P_{M_G}(s) \mid s \in \Sigma^* \} = k/\gamma_G$. As $|\mathcal{E}| \cdot [\log |V|] \geq n$ it follows that $p \cdot \gamma_G \cdot ([|\mathcal{E}| \cdot [\log |V|])^c \geq k$. Furthermore, $|\mathcal{E}| \cdot [\log |V|] = o(|V|^{2+\delta})$ for any $\delta > 0$. Hence, we can approximate the size of the largest clique in $G$ within a factor $|V|^{2+\delta}$. The result now follows by choosing $c = \frac{1}{7}(1 - \epsilon - 2\delta)$ and $c = \frac{1}{7}(1 - \epsilon - 2\delta)$, respectively. \[ \Box \]

4 Comparing Hidden Markov Models

What the most probable string of an HMM is, is a very natural question to ask. However, it does not seem to be of high practical importance. At least, it does not appear that any previous work has been concerned with this problem. Indeed, our main motivation for studying the problem of finding the most probable string was that we can use the hardness of this problem – and some specific details from the reduction proving the hardness – as basis for proving the results of this section, developing hardness results for comparing the probability distributions of two HMMs under $L_k$-norms.

Usually, HMMs are considered tools for analyzing data. But we may also view them as a compact representation of a probability distribution over finite sequences. E.g. in computational biology, an HMM for classifying sequences can be viewed as a representation of the family of sequences belonging to the class. Hence, the HMM itself can be considered data. Since comparing data is a common task in computational biology, it is interesting, both from a theoretical and
a practical viewpoint, to investigate how to compare two HMMs, i.e. how to
compare the probability distributions described by the two models.

The $L_k$-norm between two models $M$ and $M'$ over the same alphabet $\Sigma$
is $\|P_M - P_{M'}\|_k = \sum_{s \in \Sigma^*} \sqrt[k]{(P_M(s) - P_{M'}(s))^k}$, and the $L_\infty$-norm is $\|P_M - P_{M'}\|_\infty = \max_{s \in \Sigma^*} |P_M(s) - P_{M'}(s)|$. That $L_k$-norms are well-defined for HMMs,
even over infinite countable sets, follows from the comparison criteria for ser-
ries. For the $L_\infty$-norm the well-definedness can be argued similar to the well-
definedness of a most likely string. In [13] we describe how to compute the
$L_2$-distance between two models in polynomial time. In this section we will ex-
tend this result by proving that if $P \neq NP$ then neither the $L_\infty$-norm nor the
$L_1$-norm can be computed in polynomial time, but that the $L_1$-norm can be
computed in polynomial time for $k$ any fixed even integer. We conjecture these to be the only efficiently computable $L_k$-norms, i.e. the $L_k$-norm between
the probability distributions of two HMMs can be computed in polynomial time if
and only if $k$ is fixed and an even integer. We start with the $L_\infty$-norm. This is
close linked to the probability of the most likely string by the following lemma.

**Lemma 4.** Let $M$ be an HMM that generates finite strings over an alphabet $\Sigma$.
We can construct another HMM $M'$ that generates finite strings over an alphabet
$\Sigma \cup \{\$\}$ such that

$$\max \{ P_M(s) \mid s \in \Sigma^* \} = \|P_M - P_{M'}\|_\infty.$$ 

**Proof.** The model $M'$ we construct will be an almost exact copy of $M$. The
only difference is an extra state that emits a special symbol $\$ \not \in \Sigma$ just prior
to entering the end-state. Hence, we add a new state $q$ to $M'$, as compared
to $M$, with $\epsilon^{M'}_{q,\sigma} = \delta(\sigma, \$)$ and $a^{M'}_{q,\sigma} = \delta(p, \text{end})$. The transition probabilities are
updated to go to the new state $q$ instead of to the end-state, i.e. $a^{M'}_{p,q} = a^M_{p,\text{end}}$ and $a^{M'}_{p,\text{end}} = 0$ for all $p \neq q, \text{end}$; otherwise emission as well as transition probabilities are
the same for $M$ and $M'$. With this construction the sets of sequences emitted by
$M$ and $M'$ are disjoint and $P_M(s) = P_{M'}(s\$)$ for all $s$. Hence,

$$\|P_M - P_{M'}\|_\infty = \max \{ |P_M(s) - P_{M'}(s)| \mid s \in (\Sigma \cup \{\$\})^* \}$$

$$= \max \{ P_M(s) \mid s \in \Sigma^* \}. $$

\[ \square \]

**Corollary 2.** The hardness results of Proposition 1 for determining the most
likely string of an HMM transfers directly to the problem of comparing the prob-
ability distributions of two HMMs $M$ and $M'$ under the $L_\infty$-norm.

In general, the $L_\infty$-norm between two probability distributions, $P$ and $Q$,
defined on the same set, $\Omega$, is defined as $\|P - Q\|_\infty = \max_{s \in \Omega} |P(s) - Q(s)|$. Hence, it measures the largest difference in probabilities we can obtain for any
possible single observation. Another, seemingly similar, way to compare two
probability distributions $P$ and $Q$ is by the variation distance, see e.g. [6], defined
as $\|P - Q\| = \max_{A \subseteq \Omega} |P(A) - Q(A)|$. This measures the largest difference
in probabilities we can obtain for any subset of observations. It is well-known that
the variation distance between two probability distributions is half the $L_1$-
distance between the two probability distributions, i.e. $\|P - Q\| = \frac{1}{2} \|P - Q\|_1$.

**Proposition 2.** Comparing two HMMs under the $L_1$-norm is $NP$-hard.

**Proof.** The proof is again by a reduction from MAXCLIQUE. Or rather a reduc-
tion from the consensus string problem for the HMM $M_G$ constructed from
a graph $G = (V, E)$ in the previous section to establish the hardness of the
consensus string problem. Recall that every string generated by $M_G$ is a sub-
sequence of $12 \ldots |V|$ and have probability $i/\gamma_G$ for some $i \in \{0, 1, \ldots, |V|\}$, where
$\gamma_G = \sum_{v \in V} 2^{\deg(v)}$. Let $a_i$ denote the number of subsequences of $12 \ldots |V|$ which
the HMM $M_G$ generates with probability $i/\gamma_G$. If we know the maximum $k$ such
that $a_k \neq 0$, we can conclude that the probability of the most likely string un-
der $M_G$ is $k/\gamma_G$, and by the result of the previous section, that the maximum
clique in $G$ has size $k$.

To clarify our proof technique, we initially ignore the fact that the probabil-
ities of all sequences generated by a model has to sum to 1. For any $x \in \mathbb{R}$ we
can construct a model $M'_{[V]}$ that assigns a uniform probability of $x$ to all sub-
sequences of $12 \ldots |V|$ and probability 0 to all other sequences. Comparing $M'_{[V]}^{i/\gamma G}$ to $M_G$
under the $L_1$-norm we get

$$\| P_{M'_{[V]}^{i/\gamma G}} - P_{M_G} \|_1 = \sum_x \left| P_{M'_{[V]}^{i/\gamma G}}(s) - P_{M_G}(s) \right| = \sum_{j=0}^{[V]} a_j \frac{|i-j|}{\gamma_G}. \quad (4)$$

Hence, comparing $M_G$ with $M'_{[V]}^{i/\gamma G}$ under the $L_1$-norm for all $i = 0, 1, \ldots, |V|$ we
obtain a system of linear equations

$$Ma = l \quad (5)$$

for determining the $a_i$, where $M$ is the $([V] + 1) \times ([V] + 1)$ matrix with
entries $M_{ij} = |i-j|$, and $l$ is the $([V] + 1) \times 1$ vector with entries
$l_i = \gamma_G [P_{M'_{[V]}^{i/\gamma G}} - P_{M_G}]_1$. The matrix $M$ is invertible with inverse

$$(M^{-1})_{ij} = \begin{cases} 
(1 - |V|)/2|V| & \text{if } i = j = 1 \text{ or } i = j = |V| + 1. \\
-1 & \text{if } 1 < i = j \leq |V|. \\
1/2 & \text{if } j = i \pm 1. \\
1/2|V| & \text{if } i = j = |V| + 1 \text{ or } i = |V| + 1, j = 1. \\
0 & \text{otherwise.} 
\end{cases} \quad (6)$$

Thus, knowing $l$ we can compute $a$ in time polynomial in the size of $G$, which
in turn allows us to determine the size of the largest clique in $G$.

Let us now extend the above technique when keeping in mind that the prob-
abilities of all sequences generated by a model have to sum to 1. When the
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probabilities of all sequences generated by a model are required to sum to 1, the only model $M_{[V]}$ with a uniform probability distribution over all subsequences of $1, 2, \ldots, |V|$ and all other strings having probability 0 is $M_{[V]} = M_{[V]}'$.

However, if we embed a model $M$ as a submodel of an aggregate model $M'$ that chooses model $M$ with probability $x$ and chooses another submodel that always generates a string with a single symbol $\$ \notin \Sigma$ with probability $1 - x$, we have scaled down the probabilities of all sequences originally generated by $M$ by a factor $x$. Hence, for any $i = 0, 1, \ldots, |V|$ we can make $M_{[V]}$ generate all subsequences of $1, 2, \ldots, |V|$ with probability equal to the probability of a string in $M_G$ that can be generated by exactly $i$ different paths in $M_G$. Either by rescaling $M_{[V]}$ by a factor $\gamma_G$ if $i \leq 2^{-|V|}$, or by rescaling $M_G$ by a factor $\gamma_G^2$ if $i > 2^{-|V|}$. Denoting the rescaled models $M_{G,i}$ and $M_{[V],i}$ we get

$$\|P_{M_{[V],i}} - P_{M_{G,i}}\|_1 = \|P_{M_{[V],i}}(\$) - P_{M_{G,i}}(\$)\| + \sum_{s \neq \$} |P_{M_{[V],i}}(s) - P_{M_{G,i}}(s)|$$

$$= (1 - b_i) + c_i \sum_{j=0}^{|V|} a_j |i - j|$$

(7)

where $b_i = \min \left\{ \gamma_G, \frac{2^{-i|V|}}{\sqrt[|V|]{2}}, \frac{2^{-i|V|}}{\sqrt[|V|]{2}} \right\}$ and $c_i = \min \left\{ \gamma_G, \frac{2^{-i|V|}}{\sqrt[|V|]{2}} \right\}$. By comparing $M_{G,i}$ and $M_{[V],i}$ under the $L_1$-norm for $i = 0, 1, \ldots, |V|$ we thus obtain a system of linear equations identical to (5), except for the vector $l$. In the system of linear equations based on comparing rescaled models, one observes from (7) that the entries of $l$ are $l_i = \frac{1}{2}\left(\|P_{M_{[V],i}} - P_{M_{G,i}}\|_1 + b_i - 1\right)$. But the system being solvable does not depend on the value of $l$, only on the matrix $M$. Hence, if we can compare two HMMs under the $L_1$-norm in polynomial time, we can determine $a$ and thus the size of the largest clique in polynomial time.

In the proof of Proposition 2 we do not directly relate the $L_1$-distance between two models to the most likely string of one (or both) of the models. Hence, the approximation hardness is not preserved by the reduction, and the hardness result obtained is only for the computation of the exact $L_1$-distance. In the rest of the paper we examine the proof technique of Proposition 2 in more details.

Let $P$ and $Q$ be two probability distributions defined on a set $\Omega$, and $D$ be a distance between probability distributions defined as a sum of point-wise comparisons, i.e. $D(P, Q) = \sum_{s \in \Omega} d(P(s), Q(s))$. One can consider using the same technique as in the proof of Proposition 2 to prove it hard to compare two HMMs under the measure $D$. We can set up a system of linear equations similar to (5), as the distance between $M_{[V],i}$ and $M_{G,i}$ under $D$ is

$$D(P_{M_{[V],i}}, P_{M_{G,i}}) = (1 - b_i) + \sum_{j=0}^{|V|} a_j \cdot d(c_i \cdot i, c_i \cdot j).$$

(8)

Whether this allows us to deduce anything about the hardness of comparing two HMMs under $D$ depends on whether the resulting system of linear equation
system, with matrix $M$ defined by $M_{ij} = d(c_i \cdot i, c_i \cdot j)$, can be solved with sufficient precision to determine the maximum clique size of $G$ in time polynomial in the size of $G$.

As an example we can consider the $L_k$-norm for an even integer $k$. In general, for the $L_r$-norm we have

$$
\left( \| P_{c_{V,1}}, P_{M_G,1} \|_r \right)^r = (1 - b_i) + \sum_{j=0}^{\vert V \vert} a_j \vert c_i \cdot i - c_i \cdot j \vert^r
$$

$$
= (1 - b_i) + c_i \sum_{j=0}^{\vert V \vert} a_j \vert i - j \vert^r. \tag{9}
$$

Hence, when considering the $L_k$-norm for an even integer $k$, the matrix $M$ of the resulting system of linear equations has entries $M_{ij} = \vert i - j \vert^k = (i - j)^k$. Since any $m \times m$ matrix $A$ defined by $A_{ij} = (x_i - y_j)^k$ is singular if $m > k + 1$ (a fact which can be proved e.g. using the fact that a polynomial of degree $k$ is uniquely determined by its value in $k + 1$ points, hence we can choose a set of values in $m > k + 1$ points that does not agree with any polynomial of degree $k$), the system of linear equations defined by $M = (i - j)^k$, for an even integer $k$, cannot be solved for a unique solution if $|V| > k$, and we fail to prove the NP-hardness of comparing two HMMs under the $L_k$-norm for an even integer $k$.

This failure is no surprise because the algorithmic technique for comparing two HMMs under the $L_2$-norm described in [13] can easily be extended to compare two HMMs under the $L_k$-norm, $k$ a fixed even integer, in time $O(n^{3k})$ where $n$ is the number of states in the two models. The algorithmic technique of [13] cannot be applied to the computation of any other $L_r$-norm than those where $r$ is an even integer.

Based on the NP-hardness of comparing two models under the $L_1$-norm proved above, and that the $L_r$-norms where $r$ is an even integer stands out as the only ones where the absolute value operation can be ignored, we conjecture that it is NP-hard to compare two models under any $L_r$-norm where $r$ is not an even integer. This claim immediately follows, if we for a fixed $r$ not an even integer can solve a linear equation system as in (2) with an $m \times m$ matrix $M$ with entries $M_{ij} = \vert i - j \vert^r$ in time polynomial in $m$.

Similarly to the $L_k$-norm for $k$ an even integer, we can rule out the Kullback-Leibler divergence, or relative entropy, as a case where the technique used in the proof of Proposition 2 is useful. Here the matrix $M$ of the linear equation system can be defined by $M_{ij} = i \log \frac{i}{j} = i(\log i - \log j)$. Setting $x_i = \log i$ and $y_j = \log j$, by the above discussion the $m \times m$ matrix $M'$ defined by $M'_{ij} = \log i - \log j$ is singular if $m > 2$. Hence, so is any matrix obtained by multiplying one or more rows of $M'$ by scalars.

5 Conclusion

When choosing how to compare two probability distributions, one important consideration is how efficiently a given distance can be computed. In [1] a num-
ber of commonly used distance measures between probability distributions are listed: the $\chi^2$, variation, quadratic, Hellinger and Kullback-Leibler distances. In [13] we show how to compute the quadratic distance between the probability distributions of two HMMs in polynomial time. The Hellinger distance, i.e. the distance in Euclidean space between two probability distributions after they have been normalized to 1, can also be computed in polynomial time cf. [13], where we show how to compute the angle in Euclidean space between the two probability distributions when interpreted as infinite dimensional vectors.

In this paper we have proved that the variation distance is $\mathbf{NP}$-hard to compute, and furthermore that the $L_{\infty}$-distance is hard even to approximate. Furthermore, we briefly mentioned that the distance based on the $L_k$-norm can be computed in polynomial time if $k$ is an even integer. To our knowledge, the complexity of comparing the probability distributions of two HMMs under the $\chi^2$ distance, the Kullback-Leibler distance and the distance based on the $L_r$-norm for any $r$ not 1, $\infty$, or an even integer remains an open problem, though a heuristic for approximating the Kullback-Leibler distance was proposed in [15].
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Abstract. We propose a mathematical model of DNA self-assembly using 2D tiles to form 3D nanostructures. This is the first work to combine studies in self-assembly and nanotechnology in 3D, just as Rothemund and Winfree did in the 2D case. Our model is a more precise superset of their Tile Assembly Model that facilitates building scalable 3D molecules. Under our model, we present algorithms to build a hollow cube, which is intuitively one of the simplest 3D structures to construct. We also introduce five basic measures of complexity to analyze these algorithms. Our model and algorithmic techniques are applicable to more complex 2D and 3D nanostructures.

1 Introduction

DNA nanotechnology and DNA self-assembly are two related technologies with enormous potentials.

The goal of DNA nanotechnology is to construct small objects with high precision. Seeman’s visionary work \cite{8} in 1982 pioneered the molecular units used in self-assembly of such objects. More than a decade later, double-crossover (DX) molecules were proposed by Fu and Seeman \cite{3} and triple-crossover (TX) molecules by LaBean \emph{et al.} \cite{5} as DNA self-assembly building blocks. Laboratory efforts have been successful in generating interesting three-dimensional (3D) molecular structures, including the small cube of Chen and Seeman \cite{1}. However, these are immutable and limited in size, mainly because their fabrication is not based on a mathematical model that can be extended as necessary.

In parallel to DNA nanotechnology, studies on self-assembly of DNA tiles have focused on using local deterministic binding rules to perform computations. These rules are based on interactions between exposed DNA sequences
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on individual tiles; tiles assemble into a particular 1D or 2D structure when in solution, encoding a computation. Winfree [10] formulated a model for 2D computations using DX molecules. Winfree et al. [11] used 1D tiles for 1D computations and 2D constructions with DX molecules. LaBean et al. [4] were the first to compute with TX molecules.

Combining these two technologies, several researchers have demonstrated the power of DNA self-assembly in nanostructure fabrication. Winfree et al. [13] investigated how to use self-assembly of DX molecules to build 2D lattice DNA crystals. Rothemund and Winfree [7] further proposed a mathematical model and a complexity measure for building such 2D structures.

A natural extension of the seminal 2D results of Winfree et al. [13] and Rothemund and Winfree [7] would be the creation of 3D nanostructures using tiling. To initiate such an extension, this paper (1) proposes a general mathematical model for constructing 3D structures from 2D tiles; (2) identifies a set of biological and algorithmic issues basic to the implementation of this model; and (3) provides basic computational concepts and techniques to address these issues. Under the model, the paper focuses on the problem of constructing a hollow cube, which is intuitively one of the simplest 3D structures to construct. We present algorithms for the problem and analyze them in terms of five basic measures of complexity.

There are three natural approaches to building a hollow cube. The first approach uses 1D tiles to form 2D DX-type tiles as in [11], and then uses these tiles to construct a cube. Our paper does not fully investigate this possibility because of the inconvenient shape of these molecules (see Sect. 2.1), but our algorithms can be modified to accommodate these DX-type tiles. The second approach builds a cube from genuine 2D tiles, which is the focus of this paper. The third approach is perhaps the most natural: build a cube from genuine 3D tiles. It is not yet clear how such 3D tiles could be created; conceivably, the cube of Chen and Seeman [1] may lead to tiles of this form. This paper does not fully investigate this possibility, either, because this approach is algorithmically straightforward and similar to the 2D case.

The basic idea of our algorithms is to use 2D tiles to form a shape on the plane that can fold into a box, as illustrated in Fig. 1(a)–(b). We can easily synthesize a set of tiles to create the initial 2D shape. To overcome a negligible probability of success due to biochemical factors, we must put many copies of these tiles into solution at once; but we must then worry about multiple copies of the shape interfering with each other, preventing folding, as in Figure 1(c).

To avoid this problem, we introduce randomization, so that different copies of the shape have unique sticky ends. The growth of tiles into a complete structure must still be deterministic (as it is based on Watson-Crick hybridization), but we randomize the computation input — the seed tiles from which the rest of the shape assembles. The edges then still relate to each other, but depend on the random input that is different for each shape in solution. If each input can form with only low probability, interference with another copy of the shape will be kept to a minimum.
Fig. 1. (a) 2D planar shape that will fold into a box. Each section is formed from many smaller 2D DNA tiles. Edges with the same number have complementary sticky ends exposed so they can hybridize. (b) Folding of the shape in (a) into a box. Here, edges 4, 5, 6, and 7 have all hybridized. Hybridization of edges 2 and 3, whose two complements are now in close proximity, will cause edge 1 to hybridize and form the complete box. (c) Multiple copies of the 2D shape in solution. Copies of the shape can interfere and attach infinitely without control as long as edges have matching sticky ends.

This raises another important issue — that of using self-assembly to communicate information from one part of the shape to another. Since the edges must relate to each other and the random input, designing local rules becomes nontrivial. In this paper, we explore and formalize patterns used in completing this task. In addition, we formalize biological steps that allow a specific subset of tiles to be added in an isolated period of time, thus allowing better control of growth. We couple this with the use of temperature to improve the probability of a successful construction.

The remainder of this paper is organized as follows. Sect. 2 describes the model of computation, including notation for DNA tiles and definitions of complexity measures. Sect. 3 describes the algorithms in detail, and Sect. 4 discusses future research possibilities. Some details have been omitted from this extended abstract; the full version is available electronically at


2 Model of Computation

In this section we formally introduce our model of self-assembly, the Generalized Tile Assembly Model, on both the mathematical and biological level. It is an extension of the model presented by Rothemund and Winfree in [?].
2.1 Molecular Units of Self-Assembly

We begin with the biological foundation for our model. We intend to build 3D structures using the folding technique shown in Fig. 1 and allow construction of all 2D structures possible with the Tile Assembly Model.

Our model relies on using the molecular building block of a DNA tile. Tiles can naturally hybridize to form stable shapes of varying sizes, and the individual tiles can easily be customized and replicated (via synthesis and PCR before the procedure) for a specific algorithm.

DNA tiles are small nucleotides with exposed action sites (also known as sticky ends of a DNA strand) consisting of a single-stranded sequence of base pairs. When this sequence matches a complementary sequence on an action site of another tile, the Watson-Crick hybridization property of DNA causes these two molecules to bind together, forming a larger structure. A tile can be synthesized in the laboratory to have specific sticky ends. Different combinations of sticky ends on a tile essentially yield uniquely-shaped puzzle pieces. The tiles will automatically hybridize when left in solution.

Most work in self-assembly uses DX and TX molecules for tiles, but the shape of these molecules causes a problem for 3D construction. Since the sticky ends are on diagonally opposite ends (see [3] and [5]), these tiles form structures with ragged edges when they hybridize, as in Fig. 2(a). Our algorithms can easily be modified to use these tiles by adjusting for proper alignment before folding into a box.

However, we propose a simpler alternative, which is using the branched molecules of Seeman [8] or a variant derived from the structure of tRNA. These molecules, sketched in Fig. 2(b) and (c), are truly 2D with sticky ends on four sides. The structure is stable while the sticky ends are free-floating in solution — so the molecules have flexibility to align properly during folding.

Such molecules offer a natural motivation for modeling them using Wang’s theory of tiling [9], which allows us to abstract construction using these molecules to a symbolic level.

![Fig. 2](image)

**Fig. 2.** (a) 2D structure formed from DX molecules. The left and right sides cannot hybridize because they are aligned improperly; the same is true for the top and bottom sides. (b) Branched-molecule DNA tile from [8]. (c) Synthetic DNA tile derived from the structure of tRNA
2.2 Symbolic Representation of Tiles

Definition 1. A DNA sequence of length \( n \) is an ordered sequence of base pairs \( 5' - b_1b_2 \cdots b_n - 3' \) where the sequence has a 5-prime and 3-prime end, and \( b_i \in \mathcal{B} = \{A, T, C, G\} \), the set of base pairs. We will assume that if the directions are not explicitly written, the sequence is written in the \( 5' \rightarrow 3' \) direction.

1. The Watson-Crick complement of sequence \( s = 5' - b_1b_2 \cdots b_n - 3' \), denoted \( \complement \), is the sequence\(^1\) \( 3' - \overline{b}_n \overline{b}_{n-1} \cdots \overline{b}_2 \overline{b}_1 - 5' \), where \( \overline{A} = T, \overline{T} = A \). Define \( \complement = s \).
2. The concatenation of two sequences \( s = s_1 \cdots s_n \) and \( t = t_1 \cdots t_m \), denoted \( s \cdot t \), or simply \( st \), is the sequence \( s_1 \cdots s_n t_1 \cdots t_m \).
3. The subsequence from \( i \) to \( j \) of sequence \( s = 5' - b_1b_2 \cdots b_n - 3' \), denoted \( s[i:j] \), is the sequence \( 5' - b_i b_{i+1} \cdots b_{j-1} b_j - 3' \), where \( 1 \leq i < j \leq n \).

Given the above definitions, two DNA strands can hybridize if they have complementary sequences. Formally, \( s = s_1 \cdots s_n \) and \( t = t_1 \cdots t_m \) can hybridize if there exist integers \( h_{s1}, h_{s2}, h_{t1}, h_{t2} \) such that \( s[h_{s1} : h_{s2}] = t[h_{t1} : h_{t2}] \). We assume there are no misbindings, that is, the above condition must be met exactly with no errors in base-pair binding.

Remark 1. Note that \( \overline{s \cdot t} \) (or \( [s \cdot t] \) \( \neq \overline{s} \cdot \overline{t} \) (or \( s \cdot t \)); rather, \( \overline{s \cdot t} = t \cdot \overline{s} \).

Definition 2. The threshold temperature for a DNA sequence is a temperature \( t \) in some fixed set \( T \) such that the sequence is unable to remain stably hybridized to its complement when the solution is at a temperature higher than \( t' \in (t - t' + t) \) for \( t > 0 \).\(^2\) (Heating a solution generally denatures strands, so this definition has strong biological foundation. The consequences and methodology of using temperature in designing DNA sequences for tiles is discussed in [3].) If \( s \) has a lower threshold temperature than \( t \), we say \( s \) binds weaker than \( t \).

As with most work in DNA computing, our model uses DNA sequences to encode information\(^3\) — in our case, an identifier specifying what kinds of matches are allowed between tiles on a given side. Since there are no misbindings, these identifiers map uniquely to DNA sequences present on the sides of tiles that can bind to each other. Formally, we have the following.

Definition 3. Let \( S \) be the set of symbols used to represent the patterns on the sides of our tiles. We assume \( S \) is closed under complementation, that is, if \( s \in S \) then there exists some \( s' \in S \) such that \( s' = \overline{s} \) where \( \overline{s} \) is the complement of \( s \) (the purpose of this will be clear below). Let \( \mathcal{W} \subset \bigcup \{ \mathcal{B}^i \} \) be the set of DNA

---

\(^1\) The assumption that sequences written without directions are given \( 5' \rightarrow 3' \) means that the complement of \( b_1b_2 \cdots b_n \) is \( \overline{b}_n \cdots \overline{b}_2 \overline{b}_1 \), which is not standard convention but is technically correct.

\(^2\) A fixed set of threshold temperatures simplifies the model and corresponds to the temperature parameter in [7]. To compensate we allow the actual threshold temperature to deviate slightly from the fixed point.

\(^3\) Condon, Corn, and Marathe [2] have done work on designing good DNA sequences for problems like this one.
sequences called DNA words such that the words do not interfere with each other or themselves (i.e., bind inappropriately). We then define the injective map \( \text{enc} : \mathcal{S} \rightarrow \mathcal{W} \) that is the encoding of a symbol into a DNA word. This map obeys complementation: \( \text{enc}(\overline{s}) = \overline{\text{enc}(s)} \).

**Definition 4.** A DNA tile is a 4-tuple of symbols \( T = (s_N, s_E, s_S, s_W) \) such that \( s_i \in \mathcal{S} \) and \( \text{enc}(s_i) \) is the exposed DNA sequence at the north, east, south, or west action site of the tile, for \( i = N, E, S, W \). Given two tiles \( T_1 \) and \( T_2 \), they will bind if two sides have complementary symbols. Properties of hybridization, including threshold temperature, carry over to the hybridization of tiles. We make a stronger no-misbinding assumption for tiles, requiring that the sticky ends on the tiles match exactly and fully.

At this stage, our model exactly matches that of Rothemund and Winfree in [7], except that our tiles can “rotate”; that is, \( (s_N, s_E, s_S, s_W) = (s_E, s_S, s_W, s_N) \). This corresponds more closely to tile structure. The model, at this point, could require many symbols to express different tile types, and possibly an exponential number of DNA words. Ideally, we would like to arbitrarily extend the symbolic or informational content of each side of a tile. Therefore we make the following generalization.

**Definition 5.** Let \( \Sigma \) be a set of symbols closed under complementation, and let \( \Omega \) be a set of corresponding DNA words. A \( k \)-level generalization of the model defines a map \( g : \Sigma^k \rightarrow \mathcal{S} \) and a corresponding encoding \( \text{gen} : \Sigma^k \rightarrow \mathcal{W} \), where \( \text{gen}(\sigma) = \text{enc}(g(\sigma)) \) for \( \sigma \in \Sigma^k \) such that an abstract tile definition, which is a 4-tuple of \( k \)-tuples of symbols in \( \Sigma \), is equivalent to a DNA tile.

We define complementation for a \( k \)-tuple in \( \Sigma^k \) as follows: let \( \overline{\sigma} = (\overline{\sigma_1}, \ldots, \overline{\sigma_k}) \) be \( (\overline{\sigma_1}, \ldots, \overline{\sigma_k}) \) so that \( \text{gen}(\overline{\sigma}) = \overline{\text{enc}(g(\overline{\sigma}))} = \overline{\text{enc}(g(\overline{\sigma}))} = \overline{\text{enc}(g(\overline{\sigma}))} \). This makes the hybridization condition equivalent to having complementary symbols in \( k \)-tuples for sides that will bind.

The definition is purposefully broad in order to allow different algorithms to define the encoding based on the number of words and tiles needed. A 1-level generalization with \( \Sigma = \mathcal{S} \) and \( \Omega = \mathcal{W} \) where \( g(s) = s \) and \( \text{gen} = \text{enc} \) is the original Rothemund-Winfree Tile Assembly Model. In this paper, we use the following model.

**Definition 6.** The concatenation generalization is a \( k \)-level generalization where \( \mathcal{W} \subset \Omega^k \) and \( g \) maps every combination of symbols in \( \Sigma^k \) to a unique symbol in \( \mathcal{S} \). Partition \( \mathcal{S} \) into \( \mathcal{S}' \) and \( \overline{\mathcal{S}} \) such that each set contains the complement symbols of the other, and \( \mathcal{S}' \cap \overline{\mathcal{S}} = \emptyset \). For \( \sigma \in \mathcal{S}' \), define \( \text{gen}(g^{-1}(\sigma)) = \text{enc}(\sigma) = \omega_1 \omega_2 \cdots \omega_k \) where \( \text{enc}(\sigma_i) = \omega_i \in \Omega \) and \( g^{-1}(\sigma) = (\sigma_1, \sigma_2, \ldots, \sigma_k) \). Then for \( \overline{\sigma} \in \overline{\mathcal{S}} \), let \( \text{enc}(\overline{\sigma}) = \overline{\omega_k \cdot \overline{\omega_{k-1}} \cdots \overline{\omega_1}} \), so that \( \text{gen}(g^{-1}(\overline{\sigma})) = \text{gen}(g^{-1}(\sigma)) \).

\(^4\) The map \( \text{enc} \) as defined will be one-to-one, and so is \( g \), and so this can be done since the DNA sequence corresponding to any symbol has a unique complement, and therefore a unique complement symbol.
In other words, the concatenation generalization model is a straightforward extension of the tile model where each side of a tile corresponds to a \( k \)-tuple of symbols, where the DNA sequence at the corresponding action site is simply the concatenation of the encodings of the individual symbols.\(^5\) Using this simple model, we can reduce the number of DNA words needed to \( |\Sigma| \) from \( |\Sigma|^k \), and create simpler descriptions of our tiles.

### 2.3 Algorithmic Procedures

With the above models for tiles, we now discuss procedures for growing larger structures.

We follow Rothemund and Winfree \(^7\) and Markov \(^6\) and use the common self-assembly assumption that a structure begins with a seed tile and grows, at each timestep, by hybridization with another free-floating tile.\(^6\) The new tile hybridizes at a given position following one of two types of rules:

**Deterministic** Given the surrounding tiles at that position, only one tile type, with specific sticky ends on the non-binding sides, can fit.

**Randomized** Multiple tile types (with different sticky ends on the non-binding sides) could fit the position given the tiles present; a new action site is created with probability proportional to the concentration of its tile type in solution.

Therefore, to grow a structure, an algorithm repeats steps until the structure is complete: add tiles to solution; wait for them to adhere to the growing structure; optionally removes excess tiles from solution by “washing them away.” Cycling temperature during these steps to prevent or induce binding (based on threshold temperatures) can be done while waiting for hybridization, and is called *temperature-sensitive binding*.

### 2.4 Complexity

We consider five basic methods of analyzing algorithms using our model.

**Time complexity** Each algorithm is a sequence of self-assembly steps described above, thus the natural measure of time complexity in our model is the number of steps required (which describes laboratory time).

**Space complexity** The number of distinct physical tile types (not the actual number of molecules produced) is space complexity. Introduced by \(^7\), this describes the amount of unique DNA synthesis necessary.

---

\(^5\) Potentially, the concatenation model could cause interference among tiles. If we maintain no misbindings, however, our model removes this from analysis. In addition, it is theoretically possible to design DNA words so interference does not occur, depending on the algorithm.

\(^6\) In reality, multiple tiles can hybridize at once and structures consisting of more than one tile can hybridize to each other, but we lose no generality with the Markov assumption.
Alphabet size The number of DNA words, or $|D|$ or $|W|$, has a rough laboratory limit [2], and so the size of the symbol set used ($|\Sigma|$ or $|S|$), which corresponds directly to the number of words, has practical significance.

Generalization level The generalization level is the amount of information on a side of a tile. This is related to the length of the sticky ends (and thus has biological consequences) and the number of actual DNA words (via $|S|$).

Probability of misformation Misformed structures contain tiles that are not bound properly on all sides. Assuming the Markov model, consider adding tile $T$ to a partial structure $S$. If complete hybridization requires binding on two sides, but $T$ manages to hybridize only on one side (while the other action site does not match), $S + T$ has a misformation. We quantify this probability with the following.

Definition 7. Let the success probability at step $t$ be the probability that a free-floating tile in solution binds at all possible sides to a partial structure at a given spot. (Step $t$ is the addition of a tile to that spot on structure $S_t$, resulting in $S_{t+1}$.) This is

$$\Pr(S_{t+1} \text{ is correct} | S_t \text{ is correct}) = \frac{N_{\text{correct}}}{N_{\text{all}}} ,$$

where $N_{\text{correct}}$ is the number of tile types that can correctly bind, while $N_{\text{all}}$ is the number of tile types in solution that could bind, possibly even incompletely. Call this $q$. Then the misformation probability at step $t$ is $p_t = 1 - q_t$.

If the algorithm has $k$ additions, then the misformation probability for the algorithm is $1 - q_1 q_2 \cdots q_{k-1}$. Then an algorithm is misformation-proof if its misformation probability at every step is zero, yielding a zero total probability of misformation.

3 Hollow Cube Algorithms

In this section, we examine algorithms designed to use our model to build a 3D hollow cube using the folding technique shown in Fig. 1. Let the length of a side of the cube, $n$, be the input to the algorithms. We present the most interesting algorithm in detail and defer the discussion of others considered to the full version of the paper.

3.1 Overview

Figure 3(a) illustrates the planar shape our algorithms construct. We will reference the labels and shading of regions in the figure during our discussion.

As stated earlier in Sect. 1, we must make each shape unique so different partial structures in solution do not bind to and interfere with each other. Once we have a unique seed structure, we can then use self-assembly with basic rules to make the edges of the shape correspond so folding will occur.

There are three basic self-assembly patterns used to construct different parts of the shape.
Fig. 3. (a) Regions of the 2D planar shape. (b) A straight-copy pattern. (c) A turn-copy pattern

Random assembly Implements a random rule (see Sect. 2.3). Formally, add all tiles in a set of distinct tiles $R$ in equal concentrations so each could potentially hybridize completely at a given position. Thus the information at that position is completely random. The tiles differ by a component of their exposed $k$-tuples, assuming a $k$-level generalization.

Straight copy See Fig. 3(b). Tiles are added to copy the pattern along one end of a region through to a parallel end of an adjacent region being constructed. This rule is deterministic.

Turn copy See Fig. 3(c). Tiles are added to copy the pattern along one end of a region to a perpendicular end of an adjacent region being constructed. Counters will be required to position the tiles appropriately to complete this deterministic rule.

The algorithm begins by assembling a random pattern string that will be copied to the top and bottom of the box. Then random patterns are added for the remaining edges of the box, and these are copied to the corresponding edges accordingly. (Refer to Fig. 1 for corresponding edges.) Finally, the shape that will fold is cut out by raising the temperature, assuming that the bonds between tiles along the region-borderline have weak threshold temperatures. The regions that are shaded in Fig. 3(a) are cut away.

3.2 Notation

All of our algorithms will use a 3-level concatenation generalization model; thus a tile is a 4-tuple of triplets that we write $T_N \times T_S \times T_W \times T_E$, with each $T_i = (\sigma_1, \sigma_2, \sigma_3)$. We change the order of the triplet in a random pattern to make it easier to identify tiles that will bind, since most binding will be north-south or west-east. (This decision is arbitrary and purely notational.) We assume all tiles are oriented so that the directions are clear.

We define the set $\Pi \subset \Sigma$ to be the “random patterns” $\pi_1, \pi_2, \ldots, \pi_p$ used as components of exposed triplets for tiles used in random assembly; their use will become clear when we discuss implementation of random assembly below.

We use counters to control the growth of of our planar shape. This concept has been well explored in [7] and earlier papers. Each tile can be assigned a
position in the plane denoted by a horizontal and vertical coordinate. We create symbols for position counters and then allow tiles to hybridize if the positions match, creating a mechanism for algorithms to place tiles in absolute or relative positions. Let \( H(i) \) and \( V(j) \) be the symbols denoting horizontal position \( i \) and vertical position \( j \), respectively.

### 3.3 Row-by-Row Algorithm

**Summary** After random assembly of the base strip, we use a row-by-row straight copy using a one-dimensional counter through regions \( \mathbf{A-D} \) to copy the base strip's pattern. We then use straight copy to fill in the bodies of regions \( \mathbf{E} \) and \( \mathbf{F} \) and add the edges using random assembly, as these will correspond to other portions of the shape. We then use a turn copy through \( \mathbf{G-J} \) to make those edges correspond. Finally, we do a sequence of straight and turn copies from \( \mathbf{E} \) and \( \mathbf{F} \) through \( \mathbf{K-N} \) and \( \mathbf{O-R} \) to complete the shape. We then raise the temperature to cut away the shaded regions.

Implementation of the self-assembly patterns are discussed briefly below. A complete discussion, including the specific tiles added for each step, can be found in the full version of the paper.

**Implementation of Random Assembly** The base strip shown in Fig. 3(a) contains the unique pattern that is copied to the edges of the shape. Randomness is achieved by adding tiles of type

\[
(\pi_k, \kappa_2, V(0)) \times \left( \pi_{1, \kappa_2}, V([-1]) \right) \times (\kappa_1, H(i), V(0)) \times \left( \pi_{1, H(i+1), V(0)} \right)
\]

(1)

where the tiles in (1) vary over all \( i, 2 \leq i \leq n - 2 \), and all \( k, 1 \leq k \leq |\Pi| \). Thus at any position \( i \), a tile with any pattern \( \pi_k \) can adhere, so the final sequence of patterns on the assembled shape will be unique. The use of counters assures the strip will have length \( n \).

**Implementation of Straight Copy** The straight-copy pattern for a region requires \( 2n + 1 \) steps. (Some regions can be done in parallel, so the number of steps is less than \( 2n + 1 \) times the number of straight-copy regions.) One counter, in the direction of growth, is used. Tiles are added one row at a time to prevent misalignments; at each timestep, only tiles for the current row are added, which ensures (with the help of temperature) that the dominant factor in binding is the pattern sequence (of \( \pi_k \)'s). For example, tiles like the following are added, where the constant \( X = (\varphi_1, \varphi_2, \varphi_3) \), for each step \( i, 1 \leq i \leq 2n - 2 \) and all patterns \( \pi_k \in \Pi \):

\[
(\pi_k, \kappa_2, V(i)) \times \left( \pi_{1, \kappa_2}, V(i - 1) \right) \times X \times X
\]

(2)

\[
(\pi_k, \kappa_2, V(-i)) \times \left( \pi_{1, \kappa_2}, V(-i - 1) \right) \times X \times X
\]

(3)

We assume that \( X \) binds weaker than \( \kappa_2 \), so cycling the temperature ensures the tiles are attached on the \( \kappa_2 \) side.
Implementation of Turn Copy
The turn-copy step, for example, copying the bottom edge of $E$ to the left edge of $D$ through $I$ so the shape can fold, is done using vertical and horizontal counters, which essentially places a tile in a specific spot. Therefore we can add all the tiles at once to complete the region without possibility of misformation. For the above example region, we would add the following tiles. Let $i$ and $j$ vary such that $-n \leq i \leq -1$ and $-2n + 1 \leq j \leq -n$.

For all $i, j$, add:

\begin{align*}
  i &= j + (n-1), \quad \langle \pi_h, H(i), V(j) \rangle \times \langle \pi_h, H(i), V(j - 1) \rangle \times \langle \kappa_3, H(i), V(j) \rangle \times \langle \pi_h, H(i - 1), V(j) \rangle \quad (4) \\
  i &< j + (n-1), \quad \langle \pi_h, H(i), V(j) \rangle \times \langle \pi_h, H(i), V(j - 1) \rangle \times \langle \kappa_3, H(i), V(j) \rangle \times \langle \pi_h, H(i), V(j) \rangle \times \langle \pi_h, H(i - 1), V(j) \rangle \quad (5) \\
  i &> j + (n-1), \quad \langle \kappa_3, H(i), V(j) \rangle \times \langle \pi_h, H(i), V(j - 1) \rangle \times \langle \kappa_3, H(i), V(j) \rangle \times \langle \pi_h, H(i), V(j) \rangle \times \langle \pi_h, H(i - 1), V(j) \rangle \quad (6)
\end{align*}

As an extra precaution we can set $\kappa_3$ binding to be weaker than $\pi_h$, and cycle the temperature several times. In addition, we force the encoding of horizontal and vertical counters at the edges where the folding occurs to be the same, so that the sticky ends are in fact complementary.

Analysis of the Row-by-Row Algorithm
Proofs for the following can be found in the full version of the paper; most are clear from evaluating, in detail, the steps described above.

**Theorem 1.** $|\Sigma| = 8n + |I| + O(1)$.

**Theorem 2.** The algorithm has has time complexity approximately $5n$.

**Theorem 3.** The space complexity of the row-by-row algorithm is approximately $6|I|^2 n + 10|I| n + 4|I| n + 8n$ tiles.

**Theorem 4.** The number of distinct temperatures required is 3.

**Theorem 5.** The misformation probability of row-by-row is 0.

Clearly, this algorithm does not take advantage of all the parallelism possible with self-assembly and has a rather large time complexity. The full version of the paper discusses other algorithms where fewer steps are required (in particular, straight copy is not done row-by-row), but also gives analysis showing that such algorithms have an increased misformation probability.

4 Conclusion

Our paper introduces a precise extension to the Tile Assembly Model [7] that allows greater information content per tile and scalability to three dimensions. The model better formalizes the abstraction of DNA tiles to symbols, introduces five complexity measures to analyze algorithms, and is the first to extend nanostructure fabrication to three dimensions.
In addition, our paper opens up wide-ranging avenues of research.

First of all, it may be possible to encode information on tiles more succinctly than our algorithms do to accomplish the copy patterns discussed. The existence of good 2-level or 1-level generalization algorithms is unknown.

Algorithms to form other 3D structures, having various applications in biology and computation, can be studied. More work also must be done to quantify the probabilities specified in the paper (possibly including a free-energy analysis of tile binding).

Finally, there remain some important biological issues. In particular, design of a strong tile suitable for our method of computation and design of a 3D building block are two important steps to increasing the feasibility of 3D self-assembly. The use of temperature may be further refined and exploited to improve some complexity results and the number of steps needed in the lab.
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Abstract. Closest String is one of the core problems in the field of consensus word analysis with particular importance for computational biology. Given \(k\) strings of same length and a positive integer \(d\), find a "closest string" \(s\) such that none of the given strings has Hamming distance greater than \(d\) from \(s\). Closest String is NP-complete. We show how to solve Closest String in linear time for constant \(d\) (the exponential growth is \(O(d^k)\)). We extend this result to the closely related problems \(d\)-Mismatch and Distinguishing String Selection. Moreover, we discuss fixed parameter tractability for parameter \(k\) and give an efficient linear time algorithm for Closest String when \(k = 3\).

Finally, the practical usefulness of our findings is substantiated by some experimental results.

1 Introduction

Finding signals in DNA is a major problem in computational biology. A recently intensively studied facet of this problem is based on consensus word analysis [10, Section 8.6]. A central problem herein is the so-called Closest String (or, equivalently, Consensus String or Center String) problem: Given \(k\) strings \(s_1, s_2, \ldots, s_k\) over alphabet \(\Sigma\) of length \(L\) each, and a positive integer \(d\), is there a string \(s\) such that \(d_H(s, s_i) \leq d\) for all \(i = 1, \ldots, k\)? Here, \(d_H(s, s_i)\) denotes the Hamming distance between strings \(s\) and \(s_i\). Related problems we also study here are the \(d\)-Mismatch problem (which generalizes Closest String in the way that we look for center strings of aligned substrings of a given set of strings) [11,12] and the so-called Distinguishing String Selection problem [6] (for a brief overview on biological applications concerning signal finding and primer design refer to, e.g., [6]). All these problems are, in general, NP-hard [4,6].

\textsuperscript{*} Supported by the Deutsche Forschungsgemeinschaft (DFG), project OPAL (optimal solutions for hard problems in computational biology), NI 369/2-1.

\textsuperscript{1} Frances and Litman [4] show the NP-completeness of Closest String, considering it from the viewpoint of coding theory (so-called Minimum Radius problem).
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Despite their hardness, these problems need to be solved in practice. Li et al. [9] gave a polynomial time approximation scheme (PTAS) for \textsc{Closest String}. The constants and polynomials occurring in the running time, however, make this result of little practical value. Another very promising approach is to study the parameterized complexity [1,2] of these problems. Consider the two most natural parameters of \textsc{Closest String}: the maximum Hamming distance \( d \) allowed and the number \( k \) of given input strings. Under the natural assumption that either \( d \) or \( k \) is (very) small (in particular, in biological applications it is appropriate to assume small \( d \), e.g., \( d < 10 \) [3]), it is important to ask whether efficient polynomial or even better linear time algorithms are possible when \( d \) or \( k \) are constants. Put in slightly more general terms, this is the question for the \textit{fixed parameter tractability} of these problems.

We present the following results. \textsc{Closest String} can be solved in time \( O(kL + kd \cdot d^6) \), yielding a linear time search tree algorithm for constant \( d \). This answers the open question of Evans and Wareham [3] for the parameterized complexity of \textsc{Closest String} with parameter \( d \). Furthermore, we can generalize our result to \( d\)-\textsc{Mismatch}, improving work and positively answering an open question of Stojanovic et al. [11], where a linear time algorithm for only \( d = 1 \) was given. Also, our result is extendible to \textsc{Distinguishing String Selection}, for which we can derive a linear time algorithm in case of constant distance parameters and constant alphabet size. Our second, technically more involved main result is that \textsc{Closest String} can be solved efficiently in linear time for \( k = 3 \).

Using an integer linear program formulation, we can observe that the problem is fixed parameter tractable with respect to \( k \)—the exponential term in \( k \) is huge, however. Finally, we indicate the practical usefulness and potential of our algorithms by some experimental results based on implementations of our linear time algorithm for constant \( d \). Due to the lack of space, we omit some proofs and details.

2 Preliminaries

For a string \( s \) of length \( L \), we use \( s[p] \), \( 1 \leq p \leq L \), to denote the character at position \( p \) in \( s \). Then, \( d_H(s_i, s_j) \) denotes the Hamming distance between strings \( s_i \) and \( s_j \) of same length \( L \), i.e., \( \{(p \mid s_i[p] \neq s_j[p])\} \). Given a set of strings \( S = \{s_1, s_2, \ldots, s_k\} \), each string of length \( L \), then a string \( s \) is an \textit{optimal closest string} for \( S \) iff there is no string \( s' \) with \( \max_{i=1, \ldots, k} d_H(s', s_i) < \max_{i=1, \ldots, k} d_H(s, s_i) \).

By way of contrast, \( \sum_{i=1, \ldots, k} d_H(s', s_i) < \sum_{i=1, \ldots, k} d_H(s, s_i) \). An optimal median string for \( S = \{s_1, s_2, \ldots, s_k\} \) can be computed by choosing in every column the letter occurring most often. We call this a \textit{majority vote}; it, however, is not necessarily unique.

Given a set of \( k \) strings of length \( L \), we can think of these strings as a \( k \times L \) character matrix. The \textit{columns} of a \textsc{Closest String} instance are the columns of this matrix. For reordering the columns, we use a permutation on strings as follows. Given a string \( s = c_1c_2 \ldots c_L \) with \( c_1, \ldots, c_L \in \Sigma \) for alphabet \( \Sigma \) and a permutation \( \pi : \{1, \ldots, L\} \rightarrow \{1, \ldots, L\} \). Then, \( \pi(s) = c_{\pi(1)}c_{\pi(2)} \ldots c_{\pi(L)} \).
**Lemma 1** Given a set of strings $S = \{s_1, s_2, \ldots, s_k\}$, each of length $L$, and a permutation $\pi : \{1, \ldots, L\} \to \{1, \ldots, L\}$. Then $s$ is an optimal closest string for $\{s_1, s_2, \ldots, s_k\}$ iff $\pi(s)$ is an optimal closest string for $\{\pi(s_1), \pi(s_2), \ldots, \pi(s_k)\}$.

Several columns can be identified due to isomorphism. The reason for this is the fact that the columns are independent from each other in the sense that the distance from the closest string is measured columnwise. For instance, consider the case of the two columns $(a, a, b)^t$ and $(b, b, a)^t$ when $k = 3$. Clearly, these two columns are isomorphic. Isomorphic columns form column types. This can be generalized as follows. W.l.o.g., let $a$ always denote the letter that occurs in a column most often, let $b$ always denote the letter that has the second most often occurrences and so on. This property of being normalized can be easily achieved by a simple linear time preprocessing of the input instance. In addition, solving the normalized problem optimally, one again can compute the optimal solution of the original problem instance by simply reversing the above mapping done by the preprocessing. Hence:

**Lemma 2** To compute an optimal closest string, it is sufficient to solve a normalized and reordered instance. From this, the solution of the original instance can be derived in linear time.

In the following, we call two input instances isomorphic if there is a one-to-one correspondence between the columns of both instances such that each thus determined pair of columns is isomorphic.

**Lemma 3** A Closest String instance with arbitrary alphabet $\Sigma$, $|\Sigma| > k$, is isomorphic to a Closest String instance with alphabet $\Sigma'$, $|\Sigma'| = k$.

With the following observation by Evans and Wareham [3], we find that it is sufficient to solve instances containing less than $kd$ columns. This yields a so-called “reduction to problem kernel” [1,2]. We call a column dirty iff it contains at least two different symbols from alphabet $\Sigma$. Clearly, “all the work” in solving Closest String concentrates on the dirty columns of the input instance.

**Lemma 4** Given a Closest String instance with $k$ strings of length $L$ and integer $d$. If the resulting $k \times L$ matrix has more than $kd$ dirty columns, then there is no solution to this instance.

3 A Linear Time Solution for Constant $d$ and Applications

We show that Closest String, although NP-complete in general, is solvable in linear time for constant $d$, discuss heuristic improvements, and apply this result to the related problems of $d$-Mismatch and Distinguishing String Selection.
Algorithm D, recursive procedure $CSD(s, \Delta d)$

Global variables: Set of strings $S = \{s_1, s_2, \ldots, s_k\}$, integer $d$.
Input: Candidate string $s$ and integer $\Delta d$.
Output: A string $\hat{s}$ with $\max_{i=1,\ldots,k} d_H(\hat{s}, s_i) \leq d$ and $d_H(s, \hat{s}) \leq \Delta d$, if it exists, and “not found,” otherwise.

(D0) If $(\Delta d < 0)$, then return “not found”;
(D1) If $(d_H(s, s_i) > d + \Delta d)$ for some $i \in \{1, \ldots, k\}$, then return “not found”;
(D2) If $(d_H(s, s_i) \leq d)$ for all $i = 1, \ldots, k$, then return $s$;
(D3) Choose $i \in \{1, \ldots, k\}$ such that $d_H(s, s_i) > d$:
- $P := \{ p \mid s[p] \neq s_i[p] \}$;
- Choose any $P' \subseteq P$ with $|P'| = d + 1$;
- For all $p \in P'$, do:
  - $s'[p] := s_i[p]$;
  - $s_{\text{ret}} := CSD(s', \Delta d - 1)$;
- If $s_{\text{ret}} \neq \text{“not found”}$, then return $s_{\text{ret}}$;
(D4) Return “not found”

Fig. 1. Algorithm D. Inputs are a CLOSEST STRING instance consisting of a set of strings $S = \{s_1, s_2, \ldots, s_k\}$ of length $L$, and an integer $d$. First, we perform a preprocessing performing the reduction to problem kernel as shown in Lemma 4: We select the dirty columns. If there are more than $kd$ many, then we reject the instance. If there are at most $kd$ many, then we invoke the recursion with $CSD(s_1, d)$

3.1 Bounded Search Tree Algorithm

In Fig. 1, we outline a recursive algorithm solving CLOSEST STRING. It is based on the well-known bounded search tree paradigm often successfully applied in parameterized complexity [1,2]. For the correctness of the algorithm, we need the following simple observation.

Lemma 5 Given a set of strings $S = \{s_1, s_2, \ldots, s_k\}$ and a positive integer $d$. If there are $i, j \in \{1, \ldots, k\}$ with $d_H(s_i, s_j) > 2d$, then there is no string $s$ with $\max_{i=1,\ldots,k} d_H(s, s_i) \leq d$.

Theorem 1 Algorithm D solves Closest String in time $O(kL + kd \cdot d^k)$.

Proof. (Sketch) Running time. Prior to the recursion, we perform the reduction to problem kernel as described in Lemma 4. This preprocessing, reducing the size of the input instance to $kd$, can be done in time $O(kL)$. Now, we consider the recursive part of the algorithm. Parameter $\Delta d$ is initialized to $d$. Every recursive call decreases $\Delta d$ by one. The algorithm stops when $\Delta d < 0$. Therefore, the algorithm builds a search tree of height at most $d$. In one step of the recursion, the algorithm chooses, given the current candidate string $s$, a string $s_i$
such that \( d_H(s, s_1) > d \). It creates a subcase for \( d + 1 \) of the positions in which \( s \) and \( s_1 \) disagree (there are more than \( d \) but at most \( 2d \) such positions). This yields an upper bound of \((d + 1)^d \) on the search tree size. Every step of the recursion only needs linear time \( O(kd) \). Before starting the recursion, we build a table containing the distances of the candidate \( s \) to all other given strings in time \( O(kd) \). Using this table, instructions (D1) and (D2) can be done in time \( O(k) \). In instruction (D3), we need time \( O(k) \) to select the \( s_i \) for branching and time \( O(kd) \) to find the positions in which \( s \) and \( s_i \) differ. For \( d + 1 \) of the differing positions we modify the candidate, update the table of distances, and call the procedure recursively. Since we changed only one position, we can update the table of distances in time \( O(k) \).

Correctness. We have to show that Algorithm D will find a string \( s \) with \( \max_{i=1,...,k} d_H(s, s_i) \leq d \), if one exists. Here, we explicitly show only the correctness of the first recursive step; the correctness of the algorithm then follows with an inductive application of the argument.

In the situation that \( s_1 \) satisfies \( \max_{i=1,...,k} d_H(s_1, s_i) \leq d \), we immediately find a solution, namely \( s_1 \). If \( s_1 \) is not a solution but there exists a closest string \( s \) for this instance with distance value \( d \), then there is a string \( s_i, i = 2, \ldots, k \), such that \( d_H(s_1, s_i) > d \). For branching, we consider the positions where \( s_1 \) and \( s_i \) differ, i.e., \( P := \{ p \mid s_1[p] \neq s_i[p] \} \). Algorithm D successively creates subcases for \( d + 1 \) positions \( p \) from \( P \) in order to create a new candidate by altering the respective position \( p \) from \( s_1[p] \) to \( s_i[p] \). Such a “move” is correct if we choose a position \( p \) from \( P_1 := \{ p \mid s_1[p] \neq s[p] = s_i[p] \} \). Now, we show that (at least) one of our \( d + 1 \) moves is a correct one. We observe that \( P = P_1 \cup P_2 \) for \( P_2 := \{ p \mid s[p] \neq s_i[p] \} \). Since \( d_H(s, s_i) \leq d \), we know that \( |P_2| \leq d \). Therefore, at least one of our \( d + 1 \) subcases will try a position from \( P_1 \). Regarding instruction (D1), we can analogously to Lemma 5 observe that it is correct to omit those branches where the candidate string \( s \) satisfies \( d_H(s, s_i) > d + \Delta d \) for some string \( s_i \) of the given strings \( s_1, \ldots, s_k \).

With Algorithm D, we can find a solution if one exists. We find all solutions if the given distance parameter \( d \) is optimal. We do not necessarily find all solutions to a given instance when \( d \) is not optimal. Using binary search, however, we can find the optimal distance value \( \leq d \) at the cost of a constant time factor.

Finally, we note that we can further improve the exponential term \( d^k \) significantly by asymptotic considerations. We defer this to the long version of the paper.

3.2 Heuristic Improvements

Since the search tree size is the critical component in the algorithm’s running time, the goal is to keep it as small as possible. Keeping in mind the initial candidate string, there is no use in changing a position that has already been changed before. In addition, we store all characters that have been tried on the same or a higher level of recursion (and restored again after the corresponding branch of the search tree has been visited); there are at most \( k \) many for every
position. For branching, we consider only setting a character at a position if we didn’t already try this character on the same or a higher level of recursion. Concerning branching, a good strategy seems to be to select, of the strings $s_i$, $i = 1, \ldots, k$ with $d_H(s, s_i) > \Delta d$, the string with maximal $d_H(s, s_i)$. Moreover, since we search the solution in the neighborhood of the initial $s$, a good choice is an $s$ which is presumably close to the (unknown) solutions. A possible strategy is to select the string with a minimum median distance to all other strings.

3.3 Enhancements and Related Problems

As mentioned before, our basic algorithm does not find all solutions. We can, however, modify it in order to deliver all solutions in time generally better than a trivial brute force approach. We omit the details.

Solving $d$-Mismatch. Let $s_{i,p,L}$ denote the length-$L$ substring of a given string $s_i$ starting at position $p$. Then, given strings $s_1$, $s_2$, ..., $s_k$ of length $n$ and integers $L$ and $d$, the $d$-Mismatch problem is the question of whether there is a string $s$ of length $L$ and a position $p$ with $1 \leq p \leq n - L + 1$, such that $d_H(s, s_{i,p,L}) \leq d$ for all $i = 1, \ldots, k$. We achieve a linear running time for constant $d$ as follows. We use the problem kernel of size $kd$ for Closest String as given in Lemma 4. Considering only the first $L$ columns of the $n \times k$ matrix, we can, in time $O(kL)$, build a FIFO queue of dirty columns. We update this queue when shifting the window of $L$ consecutive columns under consideration from position $p$ (containing columns $p$ to $p + L - 1$) to position $p + 1$ in time $O(k)$: (1) If column $p$ is dirty, we delete it from the front end of the queue. (2) If the “new” column $p + L$ is dirty, we append it to the back end of the queue. Thus, we can maintain the queue of dirty columns, at each position taking only time $O(k)$. After a one-position-shift in the $n \times k$ matrix, Algorithm D is invoked on the columns in the queue only if the queue contains less than $kd$ columns:

**Theorem 2** $d$-Mismatch is solvable in time $O(kL + (n - L)kd \cdot d)$.

Solving Distinguishing String Selection (DSS). In this problem, we are given “good” strings $s_1$, ..., $s_{k_1}$, “bad” strings $s'_{1_1}$, ..., $s'_{k_2}$, and positive integers $d_1$, $d_2$. We ask for an $s$ “close” to the good strings, i.e., $\max_{i = 1, \ldots, k_1} d_H(s, s_i) \leq d_1$, and “far away” from the bad ones, i.e., $\min_{j = 1, \ldots, k_2} d_H(s, s'_j) \geq L - d_2$.

**Lemma 6** Given two sets of strings $S_1 = \{s_1, \ldots, s_{k_1}\}$ and $S_2 = \{s'_{1}, \ldots, s'_{k_2}\}$ and positive integers $d_1$ and $d_2$. If there are $i \in \{1, \ldots, k_1\}$ and $j \in \{1, \ldots, k_2\}$ with $d_H(s_i, s'_j) < L - (d_1 + d_2)$, then there is no string $s$ satisfying both $\max_{i = 1, \ldots, k_1} d_H(s, s_i) \leq d_1$ and $\min_{j = 1, \ldots, k_2} d_H(s, s'_j) \geq L - d_2$.

In what follows, we describe how to modify Algorithm D in order to solve DSS. Using Lemma 6, we can detect instances that cannot have a solution, i.e., instances where a good and a bad string have Hamming distance less than $L - (d_1 + d_2)$. For this reason, we can extend instruction (D1) in Algorithm D
by returning not only when \( d_H(s, s_i) > d_1 + \Delta d_1 \) for the candidate \( s \) and a good string \( s_i \), but also when \( d_H(s, s'_i) < L - (d_2 + \Delta d_1) \) for a bad string \( s'_i \).

Of course, a solution in instruction (D2) is now found when the new goal is met, i.e., \( \max_{i=1, \ldots, k_1} d_H(s, s_i) < d_1 \) and \( \min_{j=1, \ldots, k_2} d_H(s, s'_j) > L - d_2 \).

Also instruction (D3) has to be extended. As long as the branching shown in (D3) applies, we still use it: If there is a good string \( s_i \), which our candidate \( s \) is too far away from, i.e., \( d_H(s, s_i) > d_1 \), we branch on \( d_1 + 1 \) many positions in which \( s \) and \( s_i \) differ.

When the candidate \( s \) satisfies \( d_H(s, s_i) \leq d_1 \) for all \( i = 1, \ldots, k_1 \), but is too close to one of the bad strings \( s'_j \), i.e., \( d_H(s, s'_j) < L - d_2 \), we introduce a new branching. We have to increase \( d_H(s, s'_j) \) by changing in \( s \) a position \( p \) with \( s[p] = s'_j[p] \).

Since a solution \( s^* \) can have at most \( d_2 \) many positions \( p \) with \( s^*[p] = s'_j[p] \), it is sufficient to branch on \( d_2 + 1 \) positions with \( s[p] = s'_j[p] \). We do, however, not know to which character \( s[p] \) should be set. Trying all characters in this situation gives us an upper bound of \( (d_2 + 1) \cdot |\Sigma| \) for the subcases to branch into.

**Theorem 3** DSS is solvable in time \( O((k_1 + k_2)L \cdot \max(d_1 + 1, (d_2 + 1) \cdot |\Sigma|)^{d_1}) \).

## 4 Efficient Linear Time Solution for \( k = 3 \)

For a constant number \( k \) of strings, CLOSEST STRING is solvable in linear time with the following argument. The number of column types for \( k \) strings depends only on \( k \) (namely, it is given by the Bell number \( B(k) \leq k! \)). Using the column types, CLOSEST STRING can be formulated as an integer linear program (ILP) having only \( B(k) \cdot (k - 1) \) variables. Since ILPs with a constant number of variables can be solved in linear time \([5,7,8]\), this is also true for CLOSEST STRING with constant \( k \). The algorithms, however, lead to huge running times, even for moderate number of variables. For this reason, we present a direct (not using linear programming) and efficient linear time algorithm that solves CLOSEST STRING for \( k = 3 \). We start with transforming the instance into a normalized one and splitting it into “blocks.” We obtain a block by reordering (cf. Lemma 1) the columns of the \( k \times L \) matrix and considering consecutive columns in the reordered instance as a block. By sorting, the columns are already ordered in the sequence in which we will process them:

1. **“Identity Case.”** All columns of type \((a, a, a)^i\).
2. **“Diagonal Case.”** All blocks of type \((baa, aba, aab)^i\).
3. **“3/2 Letters Case.”** All blocks of type \((aa, ba, cb)^i\), \((aa, bb, ca)^i\), or \((ab, ba, ca)^i\) (the order of these three types among each other does not matter).
4. **“2/2 Letters Case.”** All blocks of type \((aa, ab, ba)^i\), \((ab, aa, ba)^i\), or \((ab, ba, aa)^i\) (it will be shown in Lemma 9 that we can find only one of these three possibilities, since, otherwise, we would have been able to build an additional block of type (1)).
5. **“Remaining 2 Letters Case.”** All blocks of type \((a, a, b)^i\), \((a, b, a)^i\), or \((b, a, a)^i\) (as in case (3), we can find only one of these possibilities, since, otherwise, we would have been able to build an additional block in (3)).
Algorithm 3-Strings

Input: Strings $s_1, s_2, s_3$.
Output: $CS3(s_1, s_2, s_3)$, which is an optimal closest string for $s_1, s_2, s_3$.

(K0) Given 
\[
\begin{bmatrix}
    a \\
    a \\
    a
\end{bmatrix}
\], then return $a \cdot CS3(s'_1, s'_2, s'_3).$

"Identity Case"

(K1) Given 
\[
\begin{bmatrix}
    baa \\
    aba \\
    aab
\end{bmatrix}
\], then return $aaa \cdot CS3(s'_1, s'_2, s'_3).$

"Diagonal Case"

(K2) Given 
\[
\begin{bmatrix}
    aa \cdot s'_1 \\
    ba \cdot s'_2 \\
    ab \cdot s'_3
\end{bmatrix}
\]
then return $ca \cdot CS3(s'_1, s'_2, s'_3)$ (ba \cdot CS3(s'_1, s'_2, s'_3) or $aa \cdot CS3(s'_1, s'_2, s'_3)$, resp.).

"3/2 Letters Case"

(K3) Given 
\[
\begin{bmatrix}
    aa \cdot s'_1 \\
    ba \cdot s'_2 \\
    ab \cdot s'_3
\end{bmatrix}
\]
then return $aa \cdot CS3(s'_1, s'_2, s'_3).$

"2/2 Letters Case"

(K4) Given 
\[
\begin{bmatrix}
    a^l \\
    b^l \\
    c^l
\end{bmatrix}
\]
then return $a^{l/2}$, $b^{l/2}$, $c^{l/2}$ for some integer l, "Remaining 2 Letters Case"

(K3') Given 
\[
\begin{bmatrix}
    bbb \cdot s'_2 \\
    ccc \cdot s'_3
\end{bmatrix}
\]
then return $abc \cdot CS3(s'_1, s'_2, s'_3).$

"3 \times 3 Letters Case"

(K4') Given 
\[
\begin{bmatrix}
    aa \\
    bb \\
    cc
\end{bmatrix}
\]
then return $ab$ (or a, resp.), "Remaining 3 Letters Case"

Fig. 2. Algorithm 3-Strings solving CLOSEST STRING for $k = 3$

(3') "3\times3 Letters Case." All blocks of type $(aaa, bbb, ccc)^l$.
(4') "Remaining 3 Letters Case." All blocks of type $(a, b, c)^l$.

Thus, in a natural way, we obtain various block types. We can make sure that after this reordering process no columns are left. An instance in which the columns are ordered as explained, we call ordered instance. Transforming an arbitrary instance into an ordered instance can be done in linear time.

Algorithm 3-Strings shown in Fig. 2 considers the single blocks of a normalized and ordered instance, one after the other, and combines their solutions to a solution for the whole problem instance. Later in this section, we will show that the algorithm, in linear time, finds an optimal solution.

Lemma 7 Let $s$ be an optimal median string for $s_1, s_2, s_3$ and let $3 \cdot \max_{i=1,2,3} d_H(s, s_i) - \sum_{i=1,2,3} d_H(s, s_i) \leq 2$ (in particular, this is true when
\(d_H(s, s_1) = d_H(s, s_2) = d_H(s, s_3)\). Then \(s\) is an optimal closest string for \(s_1, s_2\), and \(s_3\).

Let \((K_i)^*\) denote that instruction \((K_i)\), \(i \in \{0,1,2,3,4,3',4'\}\), is applied an arbitrary number of times (including zero).

**Lemma 8** Given a normalized and ordered Closest String instance, then the only possible successions in the application of instructions in Algorithm 3-Strings are \((K0)^*(K1)^*(K2)^*(K3)^*(K4)^*\) and \((K0)^*(K1)^*(K2)^*(K3')^*(K4')^*\).

**Lemma 9** Given a normalized and ordered Closest String instance, we have as type (3) blocks only blocks \((aa, ab, ba)^t\), only blocks \((ab, aa, ba)^t\), or only blocks \((ab, ba, aa)^t\).

**Lemma 10** Let \(s_1, s_2,\) and \(s_3\) be normalized, and let \(s\) be an additional string.
(a) Let for every column in \((s_1, s_2, s_3)^t\), the respective letter in \(s\) be a majority vote and let \(s_1, s_2,\) and \(s_3\) contain no column \((a, b, c)^t\) such that the respective letter in \(s\) is \(a\). Further, let \(d_H(s, s_1) \leq d_H(s, s_2) = d_H(s, s_3)\). Then \(s\) is an optimal closest string for \(s_1, s_2,\) and \(s_3\).
(b) Let, for every column in \((s_1, s_2, s_3)^t\) that is not \((a, a, b)^t\), the respective letter in \(s\) be a majority vote, and let for every column \((a, b, c)^t\) the respective letter in \(s\) be \(c\). Further, let \(d_H(s, s_1) \leq d_H(s, s_2)\) and either \(d_H(s, s_2) = d_H(s, s_3)\) or \(d_H(s, s_2) = d_H(s, s_3) - 1\). Then, \(s\) is an optimal closest string for \(s_1, s_2,\) and \(s_3\).

**Theorem 4** Closest String for \(k = 3\) can be solved in linear time.

**Proof.** (Sketch) **Running time.** Algorithm 3-Strings makes at most \(L\) recursive calls and each call takes only constant time, yielding linear running time.

**Correctness.** From Lemma 8, we know that the order of instructions is \((K0)^*(K1)^*(K2)^*(K3)^*(K4)^*\) or \((K0)^*(K1)^*(K2)^*(K3')^*(K4')^*\).

Now, the proof is given by considering the instructions separately. We assume a Closest String instance \((s_1^1, s_1^2, s_2^1, s_2^2, s_3^1, s_3^2)\) with \(|s_1^1| = |s_2^1| = |s_3^1|\), such that \(s_1^1, s_2^1,\) and \(s_3^1\) are those parts of the strings such that \((K0), (K1),\) and \((K2)\) apply to them and produce \(s^1\). Then \(s_1^2, s_2^2,\) and \(s_3^2\) are processed either by \((K3)\) and \((K4)\), or by \((K3')\) and \((K4')\), resulting in \(s^n\). We first show that \(s^1\) is an optimal closest string for \(s_1^1, s_2^1,\) and \(s_3^1\), and then show that \(s = s^1 s^n\) is an optimal closest string for the whole instance.

**Instructions \((K0)\), \((K1)\), and \((K2)\):** These instructions are applied to blocks of type (0), (1), and (2). We can easily check that they produce \(s^1\) with \(d_H(s^1, s_1^1) = d_H(s^1, s_2^1) = d_H(s^1, s_3^1)\). Since we choose in every column the letter as majority vote, \(s^1\) is an optimal median string for \(s_1^1, s_2^1,\) and \(s_3^1\). By Lemma 7 we conclude that \(s^1\) is an optimal closest string for \(s_1^1, s_2^1,\) and \(s_3^1\).

**Instructions \((K3)\) and \((K4)\):** Following Lemma 9, we know that \((K3)\) is applied only to one of the three cases mentioned in the instruction. W.l.o.g., we assume that it is only applied on blocks \((aa, ab, ba)^t\). Let \(l\) be the total number of the applications of \((K3)\). Thus, \((K3)\) adds \(a^{2l}\) to the closest string constructed by
(K0) to (K2), resulting in string \( \hat{s} \). If \( \hat{s}_1, \hat{s}_2, \text{ and } \hat{s}_3 \) are the strings processed up to this point, we have \( d_H(\hat{s}, \hat{s}_1) + l = d_H(\hat{s}, \hat{s}_2) = d_H(\hat{s}, \hat{s}_3) \) and all letters in (K3) are chosen as majority vote.

To satisfy the premises of Lemma 10(a), it remains to show that there is no column \( (a, b, c)^l \) in \( s_1, s_2, \text{ and } s_3 \) for which we set the respective position in \( s \) to \( a \). For column \( (a, b, c)^l \), we only set \( a \) in instruction (K2) if it occurs together with column \( (b, a, a)^l \). In this case, however, we could form a block of type (1), since we have columns \( (a, b, a)^l \) and \( (a, a, b)^l \), necessary for (K3). This contradicts the assumption that the instance is ordered. It follows that no column \( (a, b, c)^l \) is assigned \( a \). Thus, we conclude with Lemma 10(a) that \( \hat{s} \) is an optimal closest string for \( \hat{s}_1, \hat{s}_2, \text{ and } \hat{s}_3 \). For instruction (K4) the correctness is shown by use of Lemma 10(b), in a very similar way as for (K3). We omit the details here.

**Instructions (K3’) and (K4’).** We are only left with columns of type \( (a, b, c)^l \). Instruction (K3’) applies as long as the number of these columns is larger than three. What remains are one or two columns of type \( (a, b, c)^l \), which (K4’) takes care of. Given input strings \( s_1, s_2, \text{ and } s_3 \), they are processed after the application of (K4’). We can check that now either \( d_H(s, s_1) = d_H(s, s_2) = 1 = d_H(s, s_3) \) or \( d_H(s, s_1) = d_H(s, s_2) = d_H(s, s_3) − 1 \). Since for all columns we chose the letter in \( s \) as majority vote, \( s \) is an optimal median string for \( s_1, s_2, \text{ and } s_3 \). By Lemma 7, we conclude that \( s \) is an optimal closest string. \( \square \)

## 5 Experimental Results

We implemented Algorithm D using the programming language C, including the heuristic improvements discussed in Subsections 3.2 and 3.3. We performed tests on a LINUX PC with 750 MHZ processor and 192 MB main memory. First, we report about tests on random instances with \(|\Sigma| = 4\) where we scan the whole search tree, i.e., we do not stop when the first solution is found. The displayed results are average results taken from a range of ten such random data sets.

**Length/mismatch ratio.** For instances containing only dirty columns, our experiments with randomly generated data show that not only the number \( d \) of mismatches allowed but, moreover, the ratio of string length \( L \) to \( d \) has a major impact on the difficulty of solving the problem. The results from Fig. 3(a) show that an increasing length \( L \) and a thereby increasing \( L/d \) ratio for a fixed value of \( d \) will significantly decrease the running time of the algorithm up to some point. When considering the values of \( d \) for which we can process CLOSEST STRING instances in practice, we have to take this ratio into account. E.g., for a “hard” ratio of 2, i.e., the string length is twice the number of mismatches, we solve instances with \( d = 15 \) (\( L = 30, k = 50 \)) in about 200 sec, and for an “easier” ratio of 3 we can solve instances with \( d = 20 \) (\( L = 60, k = 50 \)) in 100 sec.

**Number of input strings.** When considering the running times for an increasing number \( k \) of input strings (for fixed values of \( L, d \)), we encounter two competing factors. On the one hand, an increase in the number of strings means an increase
in the linear time to be spent in every node of the search tree. On the other hand, a growing number of strings means a growing number of constraints on the solutions and, therefore, a decreasing size of the search tree. Our experience with random data sets shows a high running time for small numbers of strings, decreasing with growing number of strings up to some turning point. From then on running time increases again, since the linear factor spent in each search tree node becomes crucial. E.g., for \( L = 24, d = 12 \), we need 6.2 sec for \( k = 10 \) (search tree size 934892), 4.3 sec for \( k = 100 \) (search tree size 145390), and 8.5 sec for \( k = 400 \) (search tree size 91879).

**Search tree size.** In Fig. 3(b), we compare the size of the search tree for given instances with the theoretical upper bound of \((d + 1)^d\). We note that the search trees are by far smaller than the bound predicts.

**Primer design by solving a combination of \(d\)-Mismatch and Distinguishing String Selection.** We applied our algorithm to compute candidates for primers, a task the biological expert otherwise does by hand. In our application, we are confronted with probes that may contain parasite DNA (mushrooms) as well as host DNA, and the goal is to design primers that exclusively bind to the parasite sequences. The given data in this example are an alignment of length 715 with five sequences of parasite DNA and four sequences of host DNA. We approach the problem by solving DSS with the parasite sequences as set of good strings and host sequences as set of bad strings. The desired length \( L \) of primers is between 15 to 20. Since the primers should have as few mismatches as possible, we consider here for \( d_1 \) only values \( \leq 3 \). E.g., with \( L = 15, d_1 = 2 \), the minimum value for which we find a primer candidate is \( d_2 = 7 \). For \( L = 25 \), we find a candidate with \( d_1 = 2 \) and \( d_2 = 18 \), or with \( d_1 = 3 \) and \( d_2 = 15 \). The advantage of the algorithm in this application is that it quickly (all runs
are done in less than a second) finds all positions where primer candidates meet the specified conditions (and also finds if certain values of $L$, $d_1$, and $d_2$ do not allow a solution), whereas the task is tedious for the human expert who might only find obvious candidates.

6 Conclusion

We described new and also practically promising exact algorithms for consensus word problems motivated by computational biology. In particular, all our algorithms for these, in general \textit{NP}-complete, problems work in \textit{linear} time for constant parameter values. This is of particular importance in signal finding and related applications where, e.g., small distance parameter $d$ is normal (for instance, in primer design $d$-values around 5 are not unusual [3]). Our results improve and generalize previous work and answer some open questions [3,11]. It seems hard to extend our results to the more general \textsc{Closest Substring} problem, which is more relevant in biological applications dealing with unaligned sequences.
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Abstract. We present a new approach, called topological peeling, and its implementation for traversing a portion $A_R$ of the arrangement formed by $n$ lines within a convex region $R$ on the plane. Topological peeling visits the cells of $A_R$ in a fashion of propagating a "wave" of a special shape (called a double-wriggle curve) starting at a single source point. This special traversal fashion enables us to solve several problems (e.g., computing shortest paths) on planar arrangements to which previously best known arrangement traversal techniques such as topological sweep and topological walk may not be directly applicable. Our topological peeling algorithm takes $O(K + n \log(n + r))$ time and $O(n + r)$ space, where $K$ is the number of cells in $A_R$ and $r$ is the number of boundary vertices of $R$. Comparing with topological walk, topological peeling uses a simpler and more efficient way to sweep different types of lines, and relies heavily on exploring small local structures, rather than a much larger global structure. Experiments show that, on average, topological peeling outperforms topological walk by 10 – 15% in execution time.

1 Introduction

Computing or traversing the arrangement of a set of lines on the plane is a fundamental problem in computational geometry [9]. Extensive research has been conducted on solving this problem, and several efficient techniques have been developed [3,4,6,9,10,11,13,21]. In [10], Edelsbrunner and Guibas presented a powerful topological sweep algorithm for traversing the whole arrangement of $n$ planar lines within an optimal $O(n^2)$ time and $O(n)$ space. With this technique, a set of problems can be solved in a space (or even time) efficient manner [1,10,12,19]. To extend this technique to portion of an arrangement, Asano, Guibas, and
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Tokuyama [3] invented an interesting input-sensitive \textit{topological walk} algorithm. This algorithm sweeps the portion $A_R$ of a planar arrangement $A$ inside a convex region $R$ in $O(K + n \log(n + r))$ time and $O(n + r)$ space, where $K$ is the number of cells of $A_R$ and $r$ is the number of boundary vertices of $R$.

In a certain way, topological walk could be viewed as if a “wave” is propagated through the cells of arrangement $A$ from one or more source points. The shape of such a “wave-front” curve of topological walk, however, may vary significantly from problem to problem. Despite many advantages offered by topological walk, it seems very difficult to exploit the behavior of this wave propagation for solving certain problems efficiently. For example, it is not clear to us how to use topological sweep and topological walk to compute single-source shortest paths on the arrangement (i.e., the paths lying on the lines of $A$) without substantial backtracking. Such a difficulty to topological walk is due to the following fact: Topological walk distinguishes two types of lines: upper (e.g., the lines whose left intersections with the boundary $B(R)$ of $R$ lie on the upper boundary) and lower lines, and sweeps them differently (e.g., upper lines are treated as waiting lines, and lower lines as normal lines). Such an asymmetry causes topological walk to sweep in a “nice” wave propagation fashion, starting at the leftmost vertex of $A_R$, only for the arrangement of lower lines. For the arrangement of upper lines, the sweeping wave is actually propagated from different wave “sources”.

In this paper, we present a novel algorithm, called \textit{topological peeling}, and its implementation for traversing a planar arrangement $A$ of $n$ lines. Our approach sweeps lines in a symmetric and more efficient way. A key observation we use is: The wave propagation of topological walk is well-behaved (e.g., of a wriggle shape) if it is applied to only one type of lines (i.e., either lower or upper lines, but not both). Our idea hence is to reduce the problem to two special cases: Topological walk on each of the two types of lines. However, to do that efficiently, we must overcome quite a few difficulties. The reason is that the interference (and the coordination) between these two types of sweepings can be very complicated. Furthermore, sweeping in this fashion violates some key properties used by topological walk, thus seemingly running a risk of raising the time bound. Interestingly, by exploiting a number of new geometric observations and techniques, as well as the special properties of our wave-front curves, we are able to partition the traversal task into a sequence of mutually interweaving sweepings on the two types of lines. Our algorithm retains the same time and space bounds as topological walk. In consequence, our wave-front curve is well under control (i.e., of a double-wriggle shape and starting at a single source point), and enables us to solve several problems which topological sweep and topological walk did not solve efficiently. Moreover, our sweeping exploits the local structures in a more efficient way. Unlike topological walk whose sweeping is always performed on a large-sized global structure, computation in our sweeping heavily relies on local structures with much smaller sizes. Our experiments show that, on average, topological peeling outperforms topological walk by $10 - 15\%$ in execution time.

As a result, the double-wriggle shaped wave-front of our topological peeling allows us to form a special structure $AR(v)$, called \textit{anchor region}, for each ver-
tex v of $A_R$, which is a convex subregion of $R$ whose boundary contains both $v$ and the wave source. Our peeling algorithm always maintains an important property that when a vertex $v$ is visited, all cells of $A_R$ inside $A_R(v)$ have already been swept. Combining with several other interesting observations, this property leads to an efficient solution for the shortest path problem on arrangements. The previously best known result for computing a shortest path in a planar arrangement takes $O(n^2)$ time and space [5,14,15] (by reducing the problem to one on a planar graph [17]), and it has been an open problem to improve these bounds. Our algorithm takes $O(n^2)$ time and $O(n)$ space to report single-source shortest path lengths in $A$. An actual shortest path between two points of $A$ can also be obtained in $O(n^2)$ time and $O(n)$ space, by using a technique by Chen et al. [8] for reporting actual shortest paths (without maintaining a single-source shortest path tree of size $O(n^2)$ on $A$).

Topological walk uses a weak representation for its cells (i.e., a cell is represented by only a subset of its boundary edges). Such a representation does not support cell-reporting directly (i.e., reporting the boundary edges). Much effort is needed to enforce such a functionality. In contrast, our topological peeling adopts a strong representation for the cells, which gives the benefit of being able to explicitly extract the entire boundary of each encountered cell all at once. Such boundary information is useful in solving a number of problems on arrangements. In [20], Nievergelt and Preparata showed that for many CAD problems, it is desired to list the boundary edges of each cell in a cyclic order (but their plane-sweeping algorithms for listing cell boundaries in this way introduce an additional $O(\log n)$ factor to the time bound). In [7], Chen et al. showed that the solutions to several geometric optimization problems [7,2,18] are to decompose such a problem into a set of instances of a certain special non-linear optimization problem, with each cell of an arrangement associating with one such problem instance. Since the boundary of each cell defines the domain of the corresponding problem instance, a weak representation along would not provide sufficient information. By combining topological peeling with the techniques in [2,7,18], such geometric optimization problems can be solved in a space-efficient manner.

Our topological peeling is also useful to solving many other problems. In [3,4,8,10], there are a number of problems on planar arrangements which are solvable by either topological sweep or topological walk, or both. Almost all of these are also solvable by topological peeling. Below is a list of problems solvable by topological peeling, with the best known complexity bounds as those in [3,4,8,10]: Computing a longest monotone path, a longest monotone concave path, a largest convex subset, a largest empty convex subset, a maximal stabbing line, the visibility graph for non-intersecting line segments, minimum-area triangles, and a maximum-weight cut line of a straight line graph. It is likely that topological peeling will be applicable to more problems.

Due to the space limit, we omit many details and proofs of lemmas from this extended abstract.
2 Cuts and Horizon Trees

Let $H$ be a set of $n$ planar lines, and $A(H)$ be their arrangement. Let $R$ be a polygonal convex region, and $A_R$ denote the portion of $A(H)$ inside $R$ (see Figure 1(a)). The boundary $B(R)$ of $R$ has $r$ vertices. Starting at the left most vertex $s$ of $B(R)$, the clockwise-ordered vertices along $B(R)$ form a chain, and is called the stem [3]. Without loss of generality (WLOG), we assume that in $H$ no three lines share a common point, and each line is non-vertical and intersects $B(R)$ twice (the degeneracy case can be handled in the same way as that used by topological sweep). The two intersections of a line $l \in H$ with $B(R)$ are denoted by $v_l^1$ and $v_l^r$, with $v_l^1$ to the left of $v_l^r$ (i.e., $x(v_l^1) < x(v_l^r)$).

![Figure 1. Arrangement, cut, gulf, and upper and lower horizon trees](image)

By cutting $B(R)$ at its leftmost and rightmost vertices, we obtain a lower (convex) chain and upper (concave) chain, denoted by $L(R)$ and $U(R)$, respectively. For a line $l \in H$, if $v_l^1$ is on $L(R)$ (resp., $U(R)$), then $l$ is called a lower (resp., upper) line. Further, for a lower (resp., upper) line $l$, if $v_l^r$ also lies on $L(R)$ (resp., $U(R)$), then $l$ is called a weak lower (resp., upper) line. $H$ hence is partitioned into two subsets $H_L$ and $H_U$ containing the lower lines and upper lines, respectively. The arrangement of $H_L$ (resp., $H_U$) inside $R$ is denoted as $A_H^L$ (resp., $A_H^U$). Obviously, $A_R$ can be viewed as the overlap of $A_H^L$ and $A_H^U$.

For two edges $e_i$ and $e_j$ of $A_H^L$ (resp., $A_H^U$), we say $e_i$ dominates $e_j$ if a cell $c$ of $A_H^L$ is incident to both $e_i$ and $e_j$, such that $e_i$ is above (resp., below) $c$ and $e_j$ is below (resp., above) $c$.

**Definition 1.** A cut of $A_H^L \cup B(R)$ (resp., $A_H^U \cup B(R)$), called a lower (resp., upper) cut (see Figure 1(b)), is a list of open edges $C = (e_0, e_1, \ldots, e_m)$ satisfying the following two conditions:

1. $e_0 \in U(R), e_m \in L(R)$ (resp., $e_0 \in L(R), e_m \in U(R)$) and $e_i \in A_H^L \cup L(R)$ (resp., $e_i \in A_H^U \cup U(R)$) for $1 \leq i \leq m - 1$.
2. One of the following conditions holds for $i = 0, 1, \ldots, m - 1$: (a) $e_i$ dominates $e_{i+1}$; (b) $e_{i+1}$ is an edge of $A_H^L$ (resp., $A_H^U$) such that the left endpoint $p_{i+1}$ of $e_{i+1}$ is on $L(R)$ (resp., $U(R)$), and $e_i$ is the leftmost edge of $L(R)$ (resp., $U(R)$) lying to the left of $p_{i+1}$ such that there is no other lower (resp., upper) line $l$ whose $v_l^1$ lies on $L(R)$ (resp., $U(R)$) between $e_i$ and $p_{i+1}$. 
As shown in [3], there exist initial cuts in both $A_R^L$ and $A_R^U$; also, for each cut $C$ of $A_R^L$ (resp., $A_R^U$), there is a pseudo-sweepline $\gamma(C)$ which intersects all edges of $C$ but no other edges of $A_R^L \cup B(R)$ (resp., $A_R^U \cup B(R)$).

For a lower cut $C$, we define an upper horizon tree $T_U(C)$ (see Figure 1 (c)), which is a simpler version of that of topological walk [3]. Similarly, for an upper cut $C$, we define a lower horizon tree $T_L(C)$ (see Figure 1 (d)). The initial upper (resp., lower) horizon tree partitions the region $R$ into $O(|H_L|)$ (resp., $O(|H_U|)$) connected components which are called lower (resp., upper) guls.

A horizon tree $T_U(C)$ can be viewed as a graph embedded on the plane whose nodes are the branching points of the tree and the left endpoints of the cut edges. An edge (called $t$-edge) of this graph represents either a segment of a line in $H$ or a subchain of $B(R)$. If we treat the graph as a tree rooted at the left endpoint of $e_0$, then we can define internal node, leaf branch node (i.e., an internal node adjacent to at most one other internal node), and twig (i.e., a node at which two cut edges meet) in the same way as in [3]. For any vertex $v$ of $T_U(C)$, we let $\text{path}(v)$ denote the convex path of $T_U(C)$ from $v$ to the root of $T_U(C)$. Given a polygonal path $P$, an $l$-edge on $P$ is a maximal segment contained in a straight line. Note that an $l$-edge in $T_U$ may consist of multiple $t$-edges.

Given a lower cut $C = (e_0, e_1, \ldots, e_m)$ and the corresponding upper horizon tree $T_U(C)$, a bay $\text{bay}(e_i)$ of a cut edge $e_i, i = 1, 2, \ldots, m$, is the subpath of $T_U(C)$ from the left endpoint of $e_i$ to the lowest common ancestor of the left endpoints of $e_i$ and $e_{i-1}$ in $T_U(C)$.

### 3 Main Ideas

One of our goals is to achieve a well-behaved sweeping wave with a “nice” wavefront curve and a single wave source for traversing the arrangement $A_R$. For this purpose, we make the following two observations: (1) The asymmetric sweeping of the upper and lower lines causes the sweeping wave of topological walk to behave irregularly. (2) If there were only one kind of lines (e.g., the lower lines), Lemma 2 shows that topological walk would traverse $A_R$ with a wave-front curve of a wriggle shape. Hence, it seems reasonable to try to reduce the problem to two special cases: Topological walk on each of the two types of lines. More specifically, we would like to use both the global upper and lower horizon trees, $T_U$ and $T_L$, to sweep $A_R^L$ and $A_R^U$, respectively. Of course, $A_R$ is the overlapping of $A_R^L$ and $A_R^U$. However, to sweep $A_R$ efficiently in this manner is actually quite difficult. The reason is that the upper and lower horizon trees are independent of each other, and hence their sweeping loci are very much unrelated to one another. Fortunately, by exploiting a number of new geometric observations and techniques, we are able to partition the traversing of $A_R$ into a sequence of interwaving sweepings, each based on $T_U$ or $T_L$. The key is a judicious interwaving of the sweepings of the two horizon trees so that the overlapping of $A_R^L$ and $A_R^U$ is produced efficiently.

One difficulty is that the two horizon trees $T_U$ and $T_L$ can intersect with each other at $O(n^2)$ places, and our interwaving of these two kinds of sweepings
must avoid using super-linear space. Our idea for this interweaving is to use the sweeping of the upper horizon tree to guide the sweeping of the lower horizon tree. More specifically, when the sweeping of $T_U$ produces a cell $G$ of $A_R^U$ (which we call the current cell), we sweep the part $A_R \cap G$ of $A_R$ by making use of $T_L$.

To carry out the above approach successfully, three steps are performed for each current cell $G$.

In the first step, the entire boundary $B(G)$ of $G$ is computed. Note that, to sweep $A_R \cap G$, $B(G)$ is needed for constructing the lower horizon tree $T_L(G)$ of all upper lines intersecting $G$. However, due to its weak representation of the cells, topological walk on $A_R^U$ does not maintain sufficient information for extracting $B(G)$. Thus, additional data structures and proper modification on topological walk are needed.

The second step builds the local lower horizon tree $T_L(G)$. In this step, a complete new method is needed to efficiently construct $T_L(G)$. This is because that topological walk builds an upper horizon tree for the region $R$ in $O(n \log (n + r))$ time, if a similar method were used straightforwardly to build $T_L(G)$ on each current cell $G$ of $A_R^U$, it would result in an $O(n^2)$-time solution. Based on several nontrivial geometric observations and an interesting lock-step search, we construct $T_L(G)$ in $O(|A_R \cap G|)$ time by cutting a dynamically maintained global tree $T_L$ of all upper lines in $H_U$.

In the third step, the portion of arrangement $A_R$ inside $G$ is swept and the global tree $T_L$ is dynamically maintained. The difficulty here is that if topological walk were used to sweep $A_R \cap G$ on $T_L(G)$, the total time (over all cells) could be $O(K \log n)$. To avoid this pitfall, we simulate topological walk on the local tree $T_L(G)$, but perform the actual sweeping on the global tree $T_L$. Such a mixed procedure demands an efficient way to coordinate the changes of the two trees (or equivalently an efficient algorithm to determine the intersection points between $T_L$ and $B(G)$). By using a lockstep-like exponential search, we can produce all such points in linear time, and the total time (except the time for sweeping $T_L$) for sweeping $A_R \cap G$ is only $O(|A_R \cap G|)$.

In consequence, our sweeping proceeds in the way of propagating a special shaped wave from one source point through $A_R$. The curve bounding all visited cells of $A_R$ (resp., $A_R^U$) is called the wave-front (resp., lower wave-front), and has a double-wriggle (resp., wriggle) shape. The shapes of the wave-fronts remain invariant topologically during the entire sweeping process. These structures are a key to our algorithm, and enable us to utilize other useful structures (e.g., the anchor regions of the vertices of $A_R$).

4 The Peeling Algorithm

Our interweaving sweeping performs a topological walk on $T_U$ to compute the cells of $A_R^U$. A cell $G$ of $A_R^U$ becomes the current cell once all its boundary edges are completely traversed. For each encountered current cell $G$, a lower horizon tree $T_L(G)$ is constructed for the upper lines intersecting $G$. The portion of $A_R^U$ on or inside the boundary $B(G)$ of $G$ is then computed by sweeping $T_L(G)$. 


Hence, our sweeping algorithm needs to handle the following key subproblems:
(P1) how to extract $B(G)$, (P2) how to construct $T_L(G)$, and (P3) how to sweep the portion $A_H^L(G) = A_R \cap G$.

4.1 Extracting $B(G)$

To obtain the boundary $B(G)$ of the current cell $G$ of $A_R$, we maintain a curve $LFront$ to bound the visited cells of $A_R$. Let lwf be the lower wave-front bounding all visited $A_R^L$ cells. Suppose lwf is a clockwise oriented curve starting at $s$ (i.e., the leftmost vertex of $R$). Then $LFront$ is the portion of lwf excluding the stem edges from both ends of lwf (i.e., the portion of lwf between the first and last endpoints of all non-stem edges on lwf). We have the following lemma on $LFront$ and $B(G)$.

**Lemma 1.** Each current cell $G$ is bounded by a concave subpath $B_{left}(G)$ of $LFront$ and a convex subpath $B_{right}(G)$ of the c-to-root path path(c) in $T_U$, joining at a vertex of $B(G)$, where $c$ is on $B(G)$ and is the currently encountered leaf vertex of $T_U$.

To use Lemma 1 to extract $B(G)$ efficiently, we maintain pointers for $LFront$ and $T_U$ appropriately, so that at each vertex in $T_U \cap LFront$, $LFront$ and $T_U$ are reachable from each other in $O(1)$ time. Then for each current cell $G$, the time for extracting $B(G)$ and updating $LFront$ is $O(|B(G)|)$.

The next lemma shows some properties of the curve $LFront$, including its *wriggle* shape, which is important to our algorithm.

**Lemma 2.** Let $L_{LF}$ be the maximal concave subpath of $LFront$ starting from its leftmost segment, and $R_{LF} = LFront - L_{LF}$. Then, at any moment of the sweeping, $R_{LF}$ is a convex path ($R_{LF}$ can be $\emptyset$). Furthermore, the rightmost $L$-edge of $L_{LF}$ is incident to the next current cell of $A_R$.

4.2 Constructing $T_L(G)$ Using $B(G)$

To obtain the lower horizon tree $T_L(G)$, we need to first identify the set $H_U(G)$ of the upper lines intersecting $G$, and then construct $T_L(G)$. The way we do this is to use $B(G)$ to cut $T_L$ (see Figure 2(a)), the lower horizon tree for $H_U$. This cutting of $T_L$ results in a forest of lower horizon subtrees. We then connect all the intersections of $T_L$ and $B(G)$ clockwise along $B(G)$, in a way similar to that used in topological walk to construct an upper horizon tree. This results in a tree $T_L'(G)$ rooted at the leftmost vertex of $B(G)$. It can be shown (by Lemma 3, 4, 5, 6 and 11) that $T_L'(G)$ indeed is the lower horizon tree for all upper lines in $H_U(G)$ (i.e., $T_L'(G) = T_L(G)$) for every current cell $G$.

Our purpose is to use $T_L(G)$ to sweep the cells of $A_R$ inside $G$ in a topological walk manner. In order to do that, we need to resolve three issues: (I1) In $T_L'(G)$, have we included all upper lines of $H_U$ intersecting $G$ (since an upper line could be stopped by another upper line in $T_L$ before reaching $B(G)$)? (I2) For every
upper line \( l \) of \( H_U \) intersecting \( G \), is it true that the left intersection of \( l \) with \( B(G) \) is on the upper boundary \( B_U(G) \) of \( G \) (otherwise, we have to deal with waiting lines as in [3] and thus cannot guarantee the shape of the wave-front inside \( G \))? (13) How to efficiently compute the cutting of \( T_L \) and \( B(G) \)? The following lemma is useful to resolving these issues.

**Lemma 3.** Let \( G \) be the current cell and \( l \) be any upper line intersecting \( G \). Then the left intersection \( v \) of \( l \) with \( B(G) \) lies on either \( B_{left}(G) \) or \( B_{right}(G) \cap U(R) \) (\( B_{left}(G) \) and \( B_{right}(G) \) are defined as in Lemma 1).

Lemma 3 enables us to handle issue (11). This is shown in the next lemma.

**Lemma 4.** For any current cell \( G \), let \( T_L \) be the lower horizon tree of \( H_U \) with the portion of \( A_R^U \) to the left of \( LFront \) being completely swept. Then all upper lines intersecting \( G \) can be detected by computing the cutting of \( B(G) \) and \( T_L \).

For issue (12), let \( P = B_{right}(G) - U(R) \), and \( c \) and \( v \) be the leftmost and rightmost vertices of \( P \), respectively. The lemma below characterizes \( c \) and \( v \).

**Lemma 5.** Let \( c \) and \( v \) be defined as above. Then \( c \) and \( v \) are the leftmost and rightmost vertices of the current cell \( G \), respectively.

From the above lemmas, we immediately have the following observation.

**Lemma 6.** No upper line intersects \( B_{left}(G) \) twice.

Lemmas 4 and 5 show that, if \( T_L \) is a properly maintained lower horizon tree at the moment of visiting \( G \) and if the subregion of \( R \) to the left of \( LFront \) is already swept, then cutting \( T_L \) by \( B(G) \) and connecting the resulted forest of \( T_L \) inside \( G \) along \( B(G) \) yield an initial lower horizon tree for the upper lines of \( H_U \) intersecting \( G \). Henceforth, we use \( T_L(G) \) to denote the lower horizon tree on \( G \) thus generated. With \( T_L(G) \), the \( A_R \) cells inside \( G \) can be swept in a topological walk manner. In order to do that, we need to satisfy two premises: (1) \( T_L \) must be properly maintained such that it remains the lower horizon tree of \( H_U \) during the entire period of sweeping \( A_R \) (Lemma 10 will show that our method for sweeping \( G \) maintains the structure of \( T_L \) dynamically). (2) we need to compute the cutting of \( T_L \) and \( B(G) \) efficiently (i.e., resolving issue (13)).

For computing the cutting of \( T_L \) and \( B(G) \) we use an interesting “lock-step” procedure for searching intersections of \( T_L \cap B(G) \) on the two path \( P \) and \( Q = B_{left}(G) \cup (B_{right}(G) \cap U(R)) \) (the details of this procedure are left to the full paper). The following lemma shows that the cutting can be efficiently computed.
Lemma 7. All intersections of $T_L$ and $P = B_{\text{right}}(G) - U(R)$ can be computed in $O(|T_L(G)|)$ time and $O(n + r)$ space.

In the above procedure, we assume that the intersections of $Q \cap T_L$ are available when visiting $G$. To make the procedure applicable, before the sweeping of $T_U$, we need to compute the intersections of the initial lower horizon tree $T_L$ and $B(R)$. During the sweeping, we maintain the intersections of $T_L \cap T_U$ on $L\text{Front}$ and on $B(R)$. When the sweeping on the current cell $G$ is finished, $L\text{Front}$ is properly updated, and the intersections of $T_L \cap T_U$ on $Q$ are discarded. Therefore, at any time, we only store the intersections of $T_L \cap T_U$ on $L\text{Front}$ and on $B(R)$, and possibly such intersections on $P$ of the current cell $G$.

4.3 Sweeping the Part of Arrangement inside $G$

Now consider problem (P3). While using the lower horizon tree $T_L(G)$ to sweep the portion of $A_R$ inside a current cell $G$ in a topological walk manner, the global lower horizon tree $T_L$ needs to be maintained dynamically. Straightforwardly using $T_L(G)$ to walk topologically on $A_R \cap G$ may give rise to two problems. First, topological walk updates the changing information only locally (i.e., on $T_L(G)$) when using $T_L(G)$ to sweep $G$, and hence may destroy the structure of $T_L$. This is because some upper lines stopped by other upper lines at vertices inside $G$ need not be extended in $T_L$ when elementary steps are performed on twigs at such vertices. Second, topological walk can take up to $O(K_i + I_i \log(I_i + L_i))$ time to sweep each current cell $G_i$ of $A_R'$, where $K_i$ is the size of $A_R$ inside $G_i$, $I_i$ is the number of intersections of $T_L \cap B(G_i)$, and $L_i$ is the number of vertices of $B(G_i)$. Summing over all $A_R'$ cells, the time bound could be $O(K_U + I \log(I + L))$, where $K_U$ is the total number of vertices of $A_R$ inside the cells of $A_R'$, $I$ is the intersections of $A_R'$ and $A_R''$, and $L$ is the number of all lower lines. This bound can be asymptotically larger than our claimed $O(K + n \log(n + r))$ bound when the intersections of $A_R'$ and $A_R''$ are the dominating part of all $A_R$ vertices.

To avoid these pitfalls, we simulate topological walk on $T_L(G)$: Starting at the root of $T_L(G)$, perform a dynamic depth-first search on $T_L(G)$, with right branch preferred, to seek the rightmost twig $w$ (see Figure 2(d)). Suppose the rightmost twig $w$ is found. If $w$ is a twig of $T_L$ (i.e., $w$ is not a twig involving some lower line), then we perform an elementary step on $T_L$ instead of on $T_L(G)$ (i.e., ignore the existence of $B_{\text{right}}(G)$) (see Figure 2(e)), and update the information of the upper cut of $T_L$. This is done by a search that is similar to the mixed search in topological walk [3] on the corresponding bay of $T_L$. Note that we do not really cut $T_L(G)$ away from $T_L$. Instead, we use some pointers to represent $T_L(G)$, and the portion of $T_L(G)$ inside $G$ remains attached to $T_L$.

A sweeping of this fashion on $A_R'$ is different from topological walk on $T_L$. In topological walk, it proceeds as a sequence of sweeps on the gulls of $T_L$, with each gulf being swept just once, and this property is crucial to its time analysis. However, in our algorithm, since the sweeping of $T_L$ is guided by the sweeping of $T_U$, a gulf may be peeled multiple times, and each time only a portion of its
arrangement is swept (see Figure 2(b)(c)). Fortunately, we are able to prove (in next subsection) that this does not yield a larger time bound for us.

The elementary steps performed on \( T_L \) can produce intersections on the boundary of \( G \), and thus change the structure of \( T_L(G) \) (e.g., \( d \) in Figure 2(e)).

In order to efficiently capture all such intersections and update \( T_L(G) \), we first set a flag \( f_u \) for each vertex \( u \) in \( T_L(G) \) to indicate that \( u \) is inside \( G \), and then simulate topological walk on \( T_L(G) \). The simulation repeatedly finds twigs of \( T_L(G) \). We distinguish three types of twigs involving \( T_L(G) \), as follows: (a) Twigs on \( B_{left}(G) \cap T_L \), (b) twigs in \( T_L \), and (c) twigs created by an edge of \( T_L \) and an edge of \( B_{right}(G) \).

If \( w \) is of type (a), then we just do a normal elementary step operation as in [3]. Each such operation takes \( O(1) \) time since it only deletes the edge on \( B_{left}(G) \) and no edge needs to be extended.

If \( w \) is of type (b), then the elementary step is performed on \( T_L \) (see Figure 2(d)(e)) instead of on \( T_L(G) \). As discussed above, the extension of a segment to the right of \( w \) (e.g., \( e'_i \) in Figure 2(e)) may intersect \( B(G) \), and we need to check the existence of such an intersection (e.g., \( d \) in Figure 2(e)) in order to maintain \( T_L(G) \) correctly. Note that such an intersection, if exists, can only occur on \( B_{right}(G) \). The reason for this is the following. Let the extended segment be on an upper line \( l_{i-1} \). If \( l_{i-1} \) enters \( G \) from \( B_{left}(G) \), then by Lemma 6, \( l_{i-1} \) does not intersect \( B_{left}(G) \) again. If \( l_{i-1} \) enters \( G \) from \( B_{right}(G) \cap U(R) \), then \( B_{right}(G) \) is to the right of \( B_{left}(G) \) (by Lemma 5), the right extension of \( l_{i-1} \) does not intersect \( B_{left}(G) \). (Also note that \( l_{i-1} \) cannot enter \( G \) from \( B_{right}(G) \cap U(R) \) by Lemma 3.) Based on the finger search tree [16], we have the following lemma.

**Lemma 8.** For each current cell \( G \), the total cost for checking and computing the intersections of the upper lines in \( H_U(G) \) with \( B_{right}(G) \) induced by elementary steps performed on the type (b) twigs of \( T_L(G) \) is bounded by \( O(|A_R \cap G|) \).

**Remark:** Instead of using the finger search tree [16], we can also copy the information of \( B_{right}(G) \) onto an array, and then use a lock-step like exponential search to achieve Lemma 8.

For a twig \( w \) of type (c), the elementary step operation is slightly different from the normal one. Since such a twig is on \( B_{right}(G) \) and the two involved edges \( e_i \) and \( e_j \) are on \( T_L \) and \( B_{right}(G) \) respectively, it need not extend either one. Actually, the elementary step operation for twigs of this type only deletes \( e_i \) from \( T_L \), and updates the upper cut of \( T_L \) (i.e., use the edge \( e'_j \) which is on the supporting line \( l_{\infty} \) of \( e_j \) and shares the common endpoint \( w \) with \( e_i \) to replace \( e_i \) in the upper cut of \( T_L \)). For \( e_j \), the elementary step on \( w \) does not delete it from \( T_U \) (note that this is different from topological walk), since \( e_j \) will eventually be deleted by some elementary steps performed on \( T_U \).

The above sweeping algorithm and the cutting procedure in Subsection 4.2 are all based on the assumption that \( T_L \) is a properly maintained lower horizon tree during the entire period of sweeping \( A_R \). The following lemmas show that this assumption can indeed be achieved. In these lemmas, we say a vertex \( u \) is
swept if the elementary step on \( u \) is already performed and the two segments with \( u \) as the common right endpoint are deleted from \( T_L \) or \( T_U \). We say a vertex \( u \) is visited if it is already traversed by the depth-first search performed on \( T_U \) or \( T_L(G) \). We say two vertices \( u_1 \) and \( u_2 \) on the same line \( l \) of \( H \) are swept out of order if \( u_1 \) is to the right of \( u_2 \) and \( u_1 \) is swept before \( u_2 \).

**Lemma 9.** For any current cell \( G \), suppose that \( T_L \) has been properly maintained and no out-of-order sweeping occurred before sweeping \( G \). Then all vertices of \( A_R \) inside \( G \) are generated during the sweeping of \( G \), without any out-of-order sweeping.

**Lemma 10.** Suppose that \( T_L \) has been properly maintained and no out-of-order sweeping occurred before sweeping \( G \). Then when the sweeping on \( G \) is finished, \( T_L \) remains a global lower horizon tree.

By applying Lemmas 9 and 10 to each current cell, we ensure the lower horizon tree structure of \( T_L \) is always maintained and each upper line is swept from left to right. Since each lower line is swept by topological walk, it is certainly swept from left to right. Thus we have the following lemma.

**Lemma 11.** Topological peeling maintains the lower horizon tree structure of \( T_L \) in the entire period of sweeping \( A_R \). Furthermore, each line of \( H \) is swept from left to right.

After finishing the sweeping on each current cell \( G \), we need to do some post-processing: First, discard the stored intersections on \( B_{left}(G) \), and then update the lower wave-front curve \( LF_{ront} \).

### 4.4 Analysis and Application

Based on a non-trivial analysis (left to full paper), we have the following theorem for topological peeling.

**Theorem 1.** The arrangement \( A_R \) of \( n \) lines within a convex region \( R \) can be swept using topological peeling in \( O(K + n \log(n + r)) \) time and \( O(n + r) \) space, where \( K \) is the size of the arrangement within \( R \) and \( r \) is the number of vertices of the boundary of \( R \).

As an application, we give the following theorem for computing shortest path length between a pair of vertices in an arrangement. The actual path can be obtained in the same amount time and space by applying a path-reporting technique in [8]. (The details of this theorem and the anchor region property of topological peeling are left to full paper).

**Theorem 2.** The shortest path length (between a pair of vertices) on an arrangement of \( n \) planar lines can be computed in \( O(n^2) \) time and \( O(n) \) space.
5 Implementation and Comparisons

We implemented both topological walk and topological peeling on Sun Ultra Sparc 30 workstations, using the C++ based library LEDA 4.1. The executable files for both algorithms have roughly the same size. We experimented the two algorithms on randomly generated arrangements of up to 2000 lines. The execution time for a given $n$ is the average of 20 runs on arrangements of different configurations.

We made two comparisons, one for reporting all the vertices of $A_R$ and the other for reporting the cells of $A_R$. Since topological walk, as presented in [3,4], does not directly report arrangement cells, we modified it so that it can also report cells. Figure 3 gives the execution times of the two algorithms. Our experimental results show that the execution times of the two algorithms very much observe the time bounds of the theoretical analysis. More interestingly, the experimental results suggest that on average, topological peeling runs 10 – 15% faster than topological walk. (A detailed analysis of the performance of topological peeling will be given in the full paper.)

Fig. 3. Comparison of topological peeling and topological walk
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Abstract. Image segmentation with monotonicity and smoothness constraints has found applications in several areas such as biomedical image analysis and data mining. In this paper, we study the problem of segmenting monotone and smooth objects in 2-D and 3-D images. For the 2-D case of the problem, we present an $O(IJ \log J)$ time algorithm, improving the previously best known $O(IJ^2M)$ time algorithm by a factor of $O\left(\frac{1}{M^2}\right)$ time, where the size of the input 2-D image is $I \times J$ and $M$ is the smoothness parameter with $1 \leq M \leq J$. Our algorithm is based on a combination of dynamic programming and divide-and-conquer strategy, and computes an optimal path in an implicitly represented graph. We also prove that a generalized version of the 3-D case of the problem is NP-hard.

1 Introduction

The ability to process and analyze image data is a key to solving problems in numerous applications such as medical diagnosis and treatment, mechanical and material study, computer vision, pattern recognition, database, data mining, etc. A central problem in processing and analyzing image data is to define accurate borders between the objects or regions of interest represented by the images. This task, called image segmentation, is in practice quite often performed by human manual tracing. While manual tracing is robust, it is tedious, time-consuming, and can have a significant inter-observer and intra-observer variability [13]. Hence, efficient and effective automated segmentation methods are highly desirable for many applications [2,9,11,13]. However, due to

---

* The research of the first and the third authors was supported in part by the National Science Foundation under Grants CCR-9623585 and CCR-9988468 and by the 21st Century Research and Technology Fund from the State of Indiana. The work of the second author was supported in part by the National Science Foundation under Grant CCR-9820611.

** Corresponding author.
the inherent visual complexity, efficient and accurate segmentation poses one of the major challenges in image understanding. Five main image segmentation approaches have been used [3]: threshold techniques, edge-based methods, region-based methods, hybrid techniques, and connectivity-preserving relaxation methods, each having its own share of advantages and disadvantages. Segmentation of data sets has also been formulated as optimization problems based on various criteria [8]. In some applications, image segmentation needs to make use of additional information because the target objects are expected to have certain topological or geometric structures or satisfy specific constraints.

In this paper, we study image segmentation with the monotonicity and smoothness constraints in two and three dimensions. Let $P(I, J)$ be a 2-D image of size $I \times J$ (i.e., $P(I, J) = \{(i, j) | i = 1, 2, \ldots, I, \ j = 1, 2, \ldots, J\}$), and $w_{ij}$ be the brightness level of a pixel $(i, j)$ of $P(I, J)$. Let $n = I \times J$ denote the total number of pixels of $P(I, J)$. The output object is denoted by $S_0$, and $S_1 = P(I, J) - S_0$ is the background. A 3-D image can be viewed as an ordered sequence of 2-D images.

A 2-D (resp., 3-D) object $Q$ is said to be monotone with respect to a line $L$ (resp., plane $P$) if for every line $L'$ that is orthogonal to $L$ (resp., $P$), the intersection $Q \cap L'$ is a connected component (possibly an empty set). A 2-D (resp., 3-D) object is said to be $x$-monotone (resp., $xy$-monotone) if the line $L$ (resp., plane $P$) is the $x$-axis (resp., $xy$-plane). Roughly speaking, the smoothness constraint means that two distinct pixels $(i, j)$ and $(k, l)$ of a 2-D image can be adjacent to each other on the boundary of a segmented object if the $i$-th and $k$-th rows are neighboring to each other (i.e., $|i - k| = 1$) and $j$ is “close” enough to $l$ (i.e., $|j - l| < M$, where $M$ is an input parameter with $1 \leq M \leq J$). These constraints will be discussed more carefully in Sections 2 and 3.

Image segmentation of monotone or smooth objects appears in applications. Segmenting monotone and connected objects (which is seemingly quite restricted) has been used as an important step in image segmentation for more general settings [1]. Segmentation of monotone and connected objects has also been applied to extract optimized 2-D association rules from large databases for data mining and financial applications [5,10,14]. Certain medical image analysis (e.g., cardiac MRI and intravascular ultrasound imaging) is based on segmenting monotone and smooth objects in 2-D and 3-D [4,11,12,13].

There are several known results on segmenting monotone and/or smooth objects in 2-D and 3-D images [1,13]. Asano et al. [1] presented an $O(I^2J^2)$ time algorithm for segmenting an $x$-monotone and connected object in a 2-D image based on optimizing the interclass variance criterion [7] and by using computational geometry techniques. For the problem of segmenting a monotone and smooth object in an image, an $O(JF^2M)$ time algorithm for the 2-D case was given in [12,13], where $M$ is the smoothness parameter, and an exponential time algorithm for the 3-D case was given in [11,13]. The approaches in [11,12,13] are all based on graph searching techniques. For example, for the 2-D case, a graph of size $O(JM)$ is built from the input image of size $I \times J$, and is repeatedly searched for $J$ times to look for an optimal path [12,13]. Heuristics for segmenting
a monotone and smooth object in a 3-D image have also been presented in [4,11], but without any theoretical guarantee on the optimality quality.

We consider the same problem as the one studied in [4,11,12,13], that is, image segmentation with the monotonicity and smoothness constraints (the precise definition of the problem will be given later). Our main results are summarized as follows:

- We present an $O(IJ \log J)$ time algorithm for the 2-D case of the problem, improving the previously best known solution [12,13] by a factor of $O(M^2 / \log M)$ time. Note that our time bound is independent of the smoothness parameter $M$. Our algorithm is based on a combination of dynamic programming and divide-and-conquer strategy, and computes an optimal path in an implicitly represented graph (see Section 2).
- We prove that a generalized version of the 3-D case is NP-hard (see Section 3).

## 2 Detecting Border Contours in 2-D Images

In this section, we present our $O(IJ \log J)$ time algorithm for the 2-D case of the image segmentation problem with the monotonicity and smoothness constraints, improving the previously best known $O(IJ^2M)$ time solution in [12,13].

Let $G_M = (V,E)$ be a 2-D lattice graph, where $V = \{(i,j) \mid 0 \leq i < I, 0 \leq j < J\}$ and $M$ is a given integer with $1 \leq M \leq J$. Each vertex $(i,j)$ of $G_M$ has a real valued weight $w_{ij}$. For each vertex $(i,j) \in V$, there is a directed edge going from $(i,j)$ to every vertex $(i \pm 1, j \pm q)$, where $0 \leq q < M$, $j - q \geq 0$, and $j + q < J$. Besides these edges, there is no other edge in the graph $G_M$. We call such a graph an $M$-smoothness 2-D lattice graph. For a $j \in \{0,1,\ldots, J-1\}$, let $p_j$ be a path in $G_M$ from the vertex $(0,j)$ to a vertex $\{(I-1, j \pm q) \mid q = 0, 1, \ldots, M - 1, j + q < J, j - q \geq 0\}$. Such a path is called a $c$-path. We define the weight of a path $p$ in $G_M$, $w(p)$, as $\sum_{(i,j) \in p} w_{ij}$. For any $k = 0, 1, \ldots, J-1$, let $p^*_k$ be a minimum-weight $c$-path in $G_M$ that starts at the vertex $(0,k)$. Our goal is to compute a $c$-path $p^*$, whose weight is the minimum among all $c$-paths in $G_M$, i.e., $w(p^*) = \min \{w(p^*_0), w(p^*_1), \ldots, w(p^*_{J-1})\}$.

The problem of computing an optimal $c$-path $p^*$ in $G_M$ is well motivated by the need of detecting the border contours of monotone and smooth objects in 2-D biomedical images. Monotonicity and smoothness characterize an abundance of objects in medical images, e.g., vessels, bones, ducts, spinal cords, and bowels. A 2-D image $P(I,J)$ can be viewed as representing a setting on a cylindrical surface, with the last row of $P(I,J)$ being treated as being adjacent to the first row (i.e., $P(I,J)$ is “bended” to form a cylinder). A “smooth” contour $C_M$ in such a “cylindrical” image $P(I,J)$ can be defined as follows [12,13]:

1. $C_M$ starts at a pixel $(0,j_0)$ in the first row of $P(I,J)$, for some $j_0 \in \{0,1,\ldots, J-1\}$.
2. $C_M$ consists of a sequence of $I$ pixels $(0,j_0), (1,j_1), \ldots, (I-1,j_{I-1})$, one from each row of $P(I,J)$, such that for every $k = 0,1,\ldots, I - 1$,
\[ |j_k - j_{(k+1)} \text{ mod } I| < M \text{ (i.e., } C_M \text{ satisfies the monotonicity and smoothness constraints).} \]

Note that the contour \( C_M \) is really a closed path in the “cylindrical” \( P(I, J) \) that is monotone and smooth. The boundaries of some medical objects in 2-D images can be modeled as such contours \([4,11,12,13]\), and it is natural that one would like to find the “best” contour (i.e., based on certain optimality criteria) to bound a sought object.

We model an input 2-D image \( P(I, J) \) as a directed acyclic graph \( G_M = (V, E) \) with vertex weights, such that each pixel of \( P(I, J) \) corresponds to a vertex in \( V \), and the edges of \( E \) represent the connections among the pixels to form feasible object borders, which, in fact, enforce the monotonicity and smoothness constraints. The weight of a vertex in \( V \) is inversely related to the likelihood that it may be present at the desired border contour, which is usually determined by using simple low-level image features \([13]\). An optimal c-path \( p^* \) of the minimum total vertex weight in \( G_M \) is the desired border in certain applications \([12,13]\), since such a path captures both the local and global information in determining an optimal contour in the image.

We now give an \( O(JJ \log J) \) time algorithm for computing an optimal c-path \( p^* \) in \( G_M \). For simplifying the discussion of c-paths, we modify \( G_M \) in the following way: Duplicate the first row of \( G_M \), append it after the last row of \( G_M \), let the vertices of the appended row all have a weight zero, and add directed edges from the vertices of the last row of \( G_M \) to the vertices of the appended row based on the \( M \)-smoothness constraint. We denote the appended row as row \( I \) and the modified graph as \( G_M' \). A 2-smoothness 2-D lattice graph \( G_M' \) is shown in Figure 1(a), where the appended vertices are dashed circles. Note that any c-path \( p_j \) in \( G_M \) can be viewed as a c-path \( p^*_j \) in \( G_M' \) that starts at the vertex \((0, j)\) and ends at the vertex \((I, j)\). In Figure 1(a), the path \( p \) consisting of solid thick edges is a c-path in \( G_M' \), while \( p' \) consisting of dashed edges is not. Henceforth, our focus will be on \( G_M' \) and its c-paths, and we simply denote \( G_M' \) by \( G_M \) and its c-paths by \( p_j \).

Let \( p \) and \( p' \) be two c-paths in \( G_M \) starting at vertices \((0, j_0)\) and \((0, j'_0)\), respectively, with \( 0 \leq j_0 < j'_0 < J \). We say that each vertex \((i, j_i)\) on \( p \) has a corresponding vertex \((i, j'_i)\) on \( p' \) in the row \( i \). In a similar way, we define the corresponding subpath \( s' \) on \( p' \) for each subpath \( s \) on \( p \). A vertex \((i, j_i)\) on \( p \) is said to be strictly to the left (resp., right) of \( p' \) if its corresponding vertex \((i, j'_i)\) on \( p' \) has a larger (resp., smaller) column index, i.e., \( j'_i > j_i \) (resp., \( j'_i < j_i \)). Two c-paths \( p \) and \( p' \) are said to cross each other if a vertex on \( p \) is strictly to the left of \( p' \) and another vertex on \( p \) is strictly to the right of \( p' \). Given a subpath \( s = \{(i, j_i), \ldots, (i + m, j_{i+m})\} \) on \( p \) and its corresponding subpath \( s' = \{(i, j'_i), \ldots, (i + m, j'_{i+m})\} \) on \( p' \), with \( i > 0 \) and \( i + m < I \), \( s \) and \( s' \) are said to form a crossed pair if \( j_{i-1} \leq j'_{i-1}, j_{i+k} > j'_{i+k} \) for \( k = 0, 1, \ldots, m \), and \( j_{i+m} \leq j'_{i+m+1} \). If \( p \) and \( p' \) cross each other, then there is certainly at least one crossed pair between \( p \) and \( p' \).
Observation 1 Let two c-paths p and p' start at vertices (0, j₀) and (0, j₀'), respectively, with j₀ < j₀'. If p and p' cross each other, then they have a crossed pair.

Figure 1(b) illustrates two c-paths p and p' crossing each other. For simplicity, we only show the edges on the paths. Therein, the vertex (0, 2) on p is strictly to the left of p' and the vertex (4, 4) on p is strictly to the right of p'. There are two crossed pairs, (s₁, s₁') and (s₂, s₂'), between p and p'.

The next lemma is a key to our algorithm for computing the optimal path.

Lemma 1. There exist optimal c-paths p₀, p₁, ..., and p_{J-1} that do not cross each other.

Lemma 1 provides a basis for a divide-and-conquer algorithm for computing the optimal c-paths p_j for every j = 1, 2, ..., J - 1. Of course, the optimal path p* can then be obtained from p₀, p₁, ..., p_{J-1}. To compute all c-paths p₀, p₁, ..., p_{J-1} in G_M, we first compute the minimum-weight c-path p_{(J-1)/2}^* = \{(0, j₀'), (1, j₁'), ..., (I, j_I')\}, where j₀' = j_I' = (J - 1)/2. Using p_{(J-1)/2}^*, we define two sets J_i^L = \{0, 1, ..., j_i'\} and J_i^R = \{j_i', j_i' + 1, ..., I - 1\}, for every i = 0, 1, ..., I. Then along the c-path p_{(J-1)/2}^*, we decompose the graph G_M into two subgraphs G₁ = (V₁, E₁) and G₂ = (V₂, E₂), where V₁ = \{(i, j) \mid i \in \{0, 1, ..., I\}, j \in J_i^L\}, E₁ = \{e \in E \mid \text{both vertices of } e \text{ are in } V₁\}, V₂ = \{(i, j) \mid i \in \{0, 1, ..., I\}, j \in J_i^R\}, and E₂ = \{e \in E \mid \text{both vertices of } e \text{ are in } V₂\}. Figure 2 illustrates the decomposition of the graph G_M into two subgraphs G₁ and G₂ along the c-path p_j^*. Based on Lemma 1, there
exist minimum-weight \( c \) paths of \( G_M \) in \( G_1 \), \( \mathbf{p}^*_1 \), that do not cross the minimum-weight \( c \) paths of \( G_M \) in \( G_2 \), \( \mathbf{p}^*_2 \). Therefore, we compute recursively \( \mathbf{p}^*_1 \) and \( \mathbf{p}^*_2 \) in \( G_1 \) and \( G_2 \), respectively. Clearly, the recursion tree of our above divide-and-conquer algorithm has \( O(\log J) \) levels; at each level, a subset of \( c \) paths is computed (in certain subgraphs of \( G_M \)).

Next, we show how to efficiently compute one minimum-weight \( c \) path in \( G_M \), say, \( \mathbf{p}^*_r \), that starts at the vertex \((0, r)\) for any \( r \in \{0, 1, \ldots, J - 1\} \). Note that a straightforward dynamic programming algorithm can compute \( \mathbf{p}^*_r \) in \( O(IJM) \) time, because \( G_M \) is a directed acyclic graph with \( O(IJ) \) vertices and \( O(IJM) \) edges. But, we can do better by presenting an \( O(IJ) \) time dynamic programming algorithm for computing \( \mathbf{p}^*_r \) in \( G_M \).

We begin with a less efficient algorithm for computing \( \mathbf{p}^*_r \) in \( G_M \). First, observe that the edges of \( G_M \) can be represented implicitly. That is, without explicitly storing its edges, we can determine for every vertex of \( G_M \) the set of its incoming and outgoing neighbors in \( O(1) \) time. Our algorithm uses this implicit representation of \( G_M \). We denote the minimum-weight path in \( G_M \) from the vertex \((0, r)\) to the vertex \((i, j)\) by \( \mathbf{p}_{(i,j)} \). Then, as shown in Figure 3, \( \mathbf{p}_{(i,j)} \) depends on the set of optimal paths from \((0, r)\) to the interval of vertices \( \{i - 1, j + q \} \) \( \{0 \leq q < M, j - q \geq 0, \max(j + q, J) \} \) of optimal paths by \( \mathbf{S}_{(i,j)} \). Hence, \( w(\mathbf{p}_{(i,j)}) = \min\{w(p) \mid p \in \mathbf{S}_{(i,j)}\} \). One can certainly apply a dynamic programming technique to compute the minimum-weight paths \( \mathbf{p}_{(i,k)} \) from \( \mathbf{p}_{(i-1,k)} \), for all \( k = 0, 1, \ldots, J - 1 \), \( \mathbf{p}_{(i-1,0)}, \mathbf{p}_{(i-1,1)}, \ldots, \mathbf{p}_{(i-1,J-1)} \) have all been computed and the weights of these paths are stored in an array \( W_{i-1} \). We define the \( M \)-neighbors of an element \( W_{i-1}[j] \) in \( W_{i-1} \) to be the set \( \{W_{i-1}[j \pm q] \mid 0 \leq q < M, j - q \geq 0, j + \)

Fig. 2. Illustrating the divide-and-conquer algorithm for computing the optimal \( c \) paths \( \mathbf{p}^*_r \).
$q < J$, denoted by $N_M^i(W_{i-1})$. To compute the minimum-weight path $p_t(i,j)$ at vertex $(i,j)$, we need to obtain the minimum value among $N_M^i(W_{i-1})$, denoted by $N_M^j(W_{i-1})[j]$. We call $N_M^j(W_{i-1})[j]$ the minimum-$M$-neighbor of $W_{i-1}[j]$. Also, note that $S(i,j+1) = S(i,j) \cup \{p_t(i-1,j+M)\} - \{p_t(i-1,j-(M-1))\}$ (see Figure 3). One way to compute $N_M^j(W_{i-1})[k]$ for every $k = 1, 2, \ldots, J - 1$ is to use a balanced search tree to maintain the minimum weight of the paths in $S(i,k)$, and scan the vertices of row $i-1$ from left to right to compute $N_M^j(W_{i-1})[k]$. When moving from computing $N_M^j(W_{i-1})[k]$ to computing $N_M^j(W_{i-1})[k+1]$, $w(p_t(i-1,k-(M-1)))$ is deleted from the balanced search tree and $w(p_t(i-1,k+M))$ is inserted into the search tree, which takes $O(\log M)$ time. Therefore, it takes $O(J \log M)$ time to obtain $N_M^j(W_{i-1})[k]$ for all $k = 1, 2, \ldots, J - 1$. Thus, we can compute the minimum-weight c-path $p_t^*$ in $O(\log M)$ time.

Interestingly, based on Lemma 2 below, we can further get rid of the log $M$ factor for the time complexity.

For an array $A$ of $n$ real numbers, we define the left minimum prefix of $A$, $A_l^i$, as $A_l^i[k] = \min\{A[k] \mid k = 0, 1, \ldots, i\}$, and the right minimum prefix of $A$, $A_r^i$, as $A_r^i[k] = \min\{A[k] \mid k = n - 1, n - 2, \ldots, i\}$, for every $i = 0, 1, \ldots, n - 1$.

Lemma 2. Given an array $A$ of $n$ real numbers and an integer $M$ with $1 \leq M \leq n$, all the minimum-$M$-neighbors of $A$, $N_M^*(A)$, can be computed in $O(n)$ time.

Proof. As illustrated in Figure 4, we partition $A$ into $K = \lceil \frac{n}{2M-1} \rceil$ subarrays, $A_k = \{A[h] \mid (2M-1)k \leq h < (2M-1)(k+1)\}$, where $k = 0, 1, \ldots, K-1$. For every $A_k$, we compute the left minimum prefix, $A_l^k$, and the right minimum prefix, $A_r^k$, separately, which takes altogether $O(n)$ time. As defined above, $N_M^*(A)[j] = \min B_j$, where $B_j = \{A[j + q] \mid 0 \leq q < M, j - q \geq 0, j + q < n\}$, for every $j = 0, 1, \ldots, n - 1$. We now show that $\min B_j$ can be obtained in $O(1)$ time for every $j$. Observe that $B_j$ spans either one or two subarrays $A_k$ of $A$. If $B_j$ spans only one subarray, say $A_k$, where $k = \lfloor \frac{j}{M-1} \rfloor$, then obviously $N_M^*(A)[j] = A_l^k[j + (M-1)]$. If $B_j$ spans two subarrays, say $A_k$ and $A_{k+1}$.
where \( k = \left\lfloor \frac{J-(M-1)}{2} \right\rfloor \), then \( N^*_M(A)[j] = \min\{A^k[j-(M-1)], A^{k+1}[j+(M-1)]\} \), since \( A^k[j-(M-1)] = \min\{A[j-(M-1)], \ldots, A[(k+1) \cdot (2M-1)-1]\} \) and \( A^{k+1}[j+(M-1)] = \min\{A[(k+1) \cdot (2M-1)], \ldots, A[j+(M-1)]\} \). Therefore, the total time for computing \( N^*_M(A) \) is \( O(n) \).

Our algorithm computes the minimum-weight paths in \( G_M \) from a vertex \((0, r)\) to all other vertices \((i, j)\) (if they are reachable from \((0, r)\)). The computation proceeds row by row. For a row \( i = -1 \), assume \( W_{i-1} \) is the array storing the weights of optimal paths \( p_{r(i-1,j)} \) for all \( j = 0, 1, \ldots, J-1 \). Based on Lemma 2, we can compute all the minimum-\( M \)-neighbors of \( W_{i-1} \), \( N^*_M(W_{i-1}) \), in \( O(J) \) time. Thus, from the paths \( p_{r(i-1,j)} \), we can obtain the minimum-weight paths \( p_{r(i,j)} \) in \( O(J) \) time, for every \( j \in \{0, 1, \ldots, J-1\} \). Therefore, the total time for computing the minimum-weight \( c \)-path \( p^* \) from the vertex \((0, r)\) is \( O(IJ) \).

**Theorem 1.** Given an implicitly represented \( M \)-smoothness 2-D lattice graph \( G_M \), an minimum-weight \( c \)-path \( p^* \) in \( G_M \) can be computed in \( O(IJ \log J) \) time.

### 3 NP-Hardness of Detecting Border Surfaces in 3-D Images

In this section, we prove the hardness of a generalized version of the 3-D case of the image segmentation problem with the monotonicity and smoothness constraints.

We say that a graph \( G = (V, E) \) is a 3-D lattice graph if \( V = \{(i, j, k) \mid 0 \leq i < I, 0 \leq j < J, 0 \leq k < K\} \). In particular, we are interested in the following special kind of lattice graphs:

1. Each vertex \((i, j, k)\) is associated with a real valued weight \( w_{ijk} \).
2. There are two positive integers \( M \) and \( N \) such that every vertex \((i, j, k)\), \( 0 \leq i < I-1, 0 \leq j < J, 0 \leq k < K \), is connected by directed edges to vertices \((i, (j+1) \mod J, k \pm p)\) and to vertices \((i+1, j, k \pm q)\), where \( 0 \leq p < M, 0 \leq q < N, k-p \geq 0, k+p < K, k-q \geq 0, \) and \( k+q < K \).
3. Besides those edges defined in (2), there are no other edges in the graph.
Such a graph is called an \((M,N)\)-smoothness 3-D lattice graph.

For each \(i \in \{0, 1, \ldots, I - 1\}\), let \(F_i^{(j,k)} = \{(i,j,k) \mid (i,j,k) \in V, 0 < j < J, 0 < k < K\}\) and call the \(i\)-th \((j,k)\)-frame of \(G\). For each \(0 < j < J\), let \(F_j^{(i,k)} = \{(i,j,k) \mid (i,j,k) \in V, 0 \leq i < I, 0 \leq k < K\}\) and call it the \(j\)-th \((i,k)\)-frame of \(G\). Let \(p_j\) be an \((M\)-smooth\) path of \(G\) on \(F_i^{(j,k)}\) from a vertex in the set \(\{(i,0,k) \mid 0 \leq k < K\}\) to a vertex in the set \(\{(i,J-1,k) \mid 0 < k < K\}\). We denote \(p_j\) by \(\{(i,0,k_0), (i,1,k_1), \ldots, (i,J-1,k_{J-1})\}\). Here, we require \(k_{i,0} - M < k_{i,J-1} < k_{i,0} + M\). The weight of a path \(p_j\) is defined as \(w(p_j) = \sum_{j=0}^{J-1} w_{j,k_{i,j}}\).

The **Optimal 3-D Border Detection (3OBD)** problem is to find a set of \((M\)-smooth\) paths \(p_i\), one on each \((j,k)\)-frame \(F_i^{(j,k)}\) of \(G\) \((0 \leq i < I)\), such that the following two conditions hold.

1. Let \(V'\) be the subset of vertices of \(V\) that appear on any of the sought \(M\)-smooth paths \(p_i\), and let \(G' = (V', E')\) be the subgraph of \(G\) induced by \(V'\).

Then, for every \(j = 0, 1, \ldots, J - 1\), there is an \((N\)-smooth\) path \(q_j\) in the induced subgraph \(G'\) connecting the following \(I\) vertices across all the \((j,k)\)-frames: \(\{(0,j,k_0), (1,j,k_{1,j}), \ldots, (I-1,j,k_{I-1,j})\}\). The path \(q_j\) is on the \((i,k)\)-frame \(F_i^{(j,k)}\) and is \(N\)-smooth. Note that for the two end vertices of \(q_j\), we do not require \(k_{i,j} - N < k_{i,J-1,j} < k_{i,j} + N\).

2. The summation \(\sum_{i=0}^{I-1} \delta(p_i)w(p_i)\) is minimized, where \(\delta(p_i)\) is a non-negative cost associating with the path \(p_i\) in each \((j,k)\)-frame \(F_i^{(j,k)}\) of \(G\).

Note that condition (1) above ensures that any two consecutive paths \(p_i\) and \(p_{i+1}\) that we seek are \(N\)-smooth with respect to each other, in the sense that, for any \(j\), the two corresponding vertices \((i,j,k_{i,j})\) on \(p_i\) and \((i+1,j,k_{i+1,j})\) on \(p_{i+1}\) are such that \(k_{i,j} - k_{i+1,j} < N\). Therefore, the set of desired paths \(p_i\) forms a monotone and \((M,N)\)-smooth 3-D “surface” in the 3-D lattice graph \(G\). The monotonicity of this 3-D surface is with respect to the \(IJ\)-plane and is ensured by the definition of the paths \(p_i\). The \(M\)-smoothness of the surface is ensured by the definition of the paths \(p_i\), and the \(N\)-smoothness of the surface is ensured by condition (1) above.

The 3OBD problem finds applications in 3-D biomedical image segmentation for monotone and smooth objects. With the advances of imaging techniques, 3-D volumetric image data are widely available from magnetic resonance, X-ray, ultrasound, and other tomographic scanners, which consist of stacked 2-D image slices. Segmenting volumetric biomedical images is to identify 3-D surfaces representing the boundaries of the sought objects in the 3-D space. In a common practice, 2-D image slices are more or less analyzed independently and then the 2-D results are stacked to form the final 3-D segmentation. It is intuitively obvious that a set of 2-D borders that are detected in individual slices may be far from the desired 3-D surface if the entire 3-D volume is considered, and concurrent analysis of the entire 3-D volume gives better results if a surface is globally determined [11]. In some applications, the sought object borders may further need to be sufficiently “smooth” (e.g., every two neighboring border vox-
els must be within certain specified distances, say $M$ or $N$, with $M$ characterizing the smoothness within the same slice, and $N$ specifying the smoothness across neighboring slices). As in [4,11,13], we model this 3-D image segmentation as a monotone surface detection problem on an $(M,N)$-smoothness 3-D lattice graph $G = (V,E)$. Each vertex in $V$ corresponds to a voxel of the input 3-D image. The edges of $E$ enforce the smoothness constraints between corresponding pairs of voxels (i.e., there is an edge between two vertices if the corresponding two voxels meet the smoothness condition). The weight of a vertex is determined in a similar way as in Section 2. Thus, an optimal surface in $G$ corresponds to the desired 3-D object border that we are looking for. Thebns, Skorton, and Fleagle [13] and Frank et al. [4] considered such a problem in which $\delta(\cdot) \equiv 1$ (cf. condition (2) above). However, the optimal 3-D border detection (3OBD) problem appears quite difficult to solve optimally.

We now show that 3OBD is NP-hard. The following is the decision version of 3OBD.

3-D Border Detection (3BD):

Instance: Given a quintuple $(G, M, N, \delta, C)$, where $G = (V,E)$ is an $(M,N)$-smoothness 3-D lattice graph, $V = \{(i,j,k) | 0 \leq i < I, 0 \leq j < J, 0 \leq k < K\}$, $\delta(\cdot)$ is the cost function for every path $p_i$ in each $(j,k)$-frame $F_{ij}^{(j,k)}$, and $C$ is a positive integer.

Question: Are there paths $p_i$ $(0 \leq i < I)$ such that the following two conditions hold?

1. Same as Condition 1 in 3OBD.
2. $\sum_{i=0}^{I-1} \delta(p_i)w(p_i) < C$.

The following lemma is straightforward.

**Lemma 3.** If 3OBD is solvable in polynomial time, then so is 3BD.

**Lemma 4.** 3BD is NP-complete.

**Proof.** We will reduce the NP-complete 3-dimensional matching [6] to 3BD.

3-Dimensional Matching (3DM):

Instance: Given a set $U \subseteq X \times Y \times Z$, where $X,Y,$ and $Z$ are disjoint sets each having $q$ ($q > 1$) elements.

Question: Does $U$ contain a matching, i.e., a subset $U' \subseteq U$ such that $|U'| = q$ and no two elements of $U'$ agree in any coordinate?

Let $t \in X \times Y \times Z$. Denote by $t.x$ the first coordinate of $t$ (called the $x$-coordinate), $t.y$ the second coordinate (called the $y$-coordinate), and $t.z$ the third coordinate (called the $z$-coordinate). Let $X = \{x_0, x_1, \ldots, x_{q-1}\}$, $Y = \{y_0, y_1, \ldots, y_{q-1}\}$, and $Z = \{z_0, z_1, \ldots, z_{q-1}\}$.

Partition $U$ into $q$ disjoint subsets $U_0, U_1, \ldots, U_{q-1}$ such that each $U_i$ $(0 \leq i < q)$ consists of all elements in $U$ whose first coordinate is $x_i$. We fix an enumeration for each $U_i$.

From the NP-completeness proof of 3DM in [6], we can further restrict $U$ such that for every $j_1$ and $j_2$ between 0 and $q - 1$, $|U_{j_1}| \leq |U_{j_2}| \pm 1$, and for all $j$ between 0 and $q - 1$, $|U_j| \leq |U|/q$ (i.e., with such a restriction on $U$, 3DM is still NP-complete).
From such a 3DM instance, we construct an instance of 3BD, as follows.

Let \( I = 3, J = q, \) and \( K = |U|. \) Let \( M = \lceil |U|/q \rceil + 1 \) and \( N = 1. \) The set of vertices for the desired lattice graph is defined as \( V = \{(i, j, k) \mid 0 \leq i < I, 0 \leq j < J, 0 \leq k < K\}, \) such that for each \( j \) \((0 \leq j < J), ((0, j, k), (1, j, k), (2, j, k)) \) corresponds to the \((k+1)\)th element, say \( u_{k+1} = (x_i, y_n, z_n) \), in a fixed ordering of \( U_j, \ldots, U_{q-1}, U_0, \ldots, U_{j-1} \) where \( l, m, \) and \( n \) are the indices of \( u_{k+1}.x, u_{k+1}.y \) and \( u_{k+1}.z \) in the sets \( X, Y \) and \( Z \), respectively. Then, \( w_{ijk} = l + 1, \) \( w_{1jk} = m + 1, \) and \( w_{2jk} = n + 1. \)

Next, we construct the edges in \( E \) as follows.

1. Each vertex \((i, j, k)\) is connected to vertex \((i + 1, j, k), \) where \( i \in \{0, 1\}, \) \( 0 \leq j < J, \) and \( 0 \leq k < K. \)
2. For any vertex \((i, j, k) \in V, \) connect \((i, j, k)\) to vertices \((i, (j+1) \mod J, k \pm p), \) where \( 0 \leq p < M, k - p \geq 0, \) and \( k + p < K. \)
3. There are no other edges besides those defined in Steps 1–2.

We define \( \sigma_i = \min\{w(a) - w(b) \mid a \) and \( b \) are different vertices on \( p_i, \}, i = 0, 1, 2. \)

Let \( \delta(p_i) = \frac{3q^2}{\sigma_i}, \) and \( C = 3q^2. \)

Then \((G, M, N, \delta, C)\) is an instance of 3BD. The desired reduction \( f \) maps \( U \) to \((G, M, N, \delta, C)\) in polynomial time in \(|U|. \)

Assume that \( U \) is a positive instance of 3DM. Then there is a subset \( U' \subseteq U \) such that \(|U'| = q\) and such that no two elements in \( U' \) agree in any coordinate. Let \( u_0, u_1, \ldots, u_{q-1} \) be an enumeration of \( U' \) such that \( u_j = x_j \) for \( 0 \leq j < q. \)

For simplicity, we use \( u_0, x, u_1, y, \) and \( u_j, z \) to represent the vertices \((0, j, k_{0,j}), (1, j, k_{1,j}), \) and \((2, j, k_{2,j})\) in \( G \) corresponding to the element \( u'_j \in U', \) respectively. Let

\[
\begin{align*}
    p_0 &= \{u_0, x, \ldots, u_{q-1}, x\}, \\
    p_1 &= \{u_0, y, \ldots, u_{q-1}, y\}, \\
    p_2 &= \{u_0, z, \ldots, u_{q-1}, z\}.
\end{align*}
\]

Recall that \(|U| \leq |U'|/q\) for each subset \( U_l. \) Hence, it follows from the way we set up the vertices of \( G \) that \( p_i \) \((0 \leq i < I)\) is a path on \( \{(i, j, k) \mid 0 \leq i < I, 0 \leq j < J, \) and \( 0 \leq k < K\}. \) Since for any \( j_1 \neq j_2 \) between 0 and \( q - 1, u_{j_1}, x \neq u_{j_2}, x, u_{j_1}, y \neq u_{j_2}, y, \) and \( u_{j_1}, z \neq u_{j_2}, z, \) we have \( w(p_i) = \sum_{s=1}^q s < q^2 \) (note that \( q > 1, \) \( i = 0, 1, 2, \) and \( \sigma_i \geq 1. \) Thus, \( \delta(p_i) < 1, \) which implies that \( \sum_{i=0}^2 \delta(p_i)w(p_i) < 3q^2. \) Moreover, by the construction of \( G, \) there is a path \( q_j \) connecting \( u_j, x, u_j, y, \) and \( u_j, z, \) for every \( j = 0, 1, \ldots, J - 1. \) Hence, \((G, M, N, \delta, C)\) is a positive instance of 3BD.

Conversely, assume that \((G, M, N, \delta, C)\) is a positive instance of 3BD. Then there are three paths \( p_i \) \((i = 0, 1, 2)\) with \( \sum_{i=0}^2 \delta(p_i)w(p_i) < 3q^2. \) For simplicity, let \( k_{i,j} \) denote the vertex \((i, j, k_{i,j})\) in \( G. \) \( x'_j, y'_j, \) and \( z'_j \) denote the \( x\)-coordinate, \( y\)-coordinate, and \( z\)-coordinate of the element in \( U \) corresponding to the vertices \( k_{0,j}, k_{1,j}, \) and \( k_{2,j}, \) respectively, where \( j = 0, 1, \ldots, q - 1. \) Let
Then for any $j_1$ and $j_2$ between 0 and $q - 1$, if $j_1 \neq j_2$, we have $x'_{j_1} \neq x'_{j_2}$, $y'_{j_1} \neq y'_{j_2}$, and $z_{j_1} \neq z_{j_2}$. To see why this must be the case, assume that one of these inequalities is not true, say $x'_{j_1} = x'_{j_2}$ for some $j_1 \neq j_2$, then $\sigma_2 = 0$. Thus, $\delta(p_2) = 3q^2$, which implies that $\delta(p_2)/w(p_2) \geq 3q^3 > 3q^2$, a contradiction.

Since $(G, M, N, \delta, C)$ is a positive instance of 3BD, for each $j$ between 0 and $q - 1$, there is a path $q_j$ connecting vertices $k_{0,j}$, $k_{1,j}$, and $k_{2,j}$ for $j = 0, 1, \ldots, J - 1$. Thus, $(x'_{j_1}, y'_{j_1}, z'_{j_1}) \in U$. It follows that $(x'_0, y'_0, z'_0), (x'_1, y'_1, z'_1), \ldots, (x'_{q-1}, y'_{q-1}, z'_{q-1}))$ is a subset of $U$ and no two elements of this subset agree in any coordinate. Therefore, $U$ is a positive instance of 3DM.

This completes the proof. \hfill \square

**Theorem 2.** **SOBD** is **NP-hard.**
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Abstract. We study the problem of sweeping a simple polygon using a chain of mobile guards. The basic question is as follows: Given a simple polygon \( P \) in the plane, is it possible for two guards to simultaneously walk along the boundary of \( P \) from one point to another point in such a way that two guards are always mutually visible and any target moving continuously inside \( P \) should eventually lie on the line segment between two guards? It is known that an \( O(n^2) \)-time algorithm can decide this question. Our contribution is to present efficient algorithms for the following optimization problems:

- Given an \( n \)-sided polygon, we present an \( O(n^2 \log n) \)-time algorithm for computing a *shortest walk* in which the total length of the paths that two guards traverse is minimized.
- Given an \( n \)-sided polygon, we present an \( O(n^2) \)-time algorithm for computing a *minimum diameter walk* in which the maximum distance between two guards is minimized.

Finally we allow more than two guards. Here the guards should form a simple chain within the polygon such that any consecutive two guards along the chain are mutually visible and the first and last guard have to move along the boundary but others do not.
- We present an \( O(n^3) \)-time algorithm for computing the minimum number of guards to sweep an \( n \)-sided polygon and an \( O(n^3) \)-time algorithm for computing such a schedule.

1 Introduction

The visibility-based pursuit-evasion problem is that of planning the motion of one or more searchers in a polygonal environment to eventually see an intruder that is unpredictable, has unknown initial position, and is capable of moving arbitrarily fast [14,7,2,5,10,12]. This problem can model many practical applications such as search for an intruder in a house, rescue of a victim in a dangerous house and other surveillance with autonomous mobile robots. The motion plan calculated could be used by robots or human searchers.

In this paper, we look at a more constrained but still realistic model of visibility-based pursuit-evasion. Imagine that there is a fugitive inside a polygonal region \( P \) and he is capable of moving arbitrarily fast. Two guards move along the boundary of \( P \) and there is a laser-beam detector between them. The
fugitive is detected by the two guards if he touches the laser beam between the two guards. (Note that the region visible from two guards amounts to a line segment joining them.) Can the two guards always detect the fugitive? Or can the fugitive keep sneaking out of detection by two guards? It depends on the geometry of the polygon. We can easily obtain an $O(n^2)$-time algorithm for testing feasibility based on many previous work [9,10,8,3], which will be reviewed in Section 3.

The above problem was first studied in a different setting [7]: We are given a simple polygon $P$ and a pair of distinct points $s$ and $g$ on the boundary of $P$. Two guards are required to walk from $s$ to $g$ in such a way that each guard lies in each of the two boundary chains from $s$ to $g$ and the line segment connecting the two guards is fully contained in $P$ all the time. Icking and Klein [7] showed a characterization of the class of walkable polygons $(P, s, g)$ and presented an $O(n \log n + k)$-time algorithm for constructing a walk of length $k$, where $n$ is the number of edges in $P$. Narashimhan [11], Heffernan [6], and Tseng et al. [15] improved this result in various directions and recently, Bhattacharya et al. [1] obtained a linear-time algorithm.

In these previous studies, however, two guards cannot move past the prespecified points $s$ and $g$. In this respect, they regard the points $s$ and $g$ as doors at which the polygon boundary is disconnected [7,2]. Even in the case that $s$ and $g$ are not pre-specified (like [15,1]), such points past which two guards never go were pursued. In this paper we do not assume the existence of door points on the boundary of the polygon. It is possible for two guards to go past the starting point or the ending point. Figure 1 depicts an example of a walk under our model. It is easily seen that there is no points $s$ and $g$ such that $(P, s, g)$ is walkable under the Icking and Klein’s model.

In this paper we focus on optimization problems and their algorithmic solutions. Our approach is to extend the framework previously used for feasibility test. It is somewhat counter-intuitive because the framework for feasibility test, described in Section 3, first gets rid of some geometric information which seems to be crucial for optimization solutions.

The first problem that we consider is to find a shortest walk in which the total length of the paths that two guards traverse is minimized (section 4). We present an $O(n^2 \log n)$-time algorithm for an $n$-sided polygon. Second, we

Fig. 1. Example of a walk. The bright region does not contain any undetected fugitive but the dark region does
study the problem of finding a minimum diameter walk in which the maximum distance between two guards is minimized (section 5). We present an $O(n^2)$-time algorithm. To the knowledge of the authors, there have been no results on the above two problems. The techniques developed under Icking and Klein’s model do not appear to be easily extended into our model.

Next we turn to another type of optimization problems, by allowing more than two guards. Here the guards should form a simple chain within the polygon in such a way that consecutive guards along the chain are mutually visible and the first and last guard have to move along the boundary but others do not. We are interested in a marching walk of the guards that sweeps a polygon. This problem was first studied by Efrat et al. [3]. They presented several algorithms: an $O(n^3)$-time algorithm for computing the minimum number, say $m^*$, of guards required to sweep an $n$-sided polygon and an $O(n^3)$-time algorithm for computing such a sweep schedule, an $O(n \log n)$-time algorithm that approximates $m^*$ with additive constant and an $O(n^2)$-time algorithm for computing an integer value of at most $m^* + 2$.

We present an $O(n^2)$-time algorithm for computing the minimum number of guards to sweep an $n$-sided polygon and an $O(n^2)$-time algorithm for computing such a sweep schedule (section 6), which improve on the previous algorithms of time complexities $O(n^3)$ and $O(n^4)$ respectively. Actually our algorithm is a modification of the basic framework for feasibility test and the previous approximation algorithm in [3].

Due to lack of space, we defer some proofs to the full version of the paper.

2 Preliminaries

Let $\partial P$ denote the boundary of a simple polygon $P$ in the plane. We assume that $\partial P$ is of unit length and the real line $\mathbb{R}$ is embedded along $\partial P$. As a point moves along $\partial P$ clockwise, its coordinate in $\mathbb{R}$ increases. In this paper, we adopt the convention that a real number $r$ corresponds to a position in $\mathbb{R}$ as well as a point in $\partial P$. Thus, any continuous function on $\mathbb{R}$ corresponds to a continuous tour on $\partial P$.

Definition 1

(i) Let $l(t)$ and $r(t)$ denote the positions of two guards at time $t \in [0, 1]$. A walk on $P$ is a pair $(l, r)$ of continuous paths such that (Figure 1):

$$l : [0, 1] \rightarrow \mathbb{R}, \partial P \quad r : [0, 1] \rightarrow \mathbb{R}, \partial P$$

$$l(0) = r(0) \quad l(1) - r(1) = 1$$

$$0 < l(t) - r(t) < 1 \text{ for all } t \in (0, 1)$$

$$l(t) \text{ is visible from } r(t) \text{ for all } t \in [0, 1]$$

(ii) $P$ is said to be walkable if it admits a walk.

For simplicity of notation, let $\mathcal{U} = \{u_i \mid i \in \mathbb{Z}_{2n}\}$ denote the set of vertices and edges of $P$ numbered in clockwise order, where $u_{2i-1}$ denotes the $i$-th vertex
and $u_{2i}$ denotes the edge between two vertices $u_{2i-1}$ and $u_{2i+1}$. Throughout this paper, we assume that all edges are open, that is, edge $u_{2i}$ does not contain vertices $u_{2i-1}$ and $u_{2i+1}$. The indices are computed modulo $2n$. Let $\mathcal{N}(u_i)$ denote the set of neighbors of $u_i$, that is, $\mathcal{N}(u_i) = \{u_{i-1}, u_{i+1}\}$.

In this paper, we use the standard definitions of visibility. Two points $p$ and $q$ are visible from each other, if the segment $\overline{pq}$ is entirely contained in $P$. An edge $e$ is visible from an edge $e'$ (respectively, from a point $p$), if some point in $e$ is visible from some point in $e'$ (respectively, from $p$). Given a point or an edge $x$, the set of points in $P$ that are visible from $x$ specifies the visibility polygon of $x$, denoted by $VP(x)$.

**Remark** The output format of a walk is not important but we fix it for concreteness. A walk is represented as a sequence of pairs of line segments. Each pair denotes the paths along which $l$ and $r$ move straight for a certain time interval. The dynamics (speed or the exact location) on each segment should be specified by a constant number of parameters. The output size is the length of output walk.

3 Basic Framework and Walkability Test

In this section we review the algorithmic framework that has been implicitly used in many previous results [9,10,8,3]. We are given a simple polygon $P$. The following framework gives an $O(n^2)$-time algorithm for testing the walkability of $P$ and for constructing a walk, if one exists. This framework will be refined in the subsequent sections.

To test the walkability of a polygon $P$ and to construct a walk of two guards, we transform $P$ into an undirected graph $G$. The basic idea is simple: $G$ is a state-transition diagram such that a node $(u_i, u_j)$ corresponds to a set of configurations in which one guard $l$ lies in $u_i \in U$ and the other guard $r$ lies in $u_j \in U$. Arcs in $G$ represent state-transitions. By collecting all possible states and transitions, we can make a transition diagram, called roadmap. To help later extensions, we formally define it.

1. [Roadmap] Transform $P$ into an st-graph $G = (V, E)$.

   $G$ is made on the grid $2n \times 2n$ so that the node set is $\{(u_i, u_j) \in U \times U \mid u_i$ is visible from $u_j$, possibly $i = j \} \cup \{(s, t)\}$. A node $(u_i, u_j)$ lies in $(i, j)$ position of the grid. Two nodes are connected by an arc if and only if they are vertically or horizontally adjacent in the grid. We also connect the nodes on the boundary of $G$ to the corresponding nodes on the other side of $G$ (i.e., we “glue” together the top side of $G$ to the bottom side of $G$, and the left side of $G$ to the right side of $G$). This grid graph should be modified further. We note that the transition from $(u_i, u_i)$ to $(u_i, u_{i+1})$ is invalid because $l$ and $r$ should be continuous and satisfy $l(t) \geq r(t)$. Thus we remove arcs between $(u_i, u_i)$ and its right/lower neighbors in the grid for all $i$. In addition, when sweeping starts, two guards lie on the same point, so we add an arc from $s$ to node $(u_i, u_i)$ for every $i$. When sweeping
finishes, two guards lie on an (closed) edge,\(^1\) so we add an arc from \((u_i, u_{i+1})\) to \(t\) for every \(i\). See Figure 2 a. Formally, the edge set is \(\{(s, (u_i, u_i))|u_i \in U\} \cup \{(u_i, u_{i+1}), t)|u_i \in U\} \cup \{(u_i, u_j), (u_i, x)|x \in N(u_i)\} \cup \{(u_i, u_j), (x, u_j)|x \in N(u_i)\}\) excluding \(\{(u_i, u_j), (u_{i-1}, u_i)\}\) and \(\{(u_i, u_j), (u_{i+1}, u_i)\}\).

In what follows, we refer to polygon vertices as vertices and polygon edges as edges and graph vertices as *nodes* and graph edges as *arcs*.

\[\text{Fig. 2. (a) The roadmap of the polygon in Figure 1, where the leftmost lower corner vertex of } P \text{ is } u_1. \text{ (b) The } st\text{-path corresponding to the walk in Figure 1}\]

2. *Reachability Query and Walk Construction* If \(G\) contains an *st*-path, transform it to a walk and output it; Else output *Failure*.

One-to-one correspondence between an *st*-path in \(G\) and a walk in \(P\) is rather obvious from the definition of the roadmap. For example, the walk depicted in Figure 1 corresponds to the path in Figure 2b. We formally show it below. This proof is the most basic argument in this paper.

**Lemma 1** \(P\) is walkable if and only if its roadmap \(G\) contains an *st*-path.

*Proof.* Suppose that \(P\) is walkable and let \((l, r)\) be a walk in \(P\). For a node \((u_i, u_j) \in V(G)\), if \(l(t) \in u_i \text{ and } r(t) \in u_j\), we say that \((l, r)\) lies in \((u_i, u_j)\) at \(t\). Consider the minimal subdivision \(t_0 = 0 < t_1 < \cdots < t_M < 1\) of time interval \([0, 1]\) such that \((l, r)\) lies in the same node during \([t_k, t_{k+1})\). Then, \((l, r)\) can be represented as a sequence, \(\sigma\), of \(M\) nodes in \(G\). We attach \(s\) and \(t\) at both ends of \(\sigma\). Clearly \(\sigma\) is an *st*-path in \(G\).

Now suppose \(s, (x_0, y_0), \cdots, (x_M, y_M), t\) be an *st*-path in \(G\). We want to construct a walk. Let \((p_k, q_k), 0 \leq k \leq M\), be a pair of points such that \(p_k \in x_k \text{ and } q_k \in y_k\) are mutually visible and assume \(p_0 = q_0\). Note \(x_0 = y_0\) and \(y_M \in N(x_M)\). The following procedure generates a walk.

\(^1\) Strictly speaking, when sweeping finishes, two guards must meet at one point. For notational convenience, we focus on the time instant at which two guards lie on one closed edge.
procedure Path-To-Walk
1. for $k = 0$ to $M$ do
   $l\left( \frac{k}{M} \right) = p_k$; $r\left( \frac{k}{M} \right) = q_k$;
2. for $k = 0$ to $M - 1$ do
   Imagine a line $L(t)$ that rotates at some constant speed, for $t \in \left[ \frac{k}{M}, \frac{k+1}{M} \right]$, in such a way that $L\left( \frac{k}{M} \right)$ contains $p_kq_k$, and $L\left( \frac{k+1}{M} \right)$ contains $p_{k+1}q_{k+1}$;
   $l(t) \leftarrow z_k \cap L(t)$ and $r(t) \leftarrow y_k \cap L(t)$, for $t \in \left( \frac{k}{M}, \frac{k+1}{M} \right)$;

To show that the resulting $(l, r)$ is a walk, it suffices to prove that $l(t)$ is visible from $r(t)$ for any $t \in [0, 1]$. Fix attention to a time interval $[t_k, t_{k+1})$. If segments $p_kq_k$ and $p_{k+1}q_{k+1}$ intersect, we let $c$ be the intersection point. In this case, no points of $\partial P$ lie inside of the triangles $\triangle p_k p_{k+1} c$ and $\triangle q_k q_{k+1} c$ and the segment $l(t) r(t)$ is contained in the union of two triangles for any $t \in \left( t_k, t_{k+1} \right)$. Thus, $l(t)$ is visible from $r(t)$. If segments $p_kq_k$ and $p_{k+1}q_{k+1}$ do not intersect, the quadrangle $\Delta p_k p_{k+1} q_k q_{k+1}$ contains no points in $\partial P$. Since the segment $l(t) r(t)$ is contained in this quadrangle for any $t \in \left( t_k, t_{k+1} \right)$, $l(t)$ is visible from $r(t)$. Therefore, this lemma holds.

$G$ can be constructed in $O(n^2)$ time for an $n$-sided polygon $P$, basically by computing $VP(v)$ for each vertex $v$ and $VP(e)$ for each edge $e$ in linear time, from a triangulation of $P$ [4]. Therefore, this theorem is immediate from the facts that reachability test can be done in time linear to the size of a graph and that the size of $G$ is $O(n^2)$.

**Theorem 2** There is an $O(n^2)$-time algorithm for finding a walk of an $n$-sided polygon.

### 4 Finding a Shortest Walk

In this section we present an $O(n^2 \log n)$-time algorithm for finding a shortest walk. Since we can test the walkability of a polygon $P$ with the procedure in Section 3, we here assume that $P$ is walkable. We will modify the framework given in the previous section. The main difficulty comes from the fact that during the construction of $G$, we removed most of geometric information but we need some geometric information in order to find a shortest walk.

**Basic Idea.** We make $G_{sh}$ by modifying $G$. First, we divide each node $(u_i, u_j)$ of $G$ into four nodes depending on whether two guards $l$ and $r$, respectively, have arrived at $u_i$ and $u_j$ from the clockwise neighbor or counterclockwise neighbor. We can view that each node in $G_{sh}$ is associated with its recent history. Next, we connect two nodes by an arc if they have matching histories. Finally we assign a weight to each arc so that a shortest walk corresponds to a shortest $st$-path on $G_{sh}$.

1. **Roadmap** Transform $P$ into an $st$-graph $G_{sh}$. We modify the basic roadmap $G$ in Section 3. While $G$ is an undirected graph, $G_{sh}$ is a directed graph.
Each node \((u_i, u_j)\) of \(G\) is replaced by four nodes, \((u_i, u_j)\times\{cw, ccw\}\times\{cw, ccw\}\) (see Figure 3a). The former \(\{cw, ccw\}\) indicates whether \(l\) arrives at \(u_i\) from \(u_{i-1}\) (in case of \(cw\)) or \(u_{i+1}\) (in case of \(ccw\)). Analogously, the latter \(\{cw, ccw\}\) indicates whether \(r\) arrives at \(u_j\) from \(u_{j-1}\) (in case of \(cw\)) or \(u_{j+1}\) (in case of \(ccw\)). Arcs should also be refined. There is an arc \(\{(u_i, u_j, f_1, f_2), (x, y, f_1', f_2')\}\) only if \(\{(u_i, u_j), (x, y)\}\) is an arc of \(G\) and their third and fourth fields match the transition. For example, when \(z = u_i\) and \(y = u_{i+2}\), the above arc exists only if \(f_1 = f_1\) and \(f_2 = cw\). Note that each node has at most four outgoing arcs (figure 3 b). To summarize,

\[
\begin{align*}
V(G_{sh}) = &\{s, t\} \cup V(G)/\{s, t\}\times\{cw, ccw\}\times\{cw, ccw\} \\
\text{The set of (directed) arcs is} &\{(s, (u_i, u_j, \ast, \ast))|u_i \in U\}^2 \cup \{(u_i, u_{i+1}, \ast, \ast), t)\} \cup \{(u_i, u_j, f, \ast)\} \cup \{(u_i, u_{j+1}, f, \ast)\} | j \neq i + 1 \text{ and } f \in \{cw, ccw\}\} \cup \{(u_i, u_j, f, \ast), (u_{i+1}, u_j, cw, f)| j \neq i + 1 \text{ and } f \in \{cw, ccw\}\} \cup \{(u_i, u_j, \ast, f), (u_{i-1}, u_j, ccw, f)| j \neq i \text{ and } f \in \{cw, ccw\}\}.
\end{align*}
\]

Fig. 3. (a) Each grid node in Figure 2 is quadrupled into four nodes. (b) Each node in \(G_{sh}\) has at most four outgoing arcs.

2. [Weighting \(G_{sh}\)] Assign weights to arcs in \(G_{sh}\).

Let us describe how to assign weights to arcs in \(G_{sh}\). First we fix the base positions of each node in \(G_{sh}\), with respect to which arc weights are calculated. For a node \((u_i, u_j, ccw, ccw)\) (resp. \((u_i, u_j, cw, cw)\), \((u_i, u_j, ccw, cw)\), \((u_i, u_j, cw, ccw)\)), the base positions are defined as \((p, q)\) where \(p\) is the most clockwise (resp. counterclockwise, clockwise, counterclockwise) point on \(u_i\) that is visible from \(u_j\), and \(q\) is the most clockwise (resp. counterclockwise, clockwise, counterclockwise) point on \(u_j\) that is visible from \(u_i\). We use base\((u)\) to denote a pair of base positions of \(v \in V(G_{sh})\). As an example, see Figure 4. Observe that base\((u_{2i}, v_{2j}, cw, cw)\) = \((u_{2i-1}, v_{2j-1})\) and base\((u_{2i}, v_{2j}, ccw, ccw)\) = \((u_{2i+1}, q)\).

There is one problem not mentioned above. The base positions of some node may be invisible from each other. For example, consider \((u_{2i}, v_{2j}, cw, ccw)\) in

\[\ast\] indicates don't care condition, which means any of \(cw\) and \(ccw\) is valid.
Figure 4. Its base positions, which are \((u_{2i-1}, q)\), consists of mutually invisible points. Such nodes are called detour nodes. It is easily seen that detour nodes are of the form \((u_{2i}, u_{2j}, cw, ccw)\) or \((u_{2i}, u_{2j}, cw, ccw)\). We can show that any shortest path never passes detour nodes (Lemma 3).

**Lemma 3** Any shortest walk never passes detour nodes (when we consider the mapping of a walk into an st-path in \(G_{sh}\) as in Lemma 1).

Thus we can rule out the detour nodes in \(G_{sh}\) and so delete them. It is easily seen that base positions of all other nodes are well-defined, that is, are mutually visible.

For two points \(p\) and \(q\), let \(\text{dist}(p, q)\) denote the Euclidean distance between \(p\) and \(q\). The weight \(w(a)\) of an arc \(a = (u, v)\) is defined as follows: If \(u = s\), let \(w(a) = \text{dist}(\text{base}(v))\); if \(v = t\), let \(w(a) = \text{dist}(\text{base}(u))\); otherwise, let \(w(a) = \text{dist}(p, p') + \text{dist}(q, q')\) where \(\text{base}(u) = (p, q)\) and \(\text{base}(v) = (p', q')\).

3. [Shortest Path] Find a shortest st-path in \(G_{sh}\) and convert it into a walk.

It remains to show that a shortest walk corresponds to a shortest st-path in \(G_{sh}\). It is not difficult to show the next lemma using the procedure Path-To-Walk.

**Lemma 4** Any st-path in \(G_{sh}\) can be converted into a walk of the same length.

**Lemma 5** Let \((l, r)\) be a shortest walk. The length of \((l, r)\) is no smaller than that of a shortest st-path in \(G_{sh}\).

Suppose \((l, r)\) is a shortest walk of \(P\). Without loss of generality, we assume that both \(l(0)\) and \(r(0)\) lie in \(u_i\), \(l\) deviates \(u_i\) before \(r\) does, and that at the time instant that \(r\) deviates \(u_i\) first, \(l\) and \(r\) lie in \(u_j\) and \(u_k\), respectively.

As in Section 3, we represent \((l, r)\) as a sequence of nodes in \(G_{sh}\): \((x_0, y_0, f_0, f_0') \ldots (x_M, y_M, f_M, f_M')\), \(t\) such that \(0 \geq t_0 < \cdots < t_M < 1\) and \((l, r)\) lies in \((x_k, y_k, f_k, f_k')\) during \([t_k, t_{k+1})\). Our proof proceeds by induction on \(k\). We should be cautious because some initial values of \(f_k'\) are not fixed until \(r\) deviates \(u_i\) first. Thus the base case of our induction is not \(k = 1\) but \(k = c\) for \(c\) such that \(f_i'\) is fixed for the first time.
Let $L_t$ denote the total length of the paths that $l$ and $r$ traverse in the time interval $[0, t]$ and let $|\mathrm{SP}(x_k, y_k, f_k, f'_k)|$ denote the length of a shortest path on $G_{sh}$ from $s$ to the node $(x_k, y_k, f_k, f'_k)$ in $G_{sh}$. Let $(p_k, q_k)$ denote the base positions of node $(x_k, y_k, f_k, f'_k)$. Then, we claim that

**Claim.** Assume that $l(t) = p \in x_k$ and $r(t) = q \in y_k$ and $(l(t), r(t))$ is mapped to $(x_k, y_k, f_k, f'_k)$ in $G$. Then $L_t$ is at least $|\mathrm{SP}(x_k, y_k, f_k, f'_k)| + \text{dist}(p, q_k) + \text{dist}(q, q_k)$.

It is not difficult to prove the base case of $k = c$. Afterwards we prove this claim by rather tedious but straightforward case analyses according to the $cw/ccw$ fields of two consecutive nodes. Details are omitted in this abstract.

Therefore this lemma holds.

The construction of $G_{sh}$ is nearly as that of $G$ in Theorem 2; We only have to calculate the base positions additionally. Next, it suffices to find a shortest path in $G_{sh}$ by the well-known Dijkstra’s algorithm whose time complexity is $O(n^2 \log n)$ for a graph with $O(n^2)$ nodes and $O(n^2)$ arcs.

**Theorem 6** There is an $O(n^2 \log n)$-time algorithm for computing a shortest walk.

## 5 Finding a Minimum Diameter Walk

The **diameter** of a walk $(l, r)$ is defined to be $\max_{t \in [0, 1]} \text{dist}(l(t), r(t))$. In this section, we present an $O(n^2)$-time algorithm for finding a minimum diameter walk. We assume that a polygon $P$ is walkable.

1. **[Roadmap]** Transform $P$ into an $st$-graph $G_{dia}$.

$G_{dia}$ is same as $G$ in Section 3, except that each node in $G_{dia}$ has a weight. For a node $v = (u_i, u_j) \in V(G_{dia})$, $d(u_i, u_j)$ is defined to be $\inf_{p \in u_i, q \in u_j} \text{dist}(p, q)$ for mutually visible points $p, q$, where $\text{dist}$ is the Euclidean distance between two points. For an $st$-path $S$, its **diameter** is $\max_{v \in S} d(v)$. The diameter of $G_{dia}$ is the minimum over the diameters of all $st$-paths.

2. **[Min-Weight Path]** Find a minimum diameter $st$-path in $G_{dia}$ and convert it into a walk.

**Lemma 7** The diameter of any walk is at least the diameter of $G_{dia}$. Any $st$-path in $G_{dia}$ can be converted into a walk of the same diameter.

The construction of $G_{dia}$ is nearly same as that of $G$. Afterwards, it suffices to find a min-weight $st$-path, which can be computed in $O(n^2)$-time using the well-known Dijkstra’s algorithm.

**Theorem 8** There is an $O(n^2)$-time algorithm for computing a minimum diameter walk.
6 Finding a Walk for a Chain of Guards

As a generalization of two guards, we define a chain of guards.

**Definition 2**

(i) A walk of $m$-chain guards on $P$ is an $m$-tuple $(l_1, \ldots, l_m)$ of continuous functions such that:

\[
\begin{align*}
    l_1, l_m &: [0, 1] \to \mathbb{R}, \partial P \\
    l_2, \ldots, l_{m-1} &: [0, 1] \to P \\
    l_1(0) &= l_2(0) = \cdots = l_m(0) \\
    l_1(1) - l_m(1) &= 1 \\
    0 &< l_i(t) - l_i(t') < 1 \text{ for all } t, t' \in (0, 1) \\
    l_i(t) \text{ and } l_{i+1}(t) &\text{ are mutually visible for all } 1 \leq i \leq m-1 \\
    \text{and } t &\in [0, 1]
\end{align*}
\]

(ii) $P$ is said to be $m$-walkable if it admits an $m$-chain walk.

We present an $O(n^2)$-time algorithm for finding the minimum number, $m^*$, such that $P$ is $m^*$-walkable and an $O(n^3)$-time algorithm for computing a walk of size $O(m^*n^2)$ for an $n$-sided polygon. Our algorithm is a modification of the basic framework given in Section 3 and an approximation algorithm described in [3].

Given two points $p, q \in P$, a minimum-link path between $p$ and $q$ is a piecewise-linear path between $p$ and $q$ that is contained in $P$ and has the minimum number of line segments; the link distance $d_L(p, q)$ between $p$ and $q$ is the number of line segments in this path. (Note that $d_L(p, q) + 1$ guards can form a valid configuration with two end-guards being at $p$ and $q$.) Given two points $p, q \in P$ that are mutually visible, let $l$ be the line passing $p$ and $q$. Then the extension of $(p, q)$ is the connected component of $l \cap P$ that contains the segment $pq$.

The window partition $\mathcal{U}_p$ of a point $p \in P$ is a partition of $P$ into maximal regions of constant link distance from $p$. An edge of $\mathcal{U}_p$ is either a portion of an edge of $P$ or is a segment that separates two regions of $\mathcal{U}_p$; we call such a segment a window of $\mathcal{U}_p$. Suri [13] introduced the notion of window partition and showed that it can be constructed in time and space $O(n)$. The definitions of window partition extend naturally to the case when the source is a line segment, instead of a point. We can use the window partition $\mathcal{U}_p$ to compute a min-link path from $p$ to any other point in $P$. In general, min-link paths are not unique. The canonical min-link path between $p \in P$ and $q \in P$ is a path that uses only extensions of windows in $\mathcal{U}_p$, with the last link chosen to pass through the last turning point of the shortest path between $p$ and $q$ within $P$.

Here $d_L(u_i, u_j)$ denotes $\min_{p \in u_i, q \in u_j} d_L(p, q)$ and $\pi_L(u_i, u_j)$ denotes a min-link path with link-length $d_L(u_i, u_j)$. Define a $2n \times 2n$ matrix $\mathcal{M}$, where $\mathcal{M}_{ij}$ is $d_L(u_i, u_j)$. The matrix $\mathcal{M}$ can be computed in $O(n^2)$, by computing the link distance from $u_i$ to all other vertices and edges in $O(n)$-time [13,3].
1. [Roadmap] Transform $P$ into an $st$-graph $G_m$.

The node set of $G_m$ is $\{s, t\} \cup \mathcal{U} \times \mathcal{U}$. Each node $(u_i, u_j)$ has weight $d_L(u_i, u_j)$. The arc set is defined by the same rule as in $G$; it contains $\{(s, (u_i, u_j)) | u_i \in \mathcal{U}\} \cup \{(u_i, u_{i+1}), (u_j, u) | u, u_j \in \mathcal{U}\} \cup \{(u_i, u_j), (u, x) | x \in N(u_i)\} \cup \{(u_i, u_j), (x, u_j) | x \in N(u_i)\}$ excluding $\{(u_i, (u_i, u_{i+1}))\}$ and $\{(u_i, u_j), (u_{i-1}, u_j)\}$.

2. [Min-Weight $st$-Path] Find a min-weight $st$-path in $G_m$ and transform it into a walk of chain guards.

It is easy to verify that a walk for $P$ can be interpreted as an $st$-path $\sigma$ in $G_m$ as in Lemma 1, so that the maximum weight of nodes along $\sigma$ plus one is the number of guards needed to sweep $P$.

On the other hand, an $st$-path $\sigma$ in $G_m$ such that the maximum weight along $\sigma$ is $w$ can be transformed into an $(w + 1)$-chain walk (consisting of $w$ segments). More exactly we map each node $(x, y)$ in $\sigma$ into a valid configuration on the canonical min-link path from a point on $x$ to a point on $y$ and morph two consecutive configurations along $\sigma$ using Lemma 9.

**Lemma 9** Let $\pi_1$ and $\pi_2$ be two canonical min-link paths such that $\pi_1$ connects $p_i$ to $p'_i$ ($i = 1, 2$) and $p_1$ and $p_2$ are mutually visible and $p'_1$ and $p'_2$ are mutually visible. Let $m_i$ denote the link-length of $\pi_i$. Then, we can morph $\pi_1$ to $\pi_2$ using at most $m = \max(m_1, m_2) + 1$ guards. Moreover, we can compute in $O(n)$-time a morphing strategy that issues $O(m)$ commands to guards.

Let $\pi_i = (p_{0i}, p_{1i}, \ldots, p_{mi})$ for $i = 1, 2$. The proof proceeds by induction on $m$. If $m_i = 1$, the desired morphing is exactly same as in Path-To-Walk. Depending on the number of intersections, $r$, between $\pi_1$ and $\pi_2$, there are several cases. We can easily analyze when $r = 0, 1$ by case analysis. Here we focus on the case that $r \geq 2$. It is easily seen using the notion of window that the first segment of $\pi_1$ intersects that of $\pi_2$. Suppose that the suffix chain of $\pi_1$ starting from $p_{11}$ will enter $P \setminus VP(p_{02})$ (other cases are symmetric or very simple). See Figure 5a. Let $Q$ be the intersection. If $p_{11}$ and $p_{12}$ are mutually visible (Figure 5a), we can morph the first segment of $\pi_1$ into that of $\pi_2$ in parallel with the morph of the remaining chain of $\pi_1$ into that of $\pi_2$; The latter morph is possible by induction hypothesis. Thus assume otherwise, that is, $p_{11}$ and $p_{12}$ are invisible from each other (Figure 5b). It is easily seen that $Q$ lies on the second (not third, fourth, ...) segment of $\pi_1$. Then we first morph segment $\overrightarrow{p_{11}p_{12}}$ into $\overrightarrow{p_{02}Q}$ and then morph the suffix chain of $\pi_1$ starting from $Q$ into the suffix chain of $\pi_2$ starting from $p_{12}$, which is possible by induction hypothesis. Details are omitted in this abstract.

We can show that the morphing is done with $O(m_i)$ commands of the guards, where each command is straight movements of the guards while the line through two guards rotating at some fixed speed. The algorithm for finding a morphing between two paths runs in $O(n)$-time using window construction [13].

A min-weight path $\sigma$ in $G_m$ can be computed in $O(n^2)$-time using Dijkstra’s algorithm [3].
Theorem 10 Given a simple polygon, one can compute $m^*$ in $O(n^2)$-time. Moreover, one can compute in $O(n^3)$-time a sweeping strategy with $O(m^*n^3)$ commands issued to the guards.
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Abstract. We consider a special set covering problem. This problem is a generalization of finding a minimum clique cover in an interval graph. When formulated as an integer program, the 0-1 constraint matrix of this integer program can be partitioned into an interval matrix and a special 0-1 matrix with a single 1 per column. We show that the value of this formulation is bounded by $\frac{2k}{k+1}$ times the value of the LP-relaxation, where $k$ is the maximum row sum of the special matrix. For the "smallest difficult case, i.e., $k = 2$, this bound is tight. Also we provide an $O(n) \frac{2}{3}$-approximation algorithm in case $k = 2$.

1 Introduction

Packing and covering problems admit a natural formulation as an integer program. When the constraint matrix of such an integer program is an interval matrix they constitute well-understood, basic problems in combinatorial optimization (see e.g. [6]). In this paper we investigate a covering problem with a constraint matrix that is the parallel composition of an interval matrix and special 0-1 matrix with a single 1 per column. More specifically, we consider the following integer programming formulation:

\[(P) \text{ minimize } 1 \cdot y + 1 \cdot z \]

subject to

\[
\left( \begin{array}{c}
y \\
z 
\end{array} \right) \left( \begin{array}{c}
A \\
D
\end{array} \right) \geq 1,
\]

\[y, z \in \{0, 1\}.\]

In this formulation $A$ is an $0-1$ $r \times n$ submatrix with consecutive ones in the columns, $D$ is a $0-1$ $l \times n$ submatrix such that each column contains exactly one 1, $y$ is a $1 \times r$ vector and $z$ is a $1 \times l$ vector of variables. We assume that the constraint matrix has no zero rows. Further, let $k$ be the maximum row sum of the matrix $D$.

An alternative, more geometrically oriented description of this problem is as follows. Given is a grid consisting of rows and columns. Each row contains at most $k$ intervals, each of arbitrary integral length and placed at an arbitrary position. Consider now the following question. What is the minimum number
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of rows and columns needed to stab all intervals? One easily verifies that these
two descriptions are equivalent: given the constraint matrix, if \( a_{ij} = 1 \) then
interval \( j \) is stabbed by column \( i \), else it is not. Moreover those columns in the
constraint matrix for which \( d_{ij} = 1 \) for some \( i \) correspond to intervals \( j \) that lie
on a same row of the grid in the geometric description. Vice versa, given a grid
with intervals it is straightforward to find the constraint matrix.

It is not hard to see that our problem is a special case of the well-known set
covering problem: let the intervals correspond to elements in the ground set, and
let a set of intervals that are on a same row or a set of intervals that share a
column correspond to a set in the collection.

**Example:** Choose \( r = 4, n = 3, \ell = 2 \) and let
\[
A = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]
and let
\[
D = \begin{pmatrix}
1 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}.
\]
This specifies an instance of (\( P \)). Figure 1 contains the corresponding
geometric description. Observe that the optimum value for this instance is 2.

![Fig. 1. An example](image)

Finally, yet another way of viewing this problem is by posing it as a graph-
theoretical problem. Indeed, given the grid with its intervals, construct a graph
as follows. There is a node for each interval, and two nodes are connected if
they share a column of the grid (blue edge) or if they are on the same row of the
grid (red edge). Notice that an edge can be red as well as blue in case two
intervals of a same row share a column (if one finds bicolored edges awkward, one
could alternatively work with parallel edges of different colors). Thus the graph
constructed is the edge-union of an interval graph (the blue edges) and a \( k \)-
partite graph. The covering question is equivalent to finding a monochromatic
minimum clique cover. Notice that in case \( k = 1 \) the covering question reduces
to finding a minimum clique cover in an interval graph. Since intervals graphs
are perfect (see for instance [4]) this problem can be solved in polynomial time.

**Applications.** Many practical problems feature a constraint matrix of the form
described in (\( P \)). However, most applications involve a packing type of problem
(see [2]). Applications of the covering problem seem less abundantly present in
literature; however, the following type of situation leads naturally to instances
of (P). Each of a number of items (patients to receive treatment, products to undergo chemical processes, machines subject to inspection) has to undergo treatment on a regular basis. More precisely, for each item a set of intervals is given during which a treatment must take place. The treatment itself takes one time-unit and is provided by some kind of machine with unbounded capacity (that is, it can process any number of items), and consists of ”turning the machine on” at some point in time, say t (this corresponds to selecting column t). Then the items corresponding to intervals that are stabbed by column t undergo the treatment. The objective is to minimize the number of times the machine is turned on plus the number of items not processed (an item is not processed when at least one of its intervals has not undergone the treatment (this corresponds to selecting the row corresponding to that item))(see [7]).

Related Results. In [8] it is proved that (P) is MAX SNP-hard for each fixed \( k \geq 2 \) (see [9] for an overview). This implies that, unless \( \mathcal{P} = \mathcal{NP} \), optimum solution of (P) cannot be approximated arbitrarily closely in polynomial time (see [1]). Also, a 2-approximation algorithm is given for the covering problem with arbitrary right hand sides and arbitrary objective coefficients. Another special case of the set covering problem for which a constant approximation factor is achieved is described in [3]. They present a 2-approximation for special set cover instances which they call tree-representable. It is easy to verify that there exist instances of (P) that are not tree-representable.

Our Results. Given some instance \( I \) of (P), let \( v_{LP}(I) \) be the value of the LP-relaxation of (P), and let \( OPT(I) \) be the value of an optimum solution. We prove that \( OPT(I) \leq \frac{2k}{k+1}v_{LP}(I) \) for all instances \( I \) (see Section 2). In particular, for the ”smallest” difficult case of \( k = 2 \), this implies the existence of a \( \frac{4}{3} \)-approximation algorithm. Further, we describe an \( O(n) \) \( \frac{4}{3} \)-approximation algorithm for the case \( k = 2 \) (see Section 3). Finally, we indicate direction in which the results can be generalized (see Section 4).

2 An Approximation Result

Theorem 1. \( OPT(I) \leq \frac{2k}{k+1}v_{LP}(I) \) for all instances \( I \).

Proof. The idea of the proof is as follows: we describe a way to round the value of each of the \( z \)-variables in an optimal LP-solution to either 0 or 1 while preserving feasibility of the finally constructed solution. Observe that the cost of a feasible LP-solution with integral \( z \)-variables is an upper bound for the cost of an optimal integral solution. Thus, if we can argue that the final solution with integral \( z \)-variables is feasible and its cost (denoted by \( w_C \)) is bounded by \( \frac{2k}{k+1} \) times the cost of the LP-solution (denoted by \( v_{LP} \)), we are done.

We assume without loss of generality that the value of each variable in the LP-solution is a multiple of \( \frac{1}{s} \) for some \( s \in \mathbb{N} \). We will refer to \( \frac{1}{s} \) as a unit; this
enables us to say that (the value of) any particular variable consists of a number of units.

In our rounding procedure we make use of a so-called doubling step, which amounts to the following. Consider some positive z-variable with value z, and consider some positive y-variables with value y_i, i = 1, 2, . . . . Select one unit from this z-variable, and select r_i units from the y-variables with value y_i, i = 1, 2, . . . such that 0 ≤ \sum_i r_i ≤ k. Now, replace z by z − \frac{1}{2}, and replace y_i by y_i + \frac{1}{2}, i = 1, 2, . . . . In a sense we have doubled the values of the units of the y-variables involved; henceforth the particular units of the y-variables that are involved are now called doubled units. Notice that such a step replaces a weight of \frac{1}{2} \sum_i r_i.

Given an optimal LP-solution, we distinguish three types of z-variables:

- a z-variable is called small if 0 ≤ z_i ≤ \frac{1}{2}; let S = \{i | 0 ≤ z_i ≤ \frac{1}{2}\},
- a z-variable is called medium if \frac{1}{2} < z_i < \frac{k+1}{2k}; let M = \{i | \frac{1}{2} < z_i < \frac{k+1}{2k}\},
- a z-variable is called large if \frac{k+1}{2k} ≤ z_i; let L = \{i | \frac{k+1}{2k} ≤ z_i\}.

First, we deal with the large z-variables. We simply round each large z-variable up to 1. Observe that this costs no more than \frac{2k}{k+1} times the weight of the original values. Indeed, we have:

\[ |L| ≤ \frac{2k}{k+1} \sum_{i \in L} z_i. \]  

(1)

Second, we now sketch a procedure that deals with the small z-variables. Basically, this procedure selects an arbitrary small z-variable and by using the doubling step repeatedly, attempts to round the z-variable down to 0, while preserving feasibility of the constructed solution. Notice that a doubling step is only allowed to use units that are not doubled in previous steps. Of course, a doubling step performed to round down a specific z-variable has impact on other z-variables since a doubled unit may intersect intervals of other z-variables.

Lemma 1. Consider any feasible LP-solution. If a z-variable is small, there exists a sequence of doubling steps that produces a feasible LP-solution such that each interval of this z-variable receives weight 1 from y-variables only.

Proof. Consider the current weight induced by y-variables of the at most k intervals of a specific z-variable. For any such interval with weight received by y-variables less than 1, there must be an undoubled unit of a y-variable that intersects this interval (if all units were doubled, then, since \( z_i \leq \frac{1}{2} \), this interval would have received at least 1 by the y-variables). Also, since we preserve feasibility, the current value of the z-variable is still positive. Since there can be at most k intervals that do not receive weight 1 by the y-variables, we can exhibit a doubling step that preserves feasibility. \( \Box \)
Thus, when we select a small \( z \)-variable we can perform a sequence of doubling steps as described above to arrive at a situation where each interval of this \( z \)-variable receives weight 1 from \( y \)-variables only. Then, if the remaining value of the \( z \)-variable is still positive, we simply set it to 0. Thus, we repeatedly apply Lemma 2 to round down all small \( z \)-variables.

What about the costs induced by such a sequence of doubling steps? Let \( D \) denote the total number of doubled units after all small variables have been rounded down, and let \( L \) denote the number of remaining undoubled units. In the following lemma we bound the costs of the doubled units in the current solution.

**Lemma 2.**

\[
2 \frac{D}{s} \leq \frac{2k}{k+1} \left( \frac{D}{s} + \sum_{i \in S} z_i \right).
\]

**Proof.** The analysis of a single doubling step is easy: we replace \( \sum_{i} r_{i+1} \) by \( \sum_{i} r_i \) while \( 0 \leq \sum_i r_i \leq k \). Obviously, we have that \( \sum_{i} r_{i+1} \leq \frac{2k}{k+1} \left( \sum_{i} r_i + \frac{1}{k} \right) \). Since any doubling step uses only undoubled units, it follows that we can apply this analysis to a sequence of steps as well. \( \square \)

Third, let us now deal with the medium \( z \)-variables, and let us assume that there are \( p \) of them, i.e., \(|M| = p \). We will round all these variables either to 0 or to 1, depending upon the value of \( L \). To facilitate calculations we define:

\[
Q = \frac{(k + 1)p - 2k \sum_{i \in M} z_i}{k - 1}.
\]

**Case 1:** \( \frac{p}{k} \geq Q \). In that case we claim that there are enough undoubled units in the current LP-solution to round up all medium \( z \)-variables. The following lemma bounds the cost of rounded up medium \( z \)-variables plus the weight of \( sQ \) undoubled units:

**Lemma 3.**

\[
p + Q \leq \frac{2k}{k+1} \left( Q + \sum_{i \in M} z_i \right).
\]

**Proof.** Observe that the left hand side reflects the value of the rounded up medium \( z \)-variables plus the weight induced by an amount of undoubled units. One easily verifies the correctness of this inequality: when substituting \( Q \), both the left hand side and the right hand side simplify to \( \frac{2k}{k+1} (p - \sum_{i \in M} z_i) \). \( \square \)

**Case 2:** \( \frac{p}{k} < Q \). Now we round down all medium \( z \)-variables to 0, and double all hitherto undoubled units. Next, for each interval that does not receive weight 1 from \( y \)-variables, we simply select an \( y \)-variable that stabs this interval and increase its value to the required amount. We can bound the costs using the following Lemma:
Lemma 4.

\[
\frac{2L}{s} + k(2 \sum_{i \in M} z_i - p) \leq \frac{2k}{k+1} \left( \sum_{i \in M} z_i + \frac{L}{s} \right).
\]  

(5)

Proof. Observe that the first term on the left hand side of this inequality corresponds to the value of the doubled remaining units. The second term is an upper bound on the total increase of the \(y\)-variables. This can be explained as follows: since all units of all \(y\)-variables are doubled, we know that each interval receives at least \(2(1 - z_i)\). Thus, the total amount that is still required is \(k \cdot \sum_{i \in M} (1 - 2 - 2z_i) = k(2 \sum_{i \in M} z_i - p)\), where the first \(k\) comes from the fact that there are \(k\) intervals for each variable. Let us now prove the inequality. First, we claim that

\[
\frac{2L}{s} \leq \frac{2k}{k+1} \left( \frac{L}{s} + \frac{(k+1)p - 2k \sum_{i \in M} z_i}{k(k-1)} \right).
\]  

(6)

Indeed, since \(\frac{2L}{s} = \frac{2k}{k+1} \left( \frac{L}{s} + \frac{L}{k} \right)\), and, since \(\frac{L}{k} < \frac{Q}{k}\), we find that (we are in Case 2), (6) is true. Further we claim that

\[
k(2 \sum_{i \in M} z_i - p) \leq \frac{2k}{k+1} \left( \sum_{i \in M} z_i - \frac{(k+1)p - 2k \sum_{i \in M} z_i}{k(k-1)} \right).
\]  

(7)

The right hand side of (7) simplifies to

\[
\frac{2k}{k-1} \sum_{i \in M} z_i - \frac{2p}{k-1}.
\]  

(8)

Then the question is whether the following inequality is true:

\[
\frac{2k}{k-1} \sum_{i \in M} z_i - \frac{2p}{k-1} \geq k(2 \sum_{i \in M} z_i - p) \Leftrightarrow
\]

\[
p(k - \frac{2}{k-1}) \geq 2k \sum_{i \in M} z_i (1 - \frac{1}{k-1}) \Leftrightarrow
\]

\[
p(k^2 - k - 2) \geq 2k \sum_{i \in M} z_i (k - 2) \Leftrightarrow
\]

\[
p(k - 2)(k + 1) \geq 2k(k - 2) \sum_{i \in M} z_i.
\]

Since by definition of a medium \(x\)-variable we have \(\sum_{i \in M} z_i \leq p\), the last inequality holds and thus (7) is true. Next, inequalities (6) and (7) imply the lemma.

Finally, let us argue that \(u_C\) is bounded by \(\frac{2k}{k+1}\) times \(u_{LP}\). In Case 1 we get using (1), Lemma’s 3 and 4:

\[
u_C = |L| + \frac{2D}{s} + p + \frac{L}{s} = |L| + \frac{2D}{s} + p + Q + \left( \frac{L}{s} - Q \right) \leq
\]

\[
\frac{2k}{k+1} u_{LP}.
\]
\[
\frac{2k}{k+1} \left( \sum_{i \in L} z_i + \frac{D}{s} + \sum_{i \in S} z_i + Q + \sum_{i \in M} z_i \right) + \frac{L}{s} \leq Q
\]

Similarly, in Case 2, we get using (1), Lemma’s 3 and 5:

\[
v_C = |L| + \frac{2D}{s} + \frac{2L}{s} + k(2 \sum_{i \in M} z_i - p) \leq \frac{2k}{k+1} v_{LP}.
\]

This proves Theorem 1.

An interesting question concerns the tightness of this result. At least for \( k = 2 \) the result is tight as can be verified by considering the example. The value of the LP-relaxation equals \( \frac{2}{3} \), whereas the value of an optimal solution equals 2, implying that the bound of Theorem 1 is tight for \( k = 2 \).

3 An \( O(n) \) Heuristic

Of course, to apply the approach described in the previous section, we need as input the values of the variables in an optimal LP-solution. Since computing these values can be time-consuming (albeit polynomial), it is of interest to investigate algorithms that do not need the LP-solution.

In this section we sketch such an algorithm for the case \( k = 2 \). In particular, we describe an \( O(n) \) algorithm that finds a solution with a cost guaranteed to be no more than \( \frac{2}{3} \) times the cost of an optimal solution.

Let us again consider formulation (P), while assuming that each row of submatrix \( D \) contains exactly two 1’s. (This can be accomplished without loss of generality; since \( k = 2 \) each row of \( D \) has at most two 1’s, and if a row of \( D \) contains a single 1, we simply copy the associated column: this is akin to duplicating an interval in the geometric description).

The following type of relaxation is proposed in a general framework in [5]. By introducing variables \( z_{i1} \) and \( z_{i2} \), replace each \( z_i \) in the objective of (P) by \( (z_{i1} + z_{i2})/2 \), replace one (of the 2) occurrence of \( z_i \) in the constraints of (P) by \( z_{i1} \) and the other by \( z_{i2} \), and finally replace the integrality constraints in (P) by appropriate upper bound constraints, we obtain a relaxation of (P) called (Prel). Observe that the constraint matrix of (Prel) is totally unimodular, and thus any LP-algorithm outputs integral values for all the \( y \)- and all the \( z_{ij} \)-variables, \( j = 1, 2 \). Even more, it is not difficult to verify that the constraint matrix is a so-called greedy matrix (recall that a matrix is greedy if by permuting columns it can be brought into the standard greedy form, i.e. not containing an induced submatrix of this form: \( \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \), see [10]). Results in [11] imply that there is an \( O(n) \) algorithm to compute an optimal solution of the problem (Prel).
Now, given an instance $I$ of (P) with $k = 2$, let $OPT(I)$ be the value of the corresponding optimal solution and let $v_{PREL}(I)$ be the value of the optimal solution of model (P) (REL). Further, let the corresponding solution in (P) be described by $\hat{y}, \hat{z}_{ij}$ (found by the greedy algorithm of [11]). Set $\hat{z}_i = (\hat{z}_{i1} + \hat{z}_{i2})/2$ for all $i = 1, \ldots, l$, and define $Z_1 = \{ \hat{z}_i | \hat{z}_i = 1, i = 1, \ldots, l \}$ and $Z^*_2 = \{ \hat{z}_i | \hat{z}_i = \frac{1}{2}, i = 1, \ldots, l \}$. We have:

$$v_{PREL}(I) = \sum_{j=1}^{r} \hat{y}_j + |Z_1| + \frac{1}{2}|Z^*_2| \leq OPT(I). \quad (9)$$

Observe that one can think of a $\hat{z}_{ij}$ variable as corresponding to some single interval. Consider the set of $\hat{z}_{ij}$ variables that are equal to 1. The claim is that this set of variables corresponds to a set of non-intersecting intervals. Indeed, if a pair would intersect, there is a $y$-variable which can be set to 1, so that both $z_{ij}$-variables can get value 0 and the value of the objective function remains unaltered. (Notice that this can be accomplished in $O(n)$ time). Thus, since no two intervals in $Z^*_2$ share a common column or row in the grid, it is obvious that any feasible, and in particular optimal solution of $I$ satisfies

$$|Z^*_2| \leq OPT(I). \quad (10)$$

Let us introduce heuristic $H_{PREL}$ for (P) with $k = 2$: input $I$, solve (P) (REL), compute the $z$-variables as described above and round them up to the nearest integer. Then:

$$c(H_{PREL}(I)) = \sum_{j=1}^{r} \hat{y}_j + \sum_{i} \hat{z}_i + 2 \sum_{i} \hat{z}_i =$$

$$= \sum_{j=1}^{r} \hat{y}_j + |Z_1| + |Z^*_2| \leq \frac{3}{2} OPT(I),$$

using the 2 inequalities from above, which shows that $H_{PREL}$ is a $\frac{3}{2}$-approximation algorithm for (P) with $k = 2$.

The instance given by the figure 2 shows that the analysis of this heuristic is tight.

![Fig. 2. An instance proving tightness of the analysis](image-url)
4 Extensions

Here we shortly mention 2 extensions.

- The approach in Section 2 can be generalized to deal with arbitrary integral right hand sides.
- The algorithm described in Section 3 can be extended to deal with arbitrary values of $k$ at the expense of the approximation factor. Indeed (while omitting details) we claim that a straightforward generalization of this approach achieves a ratio of $1 + \frac{\delta}{k}$ if $k$ is even and $1 + \frac{\delta}{k} - \frac{\delta}{k}$ if $k$ is odd.
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Abstract. We review shortest path algorithms based on the multi-level bucket data structure [6] and discuss the interplay between theory and engineering choices that leads to efficient implementations. Our experimental results suggest that the caliber heuristic [17] and adaptive parameter selection give an efficient algorithm, both on typical and on hard inputs, for a wide range of arc lengths.

1 Introduction

The three most common ways to evaluate algorithm performance are worst-case analysis, average-case analysis, and experimental evaluation. The most effective way to evaluate an algorithm is to use all three approaches. Good algorithm engineering combines theoretically justified ideas, common-sense heuristics, and experimental feedback to develop an efficient and robust code.

In this paper we study the important problem of finding shortest paths from a source to all other vertices in a directed graph with nonnegative arc lengths (the NSP problem). This problem has been well-studied. The worst-case bounds for the problem have a long history; see e.g., [1,2,5,6,7,9,10,14,19,20,24,25,26,28,29,30]. The currently best bounds are near-linear. Let \( n \) and \( m \) denote the number of vertices and arcs in the input graph, respectively. If the input arc lengths are integral, let \( U \) denote the maximum arc length. Let \( C \) denote the ratio between the biggest and the smallest nonzero arc lengths. In the pointer model of computation, one can get an \( O(m + n \log n) \) time bound [13]. In a RAM model with word operations, the fastest currently known algorithms achieve the following bounds: \( O(m + n(\log U \log \log U)^{1/3}) \) [26], \( O(m + n(\sqrt{\log n})) \) [25], \( O(m \log \log U) \) [19], and \( O(m \log \log n) \) [29]. In the special case when the graph is undirected, Thorup’s algorithm [28] runs in linear time.

The average-case results for the NSP problem are interesting because they apply to natural input distributions or to potentially practical algorithms. In particular, Nishita [23] shows that under relatively weak assumptions on the input distribution, the average-case bound on the binary heap implementation of Dijkstra’s algorithm is better than the worst-case bound. Mayer [21] shows that the problem can be solved in linear average time if input arc lengths are independent and uniformly distributed. Goldberg [17] shows that a simple modification of the algorithm of [6] yields an algorithm with average running time.
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on the uniform arc length distribution (without the independence assumption). Below we refer to the algorithm of [17] as the smart queue algorithm.

Computational work on the NSP problem has received a lot of attention as well; see, e.g., [3,4,8,15,18,16,31]. This work leads to the general agreement that the problem can be solved well in practice. However, this work does not show how close existing NSP algorithm implementations are to a practical lower bound.

We focus our attention on NSP algorithms based on the multi-level bucket (MLB) data structure and its variants. This data structure was originally proposed by Denardo and Fox [6]. Enhancements to it have been proposed in [1,5]. For a long time, the folklore, originating from the original paper [6] and the fact that computer memories were small, was that the MLB data structure was not competitive in practice. The work of Cherkassky et al. [4] and the followup work of [5,18] suggest that two- or three-level MLB variants are competitive on many problems.

In this paper we review the MLB data structure and discuss an implementation of the MLB data structure that takes advantage of the newer theoretical results and improves upon previous implementations. We also discuss an implementation of the smart queue version of the algorithm. Our experimental results show that the use of smart queues makes the MLB algorithm with a large number of levels practical. In particular, an implementation with the number of levels optimized for the worst-case theoretical performance works well on both typical and bad-case inputs. For example, for 32-bit arc lengths, the code runs in time less than 2.5 times that of breadth-first search, even on the hardest problems we were able to construct. Our results lead to better understanding of NSP algorithm implementations and show how close their performance is to the lower bound provided by breadth-first search.

2 The Multi-level Bucket Data Structure

Assuming that the reader is familiar with the labeling method [11,12] (see also [27]) and Dijkstra’s algorithm [9], we review the MLB algorithm and related results. For more details, see [5,6,17].

The MLB structure $B$ implements the priority queue operations insert, decrease-key, and extract-min. The bucket structure has two parameters, the number of levels $k$ and the base $\Delta$. A $k$-level structure contains $k$ regular levels and a special (top) level. Given an input graph with maximum arc length $\mathcal{U}$, the two parameters are related by $k = \lceil \log_\Delta \mathcal{U} \rceil$. Except for the top level, a level contains $\Delta$ buckets. Conceptually, the top level contains infinitely many buckets. However, one can show that at most two consecutive top-level buckets can be nonempty at any given time, and that one can maintain only these buckets. We denote bucket $j$ at level $i$ by $B(i, j)$; $i$ ranges from 0 (bottom level) to $k$ (top), and $j$ ranges from 0 to $\Delta - 1$. A bucket contains a set of vertices maintained as a doubly linked list.
We maintain $\mu$ such that $\mu$ is a lower bound on the distance labels of labeled vertices. Initially $\mu = 0$. Every time an extract-min operation removes a vertex $v$ from $B$, we set $\mu = d(v)$, the distance label of $v$. Consider the base-$\Delta$ representation of the distance labels and number digit positions starting from 0 for the least significant digit. One can show that $\mu$ and the $k + 1$ least significant digits of the base-$\Delta$ representation of $d(v)$ uniquely determine $d(v)$.

Next we define the position of a vertex $u$ in $B$ with respect to $\mu$. Let $\mu'$ and $d'(u)$ be $\mu$ and $d(u)$, respectively, truncated to the $k + 1$ least significant digits.

Let $i$ be the index of the most significant digit in which $\mu'$ and $d'(u)$ differ, or 0 if they match. Let $j$ be the digit of $d(u)$ in position $i$. Then we say that the position of $u$ in $B$ is $(i, j)$. When $u$ is inserted into $B$, it is inserted into $B(i, j)$.

For each vertex in $B$, we store its position.

Each bucket $B(i, j)$ corresponds to a range of values that depends on $\mu$. Suppose the position of $u$ in $B$ is $(i, j)$. We say that $u$ belongs to the range of $B(i', j')$ if $(i', j') = (i, j)$ or if $i' > i$. The width of a bucket at level $i$ is equal to $\Delta^i$: the bucket contains $\Delta^i$ distinct values.

Given $\mu$, one can compute the position of a vertex $u$ from $d(u)$ in constant time. This gives a simple constant-time implementation of insert and decrease-key operations. To implement the extract-min operation, we find the lowest nonempty level $i$ and the first nonempty bucket $B(i, j)$ on this level. We do the latter by starting from a bucket whose range contains $\mu$ and scanning consecutive buckets until a nonempty one is found. If the level is the bottom level, we delete and return a vertex from $B(i, j)$. Otherwise we expand the bucket by finding and deleting a vertex with the smallest label in the bucket, setting $\mu$ to the distance label of this vertex, and moving remaining vertices from $B(i, j)$ to their new locations. An important fact is that the vertices always move to lower levels.

The analysis of the algorithm amortizes all work over vertex scans except for the work of scanning empty buckets and the work involved in moving vertices during the bucket expansion operation.

Theorem 1. The algorithm runs in $O(m + n + \rho + \phi)$ time, where $\rho$ is the number of empty bucket scans and $\phi$ is the number of times vertices move from a bucket to a lower level bucket.

If we charge scanning empty buckets to the vertex the algorithm finds and scans immediately afterward, we get an $O(n\Delta)$ bound on $\rho$. The fact that vertices move to lower levels of $B$ implies an $O(kn)$ bound on $\phi$. To improve efficiency, one has to balance $\rho$ and $\phi$. From the worst-case analysis point of view, setting $\Delta = \Theta(k)$ minimizes the running time. If $\Delta = k = \Theta\left(\frac{\log U}{\log \log U}\right)$, then the algorithm runs in $O(m + n\frac{\log U}{\log \log U})$ time.

Next we discuss two heuristics that improve the MLB algorithm performance. We define the caliper of a vertex $v$, $c(v)$, to be the minimum length of an arc entering $v$, or infinity if no arc enters $v$. We say that a distance label of a labeled vertex is exact if the label is equal to the distance from the source to the vertex. The following caliper lemma is implicit in [10,26] and explicitly stated in [17].
The lemma allows us to relax Dijkstra’s minimum distance label selection rule while maintaining the invariant that each vertex is scanned at most once.

**Lemma 1.** Suppose $\ell$ is nonnegative and let $\mu$ be a lower bound on the distance labels of labeled vertices. Let $v$ be a vertex such that $\mu + \ell(v) \geq d(v)$. Then $d(v)$ is exact.

Previous implementations of the MLB algorithm, as well as those described below, use the following wide bucket heuristic. Let $L$ be the smallest nonzero arc length and pick $w$ such that $0 < w \leq L$. Then the MLB algorithm remains correct if one multiplies the bucket width on every level by $w$. With this heuristic and $w = \Theta(L)$, the algorithm needs only $\lceil \log_\Delta(U/L) \rceil = O(\log_\Delta \Delta)$ levels, and one can replace “$U$” by “$C$” in the time bounds.

The caliber heuristic [17] uses Lemma 1 to detect and scan vertices with exact distance labels. To use the heuristic, we modify the MLB algorithm to keep labeled vertices in one of two places: a set $F$ and a priority queue $B$ implemented using the MLB structure. We refer to the modified algorithm as the smart queue algorithm.

At a high level, the algorithm works as follows. Vertices in $F$ have exact distance labels. If $F$ is nonempty, we remove and scan a vertex from $F$. If $F$ is empty, we remove and scan a vertex from $B$ with the minimum distance label. Suppose a distance label of a vertex $u$ decreases. Note that $u$ cannot belong to $F$. If $u$ belongs to $B$, then we apply the decrease-key operation to $u$. This operation either relocates $u$ within $B$ or discovers that $u$’s distance label is exact and moves $u$ to $F$. If $u$ was neither in $B$ nor $F$, we apply the insert operation to $u$, and $u$ is inserted either into $B$ or into $F$, depending on whether Lemma 1 applies or not.

The caliber heuristic provably improves algorithm performance for certain input distributions. For example if $\Delta$ is a constant and arc lengths are distributed uniformly over $[1, M]$ for some $M$ that is the same for all arcs, then the expected running time of the MLB algorithm with the heuristic is $O(n + m)$.

### 3 Algorithm Implementations

We implemented several variants of the MLB algorithm. The MB code implements the algorithm with the wide bucket heuristic, and the SQ code adds the caliber heuristic. Next we discuss these codes and engineering considerations involved in their development.

Our implementation of MB is very similar to that of [18], except in the details of the insert operation. The previous implementation maintained a range of distance values for each level, updating the ranges when the value of $\mu$ changed. To insert a vertex, one looks for the lowest level to which the vertex belongs, and then computes the offset of the bucket to which the vertex belongs. The MB implementation computes the vertex position with respect to $\mu$ as described above. This is slightly more efficient when the number of levels is large. The
efficiency gain is bigger for sq because it does not necessarily examine all levels for a given value of μ. The new implementation is also simpler than the old one.

We always set Δ to a power of two. This allows us to use bit shifts instead of divisions. Our codes set w to the biggest power of two not exceeding L. We use an array to represent each level of buckets.

One can give MB either k or Δ as a parameter. Then MB sets the other based on the input arc lengths. We refer to the code with the number of levels k set to two by MB2L, and to the code with Δ set to two by MB2P. These are the two extreme cases that we study. (We do not study the single-level case because it often would have needed too much memory and time.)

Alternatively, one can let MB choose the values of both k and Δ based on the input. We refer to this adaptive variant as MB-A. The adaptive variant of the algorithm uses the relationship Δ = Θ(k) suggested by the worst-case analysis. To chose the constant hidden by the Θ location, we observe the following. Examining empty buckets involves looking at a single pointer and has good locality properties as we access the buckets sequentially. Moving vertices to lower levels, on the other hand, requires changing several pointers, and has poor locality. This suggests that Δ should be substantially greater than k, and experiments confirm this.

In more detail, MB-A sets k and Δ as follows. First we find the smallest value of k such that k is a power of two and \((16k)^k \geq U/w\). Then we set Δ to 16k. At this point, however, both Δ and k may be larger than they need to be. While \((\Delta/2)^k \geq U/w\) we reduce Δ. Finally while \((\Delta)^{k-1} \geq U/w\) we reduce k. This typically leads to \(16k \leq \Delta \leq 128k\) and works well in our tests.

We obtain our sq code by adding the caliber heuristic to MB. The modification of MB is relatively straightforward. We use a stack to implement the set \(F\) needed by the caliber heuristic. The adaptive variant of the code, SQ-A, uses the same procedure to set k and Δ as MB-A does.

4 Experimental Methodology and Setup

Following Moret and Shapiro [22], we use a baseline code — breadth-first search (BFS) in our case — and measure running times of our shortest path codes on an input relative to the BFS running time on this input. Our BSF code computes distances and a shortest path tree for the unit length function. The breadth-first search problem is a simple special case of NSP and, modulo BFS implementation efficiency, the BFS running time is a lower bound on the NSP codes. Baseline running times give a good indication of how close to optimal the running times are and removes dependencies on some low-level implementation and architecture details.

However, some of the dependencies, in particular cache dependencies, remain. Our codes put arc and vertex records in consecutive locations. Input IDs of the vertices determine their ordering in memory. In general, breadth-first search examines vertices in a different order than an NSP algorithm. This may — and in some cases does — lead to very different caching behavior of the two codes.
for certain vertex orderings. To deal with this dependency on input IDs, our generators permute the IDs at random. Thus all our problem generators are randomized.

For every input problem type and any set of parameter values, we run the corresponding generator five times and report the averages. We report the baseline BFS time in seconds and all other times in units of the BFS time. In addition, we count operations that determine $\rho$ and $\phi$ in Theorem 1. For each of these operations, we give the number of the operations divided by the number of vertices, so that the amortized operation cost is immediate. The two kinds of operations we count are examinations of empty buckets and the number of vertices processed during bucket expansion operations.

We use 64-bit integers for internal representation of arc lengths and distances. If the graph contains paths longer than $2^{34}$, our codes may get overflows. Note that for 32-bit input arc lengths, no overflow can happen unless the number of vertices exceeds $2^{132}$, which is too many to fit into the memory of modern computers.

Our experiments have been conducted on a 933 MHz Pentium III machine with 512M of memory, 256K cache, and running RedHat Linux 7.1. All our shortest path codes and the baseline code are written in C++, in the same style, and compiled with the gcc compiler using the -O6 optimization option. Our BFS code uses the same data structures as the MLB code.

\section{Problem Families}

We report data on seven problem families produced by three problem generators. Since we are interested in the efficiency of shortest path data structures, we restrict our study to sparse graphs, for which the data structure manipulation time is most apparent.

Our first generator, SPRAND, builds a Hamiltonian cycle and then adds arcs at random. The generator may produce parallel arcs but not self-loops. Arc lengths are chosen independently and uniformly from $[\ell, u]$. Vertex 0 is the source. If the number of arcs is large enough, SPRAND graphs are expanders and the average number of vertices in the priority queue during a shortest path computation is large.

We use SPRAND to generate two problem families, RAND-I and RAND-C. For both families, $\ell = 1$ and $m = 4n$. For RAND-I, $u = n$, and $n$ increases by a factor of two from one set of parameter values to the next one. We chose the initial value of $n$ large enough so that the running time is nonnegligible and the final value as large as possible subject to the constraint that all our codes run without paging. For RAND-C, $u = 2^{20}$, $u$ starts at 1 and then takes on integer multiples of four from 4 to 32. Up to $u = 20$, the minimal arc length $L$ in all test inputs is one. For $u = 24$, $L$ is greater than one for some inputs. For $u = 28$ and 32, $L$ is always greater than one. Note that the expected value of $C$ does not change for $u \geq 28$, and therefore the results for $u > 32$ would have been very similar to those for $u = 28$ and 32.
Our second generator SPGRID produces grid-like graphs. An \( x \times y \) grid graph contains \( x \cdot y \) vertices, \((i, j)\), for \( 0 \leq i < x \) and \( 0 \leq j < y \). A vertex \((i, j)\) is connected to the adjacent vertices in the same layer, \((i, j + 1 \mod y)\) and \((i, j - 1 \mod y)\). In addition, for \( i < x - 1 \), each vertex \((i, j)\) is connected to the vertex \((i + 1, j)\). Arc lengths are chosen independently and uniformly from \([\ell, u]\). Vertex 0 is the source. We use SPGRID to generate two problem families, LONG-I and LONG-C. Both families contain long grid graphs with \( y = 8 \) and \( x \) large. For these graphs, the average number of vertices in the priority queue is small.

The LONG-I and LONG-C problem families are similar to the RAND-I and RAND-C families. For the RAND-I, \( u = n \) and \( n \) increases by a factor of two from the value that yields a reasonable running time to the maximum value that does not cause paging. The LONG-C problem family uses the same values of \( u \) as the RAND-C problem family, and for the same reasons.

Our last problem generator is SPHARD. This generator produces problems aimed to be hard for MLB algorithms for certain values of \( k \) and \( \Delta \). Graphs produced by this generator consist of \( 2k + 1 \) vertex-disjoint paths, with the source connecting to the beginning of each path. (See Figure 1 for an example.) These paths have the same number of arcs, which can be adjusted to get a graph of the desired size. Path arcs have a length of \( \Delta \). The lengths of the source arcs are as follows. One arc has zero length. Out of the remaining arcs, \( k \) arcs have the following base-\( \Delta \) representation. For \( 1 \leq i \leq k \), the first \( i \) digits are \( \Delta - 1 \) and the remaining digits are 0. The last \( k \) arcs, for \( 1 \leq j \leq k \), have the first \( j - 1 \) digits \( \Delta - 1 \), the \( j \)-th digit 1, and the remaining digits 0. The graph also contains an extra vertex with no incoming arcs connected to every other vertex of the graph. The length of the arc connecting the vertex to the source is zero to make sure that the minimum arc length is zero. Lengths of the other arcs are all the same. These lengths can be zero (to force every vertex caliper to zero) or large (so that the calipers are determined by the other arcs).

Note that if the SPHARD generator with parameters \( k \) and \( \Delta \) produces an input, our adaptive codes may select different parameters. For \( D = \log \Delta \), a problem produced by SPRAND has \((k \cdot D)\)-bit lengths. These lengths determine parameters selected by the adaptive codes.
The three SPHARD problem families we study are HARD1, HARD0, and HARDEST-SQ. The first two problem families differ only in the length of the arcs which determine vertex calibers: the length is large for the first family and zero for the second. All problems in this family have approximately $2^{20}$ vertices, and the number of arcs is approximately the same in all problems. To create a problem in this family, we chose $k$ and $D$ such that $k \cdot D = 36$ and generate a problem which is hard for MB with $k$ levels and $\Delta = 2^D$. (We exclude $k = 1$ as always.) Each HARDEST-SQ problem also has approximately $2^{20}$ vertices. Problems in this family differ by the $k$ and $\Delta$ values. These values are selected so that both the generator and the adaptive codes use the same $k$ and $\Delta$ parameters.

6 Experimental Results

Previous work [4,18] suggests that MB2L performs well except on some problems with large arc lengths. Our experimental results confirm this, and suggest that the caliber heuristic, combined with adaptive selection of parameters, leads to a more robust code. Empty bucket scans cause bad performance of MB2L. For example, the data in Table 2 shows that MB2L performs similarly to SQ-A when $C$ is small, but the latter code is faster when $C$ is large. HARD1 and HARD0 problems (Table 3) show that in the worst case the difference is huge.

Next we compare performance of our MB and SQ codes. Data for HARD1 and HARD0 problems, given in Table 3, shows that the caliber heuristic can give significant savings in the number of operations or no savings at all. In the former case, SQ is much faster than MB. In the latter case, SQ is a little slower. Looking at the uniform arc length data, Tables 1 – 2, we see that the caliber heuristic provides significant improvement when the number of levels is large, as theoretical analysis predicts. This heuristic makes bucket structures with many levels more practical. In particular, it makes SQ practical.

<table>
<thead>
<tr>
<th>$n$ (=$C$)</th>
<th>3BF MB2L SQ2L MB2D SQ2D MB-A SQ-A</th>
<th>$n$ (=$C$)</th>
<th>3BF MB2L SQ2L MB2D SQ2D MB-A SQ-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>2$^t$ time</td>
<td>emp./sec. 6.15 1.55 1.56 3.86 2.26 1.88 1.63</td>
<td>2$^t$ time</td>
<td>emp./sec. 0.08 1.71 1.71 2.71 2.14 1.86 1.71</td>
</tr>
<tr>
<td>exp./n.</td>
<td>1.09 1.04 7.14 1.56 2.00 1.65</td>
<td>exp./n.</td>
<td>0.46 0.39 1.51 0.83 0.61 0.41</td>
</tr>
<tr>
<td>2$^t$ time</td>
<td>emp./sec. 0.30 1.73 1.64 4.15 2.26 1.93 1.73</td>
<td>2$^t$ time</td>
<td>emp./sec. 0.17 1.66 1.61 2.80 2.13 1.81 1.68</td>
</tr>
<tr>
<td>exp./n.</td>
<td>1.45 1.19 7.05 1.56 2.36 1.39</td>
<td>exp./n.</td>
<td>0.27 0.22 1.51 0.83 0.63 0.46</td>
</tr>
<tr>
<td>2$^t$ time</td>
<td>emp./sec. 8.62 1.68 1.63 4.41 2.31 1.89 1.71</td>
<td>2$^t$ time</td>
<td>emp./sec. 0.35 1.65 1.65 2.74 2.17 1.73 1.61</td>
</tr>
<tr>
<td>exp./n.</td>
<td>1.06 1.01 8.15 1.56 2.36 1.09</td>
<td>exp./n.</td>
<td>0.42 0.38 1.31 0.83 0.52 0.38</td>
</tr>
<tr>
<td>2$^t$ time</td>
<td>emp./sec. 1.30 1.83 1.78 4.64 2.35 1.74 1.69</td>
<td>2$^t$ time</td>
<td>emp./sec. 0.75 1.55 1.59 2.72 2.10 1.64 1.60</td>
</tr>
<tr>
<td>exp./n.</td>
<td>1.41 1.29 8.65 1.56 2.09 1.06</td>
<td>exp./n.</td>
<td>0.23 0.21 1.51 0.83 0.45 0.31</td>
</tr>
<tr>
<td>2$^t$ time</td>
<td>emp./sec. 2.90 1.83 1.77 4.73 2.29 2.00 1.78</td>
<td>2$^t$ time</td>
<td>emp./sec. 1.61 1.00 1.63 2.65 2.00 1.62 1.59</td>
</tr>
<tr>
<td>exp./n.</td>
<td>1.16 1.03 9.33 1.56 2.33 1.35</td>
<td>exp./n.</td>
<td>0.46 0.37 1.51 0.83 0.52 0.42</td>
</tr>
</tbody>
</table>

Table 1. RAND-I (left) and LONG-I (right) family data
Table 2. RAND-C (left) and LONG-C (right) family data

<table>
<thead>
<tr>
<th>Bits</th>
<th>BFS MI2L SQ2L MI2D SQ2D MLB-A SQ-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 time</td>
<td>2.97 1.39 1.35 1.39 1.36 1.38 1.39</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>exp.</td>
<td>0.48 0.48 0.48 0.48 0.48 0.48 0.48</td>
</tr>
<tr>
<td>4 time</td>
<td>2.99 1.74 1.59 1.70 1.63 1.47 1.42</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>exp.</td>
<td>1.04 1.06 1.04 1.06 1.04 0.42 0.30</td>
</tr>
<tr>
<td>4 time</td>
<td>3.03 1.61 1.69 2.80 1.96 1.79 1.70</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>exp.</td>
<td>1.26 1.05 3.51 1.49 1.26 1.07</td>
</tr>
<tr>
<td>12 time</td>
<td>3.00 1.86 1.63 3.41 2.07 1.85 1.74</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>0.01 0.01 0.01 0.01 0.01 0.01 0.01</td>
</tr>
<tr>
<td>exp.</td>
<td>1.36 1.13 5.86 1.36 1.35 1.12</td>
</tr>
<tr>
<td>16 time</td>
<td>3.00 1.84 1.74 3.91 2.16 1.95 1.71</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>0.14 0.07 0.08 0.00 0.12 0.04</td>
</tr>
<tr>
<td>exp.</td>
<td>1.37 1.16 7.14 1.56 2.04 1.09</td>
</tr>
<tr>
<td>20 time</td>
<td>2.99 1.82 1.75 4.52 2.27 1.89 1.71</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>1.84 0.56 0.57 0.00 1.35 0.02</td>
</tr>
<tr>
<td>exp.</td>
<td>1.37 1.16 8.97 1.56 2.11 1.04</td>
</tr>
<tr>
<td>24 time</td>
<td>2.99 2.08 1.80 4.36 2.30 2.11 1.70</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>1.83 1.32 0.93 0.00 6.12 0.03</td>
</tr>
<tr>
<td>exp.</td>
<td>1.33 1.13 9.21 1.56 2.99 1.12</td>
</tr>
<tr>
<td>28 time</td>
<td>2.92 2.59 1.85 5.22 2.37 2.13 1.75</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>5.33 1.35 0.95 0.00 11.72 0.04</td>
</tr>
<tr>
<td>exp.</td>
<td>1.33 1.13 9.23 1.56 2.79 1.00</td>
</tr>
<tr>
<td>32 time</td>
<td>2.98 2.49 1.85 6.11 2.36 2.15 1.74</td>
</tr>
<tr>
<td>emp. sec.</td>
<td>5.53 1.36 0.95 0.00 11.72 0.04</td>
</tr>
<tr>
<td>exp.</td>
<td>1.33 1.13 9.23 1.56 2.79 1.00</td>
</tr>
</tbody>
</table>

If the number of empty bucket examinations per vertex is moderate (e.g., ten), they are well-amortized by other operations on vertices and do not have a noticable effect on the running time. When the number of these operations reaches a hundred per vertex, they do have an effect. See e.g., Table 2. The same table shows that processing vertices during bucket expansion is more expensive. Processing one vertex influences the running time more than scanning a hundred empty buckets. These observations justify our choice of \( k \) and \( \Delta \) in our adaptive algorithms.

HARD0 problems (Table 3) illustrate that adaptive selection of \( k \) and \( \Delta \) is important from the worst-case point of view. (For 36-bit lengths used in HARD1 and HARD0 problems, our adaptive codes set \( k = 6 \).) As far as typical performance goes, our adaptive codes are never significantly slower, and sometimes significantly faster, than the corresponding non-adaptive codes. See e.g., Table 2.

7 Concluding Remarks

Our data suggests that the caliber heuristic makes the MLB algorithm with adaptive parameter selection practical. Even on the hardest problem we used, when input arc lengths fit into 32-bit words, the running time of SQ-A is always
Table 3. hard1 (left) and hard0 (center) and hard-sq (right) data

<table>
<thead>
<tr>
<th>k</th>
<th>BFS</th>
<th>MB</th>
<th>SQ</th>
<th>k</th>
<th>BFS</th>
<th>MB</th>
<th>SQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.63</td>
<td>1189.20</td>
<td>1.38</td>
<td>2</td>
<td>0.62</td>
<td>1190.67</td>
<td>1201.13</td>
</tr>
<tr>
<td>exp.</td>
<td>0.00</td>
<td>52428.94</td>
<td>0.40</td>
<td>emp.</td>
<td>0.00</td>
<td>52428.94</td>
<td>52428.94</td>
</tr>
<tr>
<td>3</td>
<td>0.63</td>
<td>10.66</td>
<td>1.39</td>
<td>3</td>
<td>0.62</td>
<td>9.48</td>
<td>9.39</td>
</tr>
<tr>
<td>exp.</td>
<td>1.14</td>
<td>170.14</td>
<td>0.15</td>
<td>exp.</td>
<td>1.14</td>
<td>170.14</td>
<td>170.14</td>
</tr>
<tr>
<td>4</td>
<td>0.62</td>
<td>2.68</td>
<td>1.44</td>
<td>4</td>
<td>0.63</td>
<td>2.67</td>
<td>2.82</td>
</tr>
<tr>
<td>exp.</td>
<td>1.56</td>
<td>170.44</td>
<td>0.11</td>
<td>exp.</td>
<td>1.56</td>
<td>170.44</td>
<td>170.44</td>
</tr>
<tr>
<td>6</td>
<td>0.63</td>
<td>2.25</td>
<td>1.53</td>
<td>6</td>
<td>0.62</td>
<td>2.25</td>
<td>2.45</td>
</tr>
<tr>
<td>exp.</td>
<td>2.46</td>
<td>24.31</td>
<td>0.08</td>
<td>exp.</td>
<td>2.46</td>
<td>24.31</td>
<td>24.31</td>
</tr>
<tr>
<td>9</td>
<td>0.63</td>
<td>2.87</td>
<td>1.60</td>
<td>9</td>
<td>0.62</td>
<td>2.87</td>
<td>3.08</td>
</tr>
<tr>
<td>exp.</td>
<td>3.89</td>
<td>6.37</td>
<td>0.05</td>
<td>exp.</td>
<td>3.89</td>
<td>6.37</td>
<td>6.37</td>
</tr>
<tr>
<td>12</td>
<td>0.63</td>
<td>3.70</td>
<td>1.66</td>
<td>12</td>
<td>0.62</td>
<td>3.72</td>
<td>3.93</td>
</tr>
<tr>
<td>exp.</td>
<td>5.36</td>
<td>3.12</td>
<td>0.04</td>
<td>exp.</td>
<td>5.36</td>
<td>3.12</td>
<td>3.12</td>
</tr>
<tr>
<td>18</td>
<td>0.63</td>
<td>5.86</td>
<td>1.82</td>
<td>18</td>
<td>0.63</td>
<td>5.96</td>
<td>6.05</td>
</tr>
<tr>
<td>exp.</td>
<td>8.32</td>
<td>1.41</td>
<td>0.03</td>
<td>exp.</td>
<td>8.32</td>
<td>1.41</td>
<td>1.41</td>
</tr>
<tr>
<td>36</td>
<td>0.63</td>
<td>16.32</td>
<td>2.32</td>
<td>36</td>
<td>0.63</td>
<td>16.24</td>
<td>16.45</td>
</tr>
<tr>
<td>exp.</td>
<td>17.75</td>
<td>0.49</td>
<td>0.01</td>
<td>exp.</td>
<td>17.75</td>
<td>17.75</td>
<td>17.75</td>
</tr>
</tbody>
</table>

The table shows the running time in seconds for different values of k. For k = 2, 3, 4, 6, 9, 12, 18, and 36, the table provides the BFS, MB, and SQ values.

within a factor of 2.5 of the running time of breadth-first search. We conjecture that for no input will this code run longer than the baseline code by more than a factor of three, given that the problem’s size is much bigger than the cache size but smaller than the memory size. On many real-life problems, this code will run within a factor of two of the baseline code.

We also experimented with a hot queue [5] version of our code. Although we do not give details due to the lack of space, this code performs better than SQ-A on bad-case problems and almost as well on typical problems.
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Abstract. Let $G$ be a weighted graph such that each vertex $v$ has a positive integer weight $\omega(v)$. A weighted coloring of $G$ is to assign a set of $\omega(v)$ colors to each vertex $v$ so that any two adjacent vertices receive disjoint sets of colors. This paper gives an efficient algorithm to find the minimum number of colors required for a weighted coloring of a given series-parallel graph $G$ in time $O(n\omega_{\max})$, where $n$ is the number of vertices and $\omega_{\max}$ is the maximum vertex-weight of $G$.

1 Introduction

A vertex-coloring of a graph is to color all the vertices so that any two adjacent vertices are colored with different colors. Let $G = (V, E)$ be a weighted graph such that each vertex $v \in V$ has a positive integer weight $\omega(v)$, and let $C$ be a set of colors. A weighted coloring $\Gamma : V \rightarrow 2^C$ of $G$ is to assign a subset $\Gamma(v)$ of $C$ to each vertex $v \in V$ so that $|\Gamma(v)| = \omega(v)$ and $\Gamma(u) \cap \Gamma(w) = \emptyset$ for any adjacent vertices $u, w \in V$. Thus the ordinary vertex-coloring is merely a weighted coloring for the case $\omega(v) = 1$ for every vertex $v$. The weighted chromatic number $\chi_{\omega}(G)$ of $G$ is the minimum number of colors required for a weighted coloring of $G$, that is,

$$\chi_{\omega}(G) = \min \{|C| : C \text{ is a set of colors, and}$$

there is a weighted coloring $\Gamma : V \rightarrow 2^C\}.$$

The weighted coloring problem is to compute the weighted chromatic number $\chi_{\omega}(G)$ of a given graph $G$. Figure 1(a) depicts a weighted graph $G$ with $\chi_{\omega}(G) = 6$, and Figure 1(b) illustrates a weighted coloring of $G$ with six colors $c_1, c_2, \ldots, c_6$.

The weighted coloring problem has a natural application in scheduling theory [6]. Consider a set $V$ of jobs such that each job $v \in V$ needs a total of $\omega(v)$ units of time to be finished and there are several pairs of jobs which cannot be executed simultaneously. This problem can be modeled by a graph $G$ in which a vertex corresponds to a job and an edge corresponds to a pair of jobs which cannot be executed simultaneously. A weighted coloring of $G$ corresponds to a preemptive schedule; if vertex $v$ receives $\omega(v)$ colors, say $c_{\omega(v)}, c_{\omega(v)+1}, \ldots, c_{\omega(v)+\omega(v)-1}$, then

job \( v \) is executed in the \( i_1 \), \( i_2 \), \ldots, and \( i_{w(v)} \) time slots, total in \( w(v) \) time slots. The goal is to find a preemptive schedule of the minimum completion time of all jobs. Clearly, the minimum completion time is equal to the weighted chromatic number \( \chi_w(G) \) of \( G \).

Since the vertex-coloring problem is NP-hard, the weighted coloring problem is of course NP-hard and hence it is very unlikely that the weighted coloring problem can be efficiently solved for general graphs. However, there may exist a polynomial-time algorithm to solve the weighted coloring problem for a restricted class of graphs. Indeed, the problem can be solved for trees in time \( O(n) \) \([2,5]\), for triangulated graphs in time \( O(n^2) \) \([2,5]\), and for perfect graphs in time \( O(mn) \) \([5]\), where \( m \) is the number of edges and \( n \) is the number of vertices of a given graph \( G \).

In this paper we consider another class of graphs, called “series-parallel graphs.” A series-parallel graph can be constructed from single-edge graphs by repeatedly applying series and parallel connections; the formal definition will be given in the succeeding section. (See Figs. 2 and 3.) A series-parallel graph often appears as a constraint graph of scheduling. It is thus expected to obtain an efficient algorithm to solve the weighted coloring problem for series-parallel graphs. Takamizawa et al. gave a general method to design dynamic programming algorithms for solving in linear time many combinatorial problems on series-parallel graphs, including the vertex-coloring problem \([7]\). However, an algorithm directly derived from the general method takes time \( O(n^2 \chi_w(G)^{2\omega_{\text{max}}}) = O(n^3 \omega_{\text{max}}^{2\omega_{\text{max}}}) \) to solve the weighted coloring problem for series-parallel graphs \( G \), where \( \omega_{\text{max}} \) is the maximum vertex weight, that is, \( \omega_{\text{max}} = \max_{v \in V} w(v) \). Note that \( \chi_w(G) \leq 3\omega_{\text{max}} \) since any series-parallel graph \( G \) has a vertex coloring with at most three colors. The algorithm thus does not run in time polynomial in \( n \) and \( \omega_{\text{max}} \).

In this paper we give an algorithm to solve the weighted coloring algorithm for series-parallel graphs \( G = (V,E) \) in time \( O(n\omega_{\text{max}}) \). Thus the algorithm is much faster than the straightforward algorithm, and takes linear time if \( O(\omega_{\text{max}}) \) is bounded. It should be noted that a representation of a weighted coloring of \( G \) requires space \( O(\sum_{v \in V} w(v)) \).
The paper is organized as follows. Section 2 includes basic definitions and notations. Section 3 gives a simple algorithm to compute \( \chi_w(G) \) of a given series-parallel graph \( G \) in time \( O(n\omega_{max}) \). Section 4 improves the time-complexity to \( O(n\omega_{max}) \).

2 Terminology and Definitions

In this section we present some definitions and easy observations. We denote by \( G = (V,E) \) a graph with vertex set \( V \) and edge set \( E \). A \textit{(two-terminal) series-parallel graph} is defined recursively as follows [7,9]:

1. A graph \( G \) of a single edge is a series-parallel graph. The ends \( v_s \) and \( v_t \) of the edge are called the \textit{terminals} of \( G \) and denoted by \( v_s(G) \) and \( v_t(G) \).
2. Let \( G_1 \) be a series-parallel graph with terminals \( v_s(G_1) \) and \( v_t(G_1) \), and let \( G_2 \) be a series-parallel graph with terminals \( v_s(G_2) \) and \( v_t(G_2) \).
   (a) A graph \( G \) obtained from \( G_1 \) and \( G_2 \) by identifying vertex \( v_s(G_1) \) with vertex \( v_s(G_2) \) is a series-parallel graph whose terminals are \( v_s(G) = v_s(G_1) \) and \( v_t(G) = v_t(G_2) \). Such a connection is called a \textit{series connection}, and \( G \) is denoted by \( G = G_1 \bullet G_2 \). (See Fig. 2(a).)
   (b) A graph \( G \) obtained from \( G_1 \) and \( G_2 \) by identifying \( v_t(G_1) \) with \( v_s(G_2) \) and \( v_t(G_1) \) with \( v_t(G_2) \) is a series-parallel graph whose terminals are \( v_s(G) = v_s(G_1) = v_s(G_2) \) and \( v_t(G) = v_t(G_1) = v_t(G_2) \). Such a connection is called a \textit{parallel connection}, and \( G \) is denoted by \( G = G_1 \parallel G_2 \). (See Fig. 2(b).)

The terminals \( v_s(G) \) and \( v_t(G) \) of \( G \) are often denoted simply by \( v_s \) and \( v_t \). A series-parallel graph \( G \) can be represented by a “binary decomposition tree” [7]. Figure 3 illustrates a series-parallel graph \( G \) and its binary decomposition tree \( T_b \). Labels \( s \) and \( p \) attached to internal nodes in \( T_b \) indicate series and parallel connections, respectively. Nodes labeled \( s \) and \( p \) are called \( s \)- and \( p \)-\textit{nodes}, respectively. Every leaf of \( T_b \) represents a subgraph of \( G \) induced by an edge. An edge joining vertices \( u \) and \( v \) is denoted by \( (u,v) \). A node \( u \) of tree \( T_b \) corresponds to a subgraph \( G_u \) of \( G \) induced by all edges represented by the leaves that are

![Fig. 2. Series and parallel connections](image-url)

(a) Series connection

(b) Parallel connection
Fig. 3. (a) A series-parallel graph $G$ and (b) its binary decomposition tree $T_b$.

descendants of $u$ in $T_b$. Thus $G = G_r$ for the root $r$ of $T_b$. One can find a binary
decomposition tree of a given series-parallel graph in linear time [7]. Since we deal
with the weighted (vertex-)coloring, we may assume without loss of generality
that $G$ is a simple graph, that is, $G$ has no multiple edges.

Let $C$ be a set of colors, and let $G = (V, E)$ be a weighted graph such
that each vertex $v \in V$ has a positive integer weight $\omega(v)$. A weighted coloring
$\Gamma : V \rightarrow 2^C$ of $G$ is to assign a subset $\Gamma(v)$ of $C$ to each vertex $v \in V$ so
that $|\Gamma(v)| = \omega(v)$ and $\Gamma(u) \cap \Gamma(w) = \emptyset$ for any adjacent vertices $u, w \in V$.
The weighted chromatic number $\chi_w(G)$ of a graph $G$ is the minimum number
of colors required by a weighted coloring of $G$. The number of colors used by a
weighted coloring $\Gamma$ is denoted by $\#\Gamma$.

A graph $G = (V, E)$ is defined to be a $k$-tree if it is a complete graph of $k$
vertices or it has a vertex $v \in V$ of degree $k$ whose neighbors induce a clique
of size $k$ and the graph $G - \{v\}$ obtained from $G$ by deleting the vertex $v$ and
all edges incident to $v$ is again a $k$-tree. A graph is defined to be a partial $k$-
tree if it is a subgraph of a $k$-tree [1,3,4,8]. A series-parallel simple graph is a
partial 2-tree.

One can observe that a weighted coloring of a graph $G = (V, E)$ is an ordinary
vertex-coloring of a new graph $G_{\omega}$, defined as follows. Replace each vertex $v \in V$
with a complete graph $K_{\omega(v)}$ having $\omega(v)$ vertices, join each vertex of $K_{\omega(v)}$
to all vertices in $K_{\omega(w)}$ for each edge $(v, w) \in E$, and let $G_{\omega}$ be the resulting graph. (See
Fig. 4.) Then a weighted coloring of $G$ induces an ordinary vertex-coloring of $G_{\omega}$,
and vice versa. Thus the weighted coloring problem for $G$ can be reduced to the
vertex-coloring problem for $G_{\omega}$. Since $G_{\omega}$ has $\sum_{v \in V} \omega(v) (\leq n \omega_{\text{max}})$ vertices and
$O((n + m)\omega_{\text{max}}^2)$ edges, the reduction takes time $O((n + m)\omega_{\text{max}}^2)$, where $n = |V|$ and $m = |E|$. Unfortunately, $G_{\omega}$ is no more a series-parallel graph even if $G$ is
a series-parallel graph. Thus one cannot solve the weighted coloring problem for
a series-parallel graph $G$ by applying a linear-time vertex-coloring algorithm for
series-parallel graphs in [7] to $G_{\omega}$. However, $G_{\omega}$ is a partial $3\omega_{\text{max}}$-tree if $G$ is a
series-parallel graph and hence $G$ is a partial 2-tree. The vertex-coloring problem
can be solved for partial $k$-trees in time $O(n(k + 1)^{2(k+1)})$ [1,4]. Thus one can
solve the weighted coloring problem for a series-parallel graph \( G \) by applying the vertex-coloring algorithm to \( G_\omega \), but it takes time \( O((\sum_{u \in V} \omega(u))(3\omega_{\text{max}} + 1)^{2(3\omega_{\text{max}} + 1)}) = O(n(3\omega_{\text{max}} + 1)^{6\omega_{\text{max}} + 3}) \), which is not polynomial in \( \omega_{\text{max}} \). Our \( O(n\omega_{\text{max}}) \) algorithm is much faster than this algorithm.

3 Simple Algorithm

In this section we present a simple algorithm to solve the weighted coloring problem for series-parallel graphs \( G \) in time \( O(n\omega_{\text{max}}^3) \). The algorithm runs in time polynomial in \( n \) and \( \omega_{\text{max}} \). In the remainder of the paper a weighted coloring is simply called a coloring. We say that a coloring \( \Gamma \) of \( G \) is optimal if \( \# \Gamma = \chi_\omega(G) \).

It is easy to observe that \( \chi_\omega(G) = \max\{\chi_\omega(G_1), \chi_\omega(G_2)\} \) when \( G = G_1 \cdot G_2 \). One can thus immediately compute \( \chi_\omega(G) \) from \( \chi_\omega(G_1) \) and \( \chi_\omega(G_2) \) when \( G = G_1 \cdot G_2 \). However, this is not the case when \( G = G_1 \parallel G_2 \). For example, the graph depicted in Fig. 1(a) is obtained from the graphs \( G_1 \) and \( G_2 \) depicted in Fig. 5 by a parallel connection, that is, \( G = G_1 \parallel G_2 \). But \( \chi_\omega(G_1) = 5 \), \( \chi_\omega(G_2) = 4 \), \( \chi_\omega(G) = 6 \) and hence \( \max\{\chi_\omega(G_1), \chi_\omega(G_2)\} < \chi_\omega(G) \). Thus \( \chi_\omega(G) \) cannot be computed directly from \( \chi_\omega(G_1) \) and \( \chi_\omega(G_2) \) when \( G = G_1 \parallel G_2 \).

Our main idea is to introduce new invariants \( \chi_\omega(G, i) \) for nonnegative integers \( i \), and to compute the set of invariants \( \chi_\omega(G, i) \) from the counterparts of \( G_1 \) and \( G_2 \). The number of colors assigned to both \( v_s \) and \( v_t \) by a coloring \( \Gamma \) is denoted by \( r(\Gamma) \), that is, \( r(\Gamma) = |\Gamma(v_s) \cap \Gamma(v_t)| \). Then \( \chi_\omega(G, i) \) is defined to be the minimum number of colors used by a coloring of \( G \) that assigns exactly \( i \) common colors to both \( v_s \) and \( v_t \), that is,

\[
\chi_\omega(G, i) = \begin{cases} 
\min\{\#\Gamma | \Gamma \text{ is a coloring of } G \text{ with } r(\Gamma) = i\} & \text{if } G \text{ has such a coloring;} \\
\infty & \text{otherwise.}
\end{cases}
\]

Clearly \( \chi_\omega(G, 0) \neq \infty \), because a trivial coloring \( \Gamma \), assigning all vertices pairwise disjoint color sets, satisfies \( r(\Gamma) = 0 \). Let \( \delta_\omega(G) = \min\{\omega(v_s), \omega(v_t)\} \), then any
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\[ \chi_\omega(G) = \max \{ \chi_\omega(G, i) \mid 0 \leq i \leq \delta_\omega(G) \} \]

For the graph \( G \) depicted in Fig. 1(a), \( \chi_\omega(G, 0) = 6, \chi_\omega(G, 1) = 6, \chi_\omega(G, 2) = 7, \)
\( \chi_\omega(G, i) = \infty \) for any integer \( i > \delta_\omega(G) = 2 \), and hence \( \chi_\omega(G) = 6 \). We say that \( \Gamma \) is a coloring of \( G \) if \( \chi_\omega(G, i) \) is an \( i \)-coloring if \( r(\Gamma) = i \), and that \( \Gamma \) is an \( i \)-optimal coloring of \( G \) if \( r(\Gamma) = i \) and \( \#(\Gamma) = \chi_\omega(G, i) \).

We will show in Lemmas 1 and 2 that the set of all values \( \chi_\omega(G, i), 0 \leq i \leq \delta_\omega(G) \), can be computed from the counterparts of \( G_1 \) and \( G_2 \) when \( G = G_1 \parallel G_2 \) or \( G = G_1 \bullet G_2 \).

Consider first the case where \( G = G_1 \parallel G_2 \). We show that the value \( \chi_\omega(G, i) \) can be directly computed from the two values \( \chi_\omega(G_1, i) \) and \( \chi_\omega(G_2, i) \) in this case although \( \chi_\omega(G) \) cannot be computed from \( \chi_\omega(G_1) \) and \( \chi_\omega(G_2) \). Suppose that \( G \) has an \( i \)-optimal coloring \( \Gamma \) for an integer \( i, 0 \leq i \leq \delta_\omega(G) \). Let \( \Gamma_1 = \Gamma|G_1 \) be the restriction of \( \Gamma \) to \( G_1 \), that is, \( \Gamma_1(v) = \Gamma(v) \) for each vertex \( v \) in \( G_1 \). Let \( \Gamma_2 = \Gamma|G_2 \) be the restriction of \( \Gamma \) to \( G_2 \), that is, \( \Gamma_2(v) = \Gamma(v) \) for each vertex \( v \) in \( G_2 \). Then \( \Gamma_1 \) and \( \Gamma_2 \) are \( i \)-colorings of \( G_1 \) and \( G_2 \), respectively, and hence

\[ \chi_\omega(G, i) = \#\Gamma \]

\[ \geq \max \{ \#\Gamma_1, \#\Gamma_2 \} \]

\[ \geq \max \{ \chi_\omega(G_1, i), \chi_\omega(G_2, i) \} \].

Suppose conversely that \( G_1 \) and \( G_2 \) have \( i \)-optimal colorings \( \Gamma_1 \) and \( \Gamma_2 \), respectively. Then one can easily construct an \( i \)-coloring \( \Gamma \) of \( G \) with \( \#\Gamma = \max \{ \#\Gamma_1, \#\Gamma_2 \} \) from \( \Gamma_1 \) and \( \Gamma_2 \) by combining \( \Gamma_1 \) and \( \Gamma_2 \) and renaming some colors in \( G_1 \) or \( G_2 \), and hence

\[ \chi_\omega(G_1, i) = \#\Gamma \]

\[ = \max \{ \#\Gamma_1, \#\Gamma_2 \} \]

\[ = \max \{ \chi_\omega(G_1, i), \chi_\omega(G_2, i) \} \].

We thus have the following lemma.

**Lemma 1.** Let \( G = G_1 \parallel G_2 \), then for every \( i, 0 \leq i \leq \delta_\omega(G) \),

\[ \chi_\omega(G, i) = \max \{ \chi_\omega(G_1, i), \chi_\omega(G_2, i) \} \].
Thus it is rather easy to compute \( \chi_\omega(G, i) \) from \( \chi_\omega(G_1, i) \) and \( \chi_\omega(G_2, i) \) when \( G = G_1 \parallel G_2 \). However, it is difficult to do so when \( G = G_1 \bullet G_2 \). For example, the graph \( G_1 \) in Fig. 5(a) is obtained from the graphs \( G_1' \) and \( G_1'' \) in Fig. 6 by a series connection, that is, \( G_1 = G_1' \bullet G_1'' \), but \( \chi_\omega(G_1, 0) = 5 \), \( \chi_\omega(G_1', 0) = 7 \), \( \chi_\omega(G_1'', 0) = 5 \), and hence \( \chi_\omega(G_1, 0) < \max\{\chi_\omega(G_1', 0), \chi_\omega(G_1'', 0)\} \).

Although one cannot compute the value \( \chi_\omega(G_1, i) \), \( 0 \leq i \leq \delta_\omega(G) \), directly from the two values \( \chi_\omega(G_1, i) \) and \( \chi_\omega(G_2, i) \) for the same integer \( i \) when \( G = G_1 \bullet G_2 \), we claim that the value \( \chi_\omega(G, i) \) can be computed from the following two sets of values:

\[
\{ \chi_\omega(G_1, i_1) \mid 0 \leq i_1 \leq \delta_\omega(G_1) \} \\
and \\
\{ \chi_\omega(G_2, i_2) \mid 0 \leq i_2 \leq \delta_\omega(G_2) \}
\]

Let \( 0 \leq i \leq \delta_\omega(G) \), \( 0 \leq i_1 \leq \delta_\omega(G_1) \) and \( 0 \leq i_2 \leq \delta_\omega(G_2) \), and let \( \Gamma \) be an \( i \)-optimal coloring of \( G = G_1 \bullet G_2 \) such that \( \Gamma_1 = \Gamma|G_1 \) is an \( i_1 \)-coloring of \( G_1 \) and \( \Gamma_2 = \Gamma|G_2 \) is an \( i_2 \)-coloring of \( G_2 \). Then, although we omit the proof in this extended abstract, we have

\[
l(i_1, i_2) \leq i \leq h(i_1, i_2)
\]

and

\[
\alpha(i, i_1, i_2) \leq \#\Gamma
\]

where

\[
l(i_1, i_2) = \max\{0, i_1 + i_2 - \omega(v)\},
\]

\[
v = u_1(G_1) = u_2(G_2), \text{ (see Fig. 2(a))}
\]

\[
h(i_1, i_2) = \min\{\delta_\omega(G), \omega(v) - i_1 + i_2, \omega(v) - i_2 + i_1\}, \text{ and}
\]

\[
\alpha(i, i_1, i_2) = \max\{\chi_\omega(G_1, i_1), \chi_\omega(G_2, i_2), \omega(v_1) + \omega(v_2) - i,
\]

\[
\omega(v) + i + \omega(v) - i_1 - i_2\}.
\]

Thus \( l(i_1, i_2) \) is a lower bound on \( i \), \( h(i_1, i_2) \) is an upper bound on \( i \), and \( \alpha(i, i_1, i_2) \) is a lower bound on \( \#\Gamma \). Conversely, we can prove that \( G \) indeed has an \( i \)-coloring \( \Gamma \) for which Eq. (2) holds in equality, that is,

\[
\#\Gamma = \alpha(i, i_1, i_2)
\]

\[\text{Fig. 6. Series-parallel graphs (a) } G_1' \text{ and (b) } G_1''\]
whenever \( i, i_1 \) and \( i_2 \) satisfy Eq. (1) and \( G_1 \) and \( G_2 \) have \( i_1 \)-optimal and \( i_2 \)-optimal colorings, respectively. We thus have the following lemma.

**Lemma 2.** Let \( G = G_1 \ast G_2 \), then for every \( i, 0 \leq i \leq \delta_c(G) \),

\[
\chi_w(G, i) = \min\{\alpha(i, i_1, i_2) \mid l(i_1, i_2) = i \leq h(i_1, i_2),
\]

\[
0 \leq i_1 \leq \delta_c(G_1), 0 \leq i_2 \leq \delta_c(G_2) \}.
\]

By Lemmas 1 and 2 we obtain the following straightforward algorithm to compute \( \chi_w(G) \) for a series-parallel graph \( G \). Let \( T_b \) be a binary decomposition tree of \( G \), and let \( u \) be a node in \( T_b \), and let \( G_u \) be the subgraph of \( G \) corresponding to the subtree of \( T_b \) rooted at \( u \). (See Fig. 3.) Then the following procedure Color(\( G_u \)) computes the values \( \chi_w(G_u, i) \) for all integers \( i, 0 \leq i \leq \delta_c(G_u) \). Since \( G = G_r \) for the root \( r \) of \( T_b \), we call procedure Color(\( G_r \)) to compute the values \( \chi_w(G, i) \) for \( i, 0 \leq i \leq \delta_c(G) \). From them one can easily compute the weighted chromatic number \( \chi_w(G) = \min\{\chi_w(G, i) \mid 0 \leq i \leq \delta_c(G)\} \).

1. **Procedure** Color(\( G_u \));
   2. \{ \( G_u \) is the subgraph of \( G \) corresponding to node \( u \) of \( T_b \) \}
   3. begin
   4. if \( u \) is a leaf node then begin
   5. let \( v_u \) and \( v_l \) be the ends of the edge in \( G_u \);
   6. \( \delta_c(G_u) := \min\{\omega(v_u), \omega(v_l)\} \};
   7. \( \chi_w(G_u, 0) := \omega(v_u) + \omega(v_l) \}
   8. end
   9. else if \( u \) is a p-node of \( T_b \) then begin
   10. let \( v_1 \) and \( v_2 \) be the children of node \( u \) in \( T_b \);
   11. Color(\( G_{v_1} \); Color(\( G_{v_2} \);
   12. compute \( \delta_c(G_u) \) and all \( \chi_w(G_u, i) \) by using Lemma 1
   13. end
   14. else begin
   15. let \( v_1 \) and \( v_2 \) be the children of node \( u \) in \( T_b \);
   16. Color(\( G_{v_1} \); Color(\( G_{v_2} \);
   17. compute \( \delta_c(G_u) \) and all \( \chi_w(G_u, i) \) by using Lemma 2
   18. end end:

The variables \( i, i_1 \) and \( i_2 \) range from 0 to at most \( \omega_{\max} \), where \( \omega_{\max} = \max\{\omega(v) \mid v \in V\} \). Therefore Lines 11 and 16 in the algorithm above can be done in time \( O(\omega_{\max}^3) \). Since \( G = (V, E) \) is a series-parallel simple graph, \( |E| \leq 2n - 3 \) [7]. Therefore \( T_b \) contains \( 2n - 3 \) leaves and hence \( 4n - 7 \) nodes in total. Consequently the recursive calls occur at most \( 4n - 7 \) times during the execution of Color(\( G_r \)). Thus the total running time of the algorithm is \( O(n^{\omega_{\max}^3}) \).
4 Efficient Algorithm

In Section 3 we have shown that $\chi_\omega(G, i)$ for all $i$ and hence $\chi_\omega(G)$ can be computed in time $O(n\omega_{\text{max}}^3)$. In this section we improve the time complexity to $O(n\omega_{\text{max}})$, that is, we give an algorithm to compute the weighted chromatic number $\chi_\omega(G)$ of a series-parallel graph $G$ in time $O(n\omega_{\text{max}})$.

The first idea behind the efficient algorithm is to observe that $\chi_\omega(G, i)$ is a convex and “unit-staircase” function with respect to $i$, as illustrated in Fig. 7. That is, the following two lemmas hold.

Lemma 3. Let $G$ be a series-parallel graph. If $(v_i, v_j) \notin E$ and $0 \leq i < \delta_\omega(G)$, then $|\chi_\omega(G, i) - \chi_\omega(G, i + 1)| \leq 1$.

Lemma 4. Let $G$ be a series-parallel graph, and let $i$, $l$ and $h$ be any integers such that $l \leq i \leq h$. Then $\chi_\omega(G, i) \leq \max\{\chi_\omega(G, l), \chi_\omega(G, h)\}$.

By Lemma 4 $\chi_\omega(G, i)$ is a convex function. One can therefore consider a kind of inverse functions of $\chi_\omega(G, i)$, which are denoted by $i_{\text{min}}(G, j)$ and $i_{\text{max}}(G, j)$ and defined for an integer $j$ as follows:

$$i_{\text{min}}(G, j) = \begin{cases} \min\{i \mid \chi_\omega(G, i) \leq j\} & \text{if } j \geq \chi_\omega(G); \\ +\infty & \text{otherwise}, \end{cases}$$

and

$$i_{\text{max}}(G, j) = \begin{cases} \max\{i \mid \chi_\omega(G, i) \leq j\} & \text{if } j \geq \chi_\omega(G); \\ -\infty & \text{otherwise}. \end{cases}$$

Then $\chi_\omega(G, i) \leq j$ if and only if $i_{\text{min}}(G, j) \leq i \leq i_{\text{max}}(G, j)$. See Fig. 7.

The second idea behind the efficient algorithm is to recursively compute $\chi_\omega(G)$ by using $i_{\text{min}}(G, j)$ and $i_{\text{max}}(G, j)$ in place of $\chi_\omega(G, i)$. By Lemma 3, if $\chi_\omega(G, i) \neq -\infty$, then $\chi_\omega(G, i) \leq \chi_\omega(G) + \delta_\omega(G)$. It therefore suffices to compute $i_{\text{min}}(G, j)$ and $i_{\text{max}}(G, j)$ only for all $j$ such that $\chi_\omega(G) \leq j \leq \chi_\omega(G) + \delta_\omega(G)$. Define a min-max triple set $T(G)$ as follows:

$$T(G) = \{(j, i_{\text{min}}(G, j), i_{\text{max}}(G, j)) \mid \chi_\omega(G) \leq j \leq \chi_\omega(G) + \delta_\omega(G)\}.$$

![Fig. 7. Illustration for functions $\chi_\omega(G, i)$, $i_{\text{min}}(G, j)$ and $i_{\text{max}}(G, j)$](image-url)
Then one can compute $\chi_{\omega}(G)$ from $T(G)$ in $O(\delta_{\omega}(G))$ time since

$$\chi_{\omega}(G) = \min\{j \mid (j, \iota_{\min}(G, j), \iota_{\max}(G, j)) \in T(G)\}.$$ 

The third idea is to notice that $T(G)$ can be computed directly from $T(G_1)$ and $T(G_2)$ when $G = G_1 \parallel G_2$ or $G = G_1 \cdot G_2$. When one computes $T(G)$ from $T(G_1)$ and $T(G_2)$, one needs to know $\chi_{\omega}(G)$ since $j$ ranges from $\chi_{\omega}(G)$ to $\chi_{\omega}(G) + \delta_{\omega}(G)$. One can indeed compute $T(G)$ and $\chi_{\omega}(G)$ from $T(G_1)$ and $T(G_2)$ as shown in the following Lemmas 5 and 6 for the cases $G = G_1 \parallel G_2$ and $G = G_1 \cdot G_2$, respectively.

**Lemma 5.** Let $G = G_1 \parallel G_2$ and $j \geq \chi_{\omega}(G)$, then the following (a), (b) and (c) hold:

(a) $\chi_{\omega}(G) = \min\{x \geq b_2 \mid \iota_{\min}(G_1, x) \geq \iota_{\min}(G_2, x), \iota_{\max}(G_2, x) \geq \iota_{\min}(G_1, x)\}$,

where $b_2 = \max\{\chi_{\omega}(G_1), \chi_{\omega}(G_2)\}$ is a trivial lower bound on $\chi_{\omega}(G)$;

(b) $\iota_{\min}(G, j) = \max\{\iota_{\min}(G_1, j), \iota_{\min}(G_2, j)\}$; and

(c) $\iota_{\max}(G, j) = \min\{\iota_{\max}(G_1, j), \iota_{\max}(G_2, j)\}$.

**Lemma 6.** Let $G = G_1 \cdot G_2$, $v = v_t(G_1) = v_s(G_2)$, and $j \geq \chi_{\omega}(G)$, then the following (a), (b) and (c) hold:

(a) $\chi_{\omega}(G) = \max\{\chi_{\omega}(G_1), \chi_{\omega}(G_2)\}$;

(b) $\iota_{\min}(G, j) = \max\{0, \omega(v_s) + \omega(v_t) - j, \omega(v_s) + \omega(v_t) - j + \omega(v) - \iota_{\max}(G_1, j) - \iota_{\max}(G_2, j)\}$;

and

(c) $\iota_{\max}(G, j) = \min\{\delta_{\omega}(G), \omega(v_s) - \iota_{\min}(G_1, j) + \iota_{\max}(G_2, j), \omega(v_t) - \iota_{\min}(G_2, j) + \iota_{\max}(G_1, j)\}$.

From these lemmas we have the following lemma.

**Lemma 7.** When $G = G_1 \cdot G_2$ or $G = G_1 \parallel G_2$, one can compute $T(G)$ from $T(G_1)$ and $T(G_2)$ in time $O(\omega_{\max})$.

From the lemmas above we can obtain the following theorem.

**Theorem.** The weighted chromatic number $\chi_{\omega}(G)$ of a series-parallel graph $G$ can be computed in $O(n\omega_{\max})$ time.

It is easy to modify our algorithm so that it not only computes $\chi_{\omega}(G)$ but also actually finds an optimal coloring of $G$ using $\chi_{\omega}(G)$ colors.
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Abstract. This paper analyzes the performance of the Go with the Winners algorithm (GWTW) of Aldous and Vazirani [1] on random instances of the clique problem. In particular, we consider the uniform distribution on the set of all graphs with \( n \in \mathbb{N} \) vertices. We prove a lower bound of \( n R(\log n) \) and a matching upper bound on the time needed by GWTW to find a clique of size \( (1 + \epsilon) \log n \) (for any constant \( \epsilon > 0 \)). We extend the lower bound result to other distributions, under which graphs are guaranteed to have large cliques.

1 Introduction

A clique of size \( k \) in a graph \( G = (V,E) \) is a complete subgraph on \( k \) vertices, i.e., a set \( C \subseteq V \) of \( k \) vertices, such that every pair of vertices in \( C \) is connected by an edge. The clique problem is that of deciding if a graph \( G \) contains a clique of size \( k \), given \( G \) and \( k \). In the construction version of the problem, the task is to find a clique of size \( k \).

The clique problem is one of Karp’s original NP-complete problems [15]. More recently, there has been a sequence of results culminating in [9,24], which show that it is hard to find even an approximate solution. The best known positive result is the algorithm by Boppana and Halldörsson [6].

In addition to being one of the classical problems in theoretical computer science, the clique problem can be used as an abstract model for problems of practical interest – either directly or via its close relationship to the graph coloring problem. Examples include pattern matching, printed circuit board testing, scheduling and assignment of resources, such as radio frequencies or CPU registers (cf. [13] for references and details).

In light of the negative worst-case results, we focus our attention on the average case. We consider the Erdős-Rényi random graph model \( G(n,p) \) (\( 0 \leq p \leq 1 \)) over graph instances containing \( n \) vertices. A graph \( G \) may be drawn from this distribution by inserting each of the \( \binom{n}{2} \) possible edges into \( G \) independently with probability \( p \). The analysis in this paper considers the case \( p = 1/2 \), i.e., the uniform distribution. However, it is straightforward to generalize the results for a broad range of values of \( p \). For graphs generated from the uniform distribution, with high probability, the largest clique has size \( 2 \log_2 n - O(\log \log n) \) [5,18].
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Clique of size up to \((1 - \epsilon) \log_2 n\) (for any \(\epsilon > 0\)) can be found in linear time by a simple greedy algorithm [11].

In contrast, it is a long-standing open problem to determine if even slightly larger cliques \(\left(1 + \epsilon\right) \log n\) can be found in polynomial time. Karp [16] first issued the challenge of finding such an algorithm 25 years ago. Proving that no such algorithm can be found would appear to require new techniques in complexity theory. Lacking general results, it is natural to analyze the performance of concrete algorithms. No positive results are known. A small number of authors analyze concrete algorithms for the clique problem and prove negative results about their ability to find large cliques in different types of random graphs [11,12,20]. Most notably, Jerrum [12] demonstrates the existence of an initial state from which the Metropolis algorithm, a fixed-temperature variant of simulated annealing, cannot find a clique of size \((1 + \epsilon) \log_2 n\) for any constant \(\epsilon > 0\) in expected polynomial time.

In this paper, we analyze GWTW algorithms [1]. GWTW is a class of randomized optimization algorithms. It was first introduced and analyzed in [1]. GWTW algorithms can be viewed as an abstraction of certain genetic algorithms, which use mutation and reproduction rules. Dimitriou and Impagliazzo [7,8] apply a modified version of GWTW to the graph bisection problem on random graphs. Peinado and Lengauer analyze parallel [22] and random generation [23] versions of GWTW.

Our results are threefold. Let \(0 < \epsilon < 1\). We prove that the probability that the GWTW algorithm finds a clique of size \(\left[\left(1 + \epsilon\right) \log n\right]\) does not exceed \(T/n^{O(\log n)}\), on almost every graph \(G \in \mathcal{G}(n, 1/2)\), where \(T\) is the running time of the algorithm. Thus, unless the running time is set to be superpolynomial \((n^{O(n)}\), GWTW is unlikely to find a large clique. Our second result is a matching upper bound. We show that GWTW will find a clique of size \(\left[\left(1 + \epsilon\right) \log n\right]\) in time \(n^{O(\log n)}\). Our third result extends the lower bound to the uniform distribution over the set of graphs, which contain a clique of size \(\left[\log n\right]\), where \(\beta < 1/2\). Distinctions of this type have been studied by several authors in connection with different algorithms [2,12].

A standard way to boost the success probability of a Monte Carlo algorithm is to run it many times with independent random bits. In many applications, the Monte Carlo algorithm is a randomized approximation algorithm for some hard combinatorial optimization problem and a ‘success’ is the event that the algorithm finds a solution of a given quality.

The GWTW algorithm introduces interactions among different runs which are amenable to rigorous analysis. The idea is to monitor the progress of the different runs at intermediate steps. Runs without hope of succeeding are aborted and replaced by copies of runs which appear to be making good progress. Aldous and Vazirani prove that, depending on a certain parameter \(\kappa\) (determined by the concrete application), GWTW can achieve an exponential speedup over independent runs. The main task in bounding the running time of any concrete instantiation of the algorithm is to compute \(\kappa\).
In light of the fact that, under the uniform distribution, the size of the largest clique in a graph is only about \( 2 \log n \) with high probability, several authors consider the uniform distribution \( \mathcal{G}(n, 1/2, q) \) over all \( n \)-vertex graphs, which contain a clique of size \( q = \lceil n^{\beta} \rceil \) \((0 < \beta < 1)\) [2,12]. For \( \beta > 1/2 \), the large clique is revealed by the degree sequence. More sophisticated methods have led to polynomial-time algorithms even for \( \beta = 1/2 \) [2,10]. However, no polynomial-time solution is known for \( \beta < 1/2 \), and Jerrum’s extended challenge [12] remains open: Is there a randomized, polynomial-time algorithm capable of finding a clique of size \( 1.01 \log^2 n \) with probability 1/2 over random graphs containing a clique of size \( n^{0.49} \)?

Krivelevich and Vu [17] describe an algorithm with worst-case approximation ratio \( O(\sqrt{n \log n}) \), whose expected running time over \( \mathcal{G}(n, p) \) is polynomial. A survey of experimental studies of the clique problem can be found in [13]. Possible cryptographic implications of the hardness of the clique problem on random graphs have been studied in [14].

Intuitively, our results rely on two properties of random graphs and of GWTW: (a) The fraction of ‘relevant’ cliques in random graphs is \( n^{-\Theta(\log n)} \). The term ‘relevant’ refers either to the large cliques of size \( (1 + \epsilon) \log n \), which we would like to find, or to certain smaller cliques (‘gateways’ in [12]) the algorithm has to traverse, in order to find a clique of size \( (1 + \epsilon) \log n \). (b) GWTW does not have strong bias in favor of or against these relevant cliques. For \( k \leq \log n \), all cliques of size \( k \) have about the same probability of being found by GWTW. When combined, properties (a) and (b) yield the upper bound and the lower bound.

The rest of the paper is organized as follows. Section 2 gives a detailed description of the general GWTW framework and of how we apply it to the clique problem. Section 3 analyzes the relative probabilities of different cliques of the same size being found by GWTW. The results of Section 3 establish property (b) and are the basis for the bounds in the following sections. Section 4 contains the proof of the first main result: the lower bound on the running time needed to achieve constant success probability. Section 5 proves the matching upper bound. Section 6 extends the lower bound to \( \mathcal{G}(n, 1/2, q) \) (for \( q < n^{\beta}, \beta < 1/2 \)). Section 7 contains conclusions and suggestions for how the results might be extended.

Due to the page limit, significant parts of the proofs had to be omitted from this version of the paper. A complete version of the paper is available [21].

1.1 Notation

As stated above, given a positive integer \( n \) and \( p \in (0, 1) \), let \( \mathcal{G}(n, p) \) denote the following probability distribution on the set \( \Omega \) of labeled undirected \( n \)-vertex graphs

\[
\Pr(G) = p^{\lvert E \rvert} (1 - p)^{\binom{n}{2} - \lvert E \rvert}
\]

for any graph \( G = (V, E) \in \Omega \). Intuitively, this distribution results if the edges exist independently and with probability \( p \). For \( p = 1/2 \), this is the uniform
distribution. We will use $G \in \mathcal{G}(n, p)$ to denote that the graph $G$ is generated according to distribution $\mathcal{G}(n, p)$. We will use the phrase for almost every (a.e.) graph $G \in \mathcal{G}(n, p)$ to express that a graph property has probability $1 - o(1)$ under $\mathcal{G}(n, p)$.

Given $G = (V, E)$ and $W \subseteq V$, let $N(W)$ denote the number of neighbors of $W$. That is, $N(W)$ is the number of vertices in $V \setminus W$, which are adjacent to all vertices in $W$. Given $G$ and $k \in \mathbb{N}$, let $C_k = C_k(G)$ denote the set of $k$ cliques in $G$. Let $D_k = D_k(G)$ be the set of ordered sequences of $k$ vertices from $V$, which (if the order is ignored) form $k$ cliques. Given a probability space and an event $A$, let $\mathbb{I}_A$ denote the indicator random variable of $A$. Typically, in this paper, the (finite) probability space will be $(\Omega, \mathcal{G}(n, 1/2))$ and $A$ will be a graph property. In this case, $\mathbb{I}_A(G) = 1$ if the random variable $G \in \mathcal{G}(n, 1/2)$ has property $A$. Otherwise, $\mathbb{I}_A = 0$.

In addition to $(\Omega, \mathcal{G}(n, 1/2))$, we consider the probability space given by the coin flips of the GWTW algorithm. At any given point, we will be working in only one of the two spaces. We separate the two spaces in our analysis by proving that certain graph properties hold with high probability under $\mathcal{G}(n, p)$, and basing the subsequent analysis of GWTW on these properties.

Throughout the paper, we will denote individual vertices by lower-case letters (typically $u, v, w$). Vertex sets will be denoted by capital letters (e.g. $G, V, W$), and collections of sets will be denoted by script font (e.g. $\mathcal{C}, \mathcal{D}$). Given a positive number $\pi$, we will use $\log \pi$ to denote the base 2 logarithm of $\pi$ and $\ln \pi$ for the natural logarithm (base e). The asymptotic notation used throughout this paper (e.g. $o(1), \Omega(\log n)$) refers to the variable $n$ (number of vertices in the input graph). In order to simplify the notation, we have largely omitted the symbols for rounding to the next integer. For example, we write $\log n$ rather than $\lceil \log n \rceil$.

2 The Go with the Winners Algorithm

Let an instance of maximization problem be given by a set $S$ of states and by a function $f : S \to \mathbb{N}$, which assigns a value to each state. The task is to find states $s \in S$, for which $f(s)$ is large. A local search algorithm for a given maximization problem typically defines a set of transitions $T$ (directed edges) between states of $S$ and rules for making state transitions on the resulting directed graph $(S, T)$.

Aldous and Vazirani [1] consider the case, in which the edges define a tree or a directed acyclic graph (DAG) on the states (vertices), such that all states $s$ at any given depth have the same value $f(s)$, and $f(s)$ increases in the depth. The current state of the algorithm can be interpreted as a particle starting at the root of the tree (initial state) and moving down the tree towards a leaf vertex. From any given non-leaf vertex $v$, the algorithm can move to any of its children $w$ according to some probability distribution $p(w|v)$. It is the goal of the algorithm to find a deep vertex in the tree. This concept leads to the randomized greedy algorithm and is summarized in [1, Alg. 0]: Greedy: “Start at the root, repeatedly choose a child at random until reaching a leaf, then stop.”
The success probability of this algorithm can be increased through many independent runs. If a success is defined as finding a vertex at depth \( d \), \( \Theta(1/a(d)) \) independent runs are needed to make the success probability constant, where \( a(d) \) is the probability that a single run reaches depth \( d \). Before we can describe the ‘go with the winners’ alternative to independent runs, we have to define some notation.

Let \( V_d \) be the set of vertices at depth \( d \). Given a vertex \( v \), let \( p(v) \) be the probability that Algorithm 0 visits vertex \( v \) and let \( a(d) = \sum_{v \in V_d} p(v) \) be the probability that it reaches at least depth \( d \). We also need the corresponding conditional probabilities \( p(w|v) \), the probability that the particle visits vertex \( w \) given that it is at vertex \( v \), and \( a(d|v) = \sum_{w \in V_d} p(w|v) \), the probability that the particle reaches depth \( d \) given that it is at vertex \( v \). Now consider the following alternative to independent runs [1, Alg. 2]:

**GWTW:** Repeat the following procedure, starting at stage \( 0 \) with \( B \) particles at the root: At stage \( i \) there are a random number of particles \( \alpha_i \) at depth \( i \). If all the particles are at leaves then stop. Otherwise, for each particle at a non-leaf, add at that particle’s position a random number of particles, this random number having distribution \( R(\theta^{-1}_i - 1) \). Particles at leaf vertices are removed. Finally, move each particle from its current position to a child chosen at random.

The \( \theta_i \) are real constants \( 0 < \theta_i \leq 1 \) (to be specified) and \( R(c) \) is an integral valued random variable with expectation \( c \). \( \Pr(\{c \}) = [c] - c \) and \( \Pr(R(c) = [c]) = c - [c] \). The goal is to keep the expected number of particles constant over the stages. This is the case if \( \theta_i = a(i+1)/a(i) \). The \( a(i) \) are generally not directly available. However, [1] describes how Algorithm 2 itself can be used to sample the \( \theta_i \). In this case, the \( \theta_i \) become random variables. For simplicity, we do not make this fact explicit in our notation and treat the \( \theta_i \) as constants. This does not impact our results.

It is shown in [1] that the probability that the algorithm does not reach the desired depth \( d \) is

\[
p_{AV} = O \left( B^{-1} \kappa d^4 \left( 1 + \frac{1}{\beta d} \right) \right) \quad \text{where} \\
\kappa = \max_{0 \leq i < j \leq d} \kappa_{i,j}, \quad \kappa_{i,j} = \frac{a(i)}{a^2(j)} \sum_{v \in V_i} p(v)a^2(j|v) \quad \text{and} \\
\beta = \min_{0 \leq i < d} a(i+1)/a(i).
\]

Intuitively, \( \kappa \) measures the ‘imbalance’ of the tree: Given \( i, j \) (\( j > i \)), consider the probability of reaching depth \( j \) from depth \( i \) as a random variable which takes value \( a(j|v) \) with probability \( p(v) \) for any \( v \in V_i \). \( \kappa_{i,j} \) is the second moment of this random variable divided by the square of its expectation – thus providing a measure for its deviation from its expectation. \( \kappa \) is the main parameter used to characterize the tree. Under the assumption that \( \beta = \Theta(1/d) \), (1) means that choosing \( B = \Theta(\kappa d^4) \) is sufficient to give the algorithm a constant probability of success.
Let \( s_j = \prod_{i=1}^{j-1} \theta_i \). Let \( X_v \) be the number of particles that reach vertex \( v \) and let \( S_i = \sum_{v \in V_i} X_v \) be the number of particles at depth \( i \) at the start of stage \( i \). It is shown in [1] that
\[
E X_v = p(v)B/s_k .
\] (4)
That is, the expected number of GWTW particles in a tree vertex \( v \) is proportional to the probability \( p(v) \) that the greedy algorithm visits \( v \).

### 2.1 GWTW for the Clique Problem

We apply ‘go with the winners’ interactions to the well known randomized greedy algorithm: Start with the empty clique. At stage \( i \) randomly select one vertex from those which are connected to all \( i - 1 \) vertices gathered so far. If no such vertex exists then stop.

This leads to the definition of a GWTW tree (for each graph \( G \)), whose vertices are ordered cliques. More precisely, the root of the tree is the empty set. The set of tree vertices at depth \( k > 0 \) is \( D_k(G) \). Let the edges of the tree be defined as follows: There exists an edge between an (ordered) clique \( C \in D_k(G) \) and an (ordered) clique \( D \in D_{k+1}(G) \) if and only if \( D \) extends \( C \) by one vertex. The edge is labeled with \( p(D|C) = 1/N(C) \).

Equivalently, the process can be modeled by a directed acyclic graph (DAG). The single source of the DAG is the empty set. The set of DAG vertices at distance \( k \) form the source is the set \( C_k(G) \) of \( k \) cliques of \( G \). There exists an edge between cliques \( C \in C_k(G) \) and \( D \in C_{k+1}(G) \) if and only if \( C \) is a subset of \( D \). Again, \( p(D|C) = 1/N(C) \). The DAG model can be obtained from the tree model by merging all \( k! \) tree vertices, which are permutations of the same \( k \) clique. Thus, for any \( k \) and \( C \in C_k \), \( p(C) = \sum_{C_{i}} p(C_{i}) \), where the sum goes over all permutations \( C_{i} \in D_{k} \) of the vertices in \( C \).

### 3 Path Probabilities

In this section, we derive property (b) from the introduction. For \( k \leq \log n \), all cliques \( C \in C_k \) have approximately the same probability of being found by GWTW. More precisely, we will show that \( \max\{p(C) : C \in C_k \} \leq \min\{p(C) : C \in C_k \} \cdot c_k \), where \( c_k \) is a small factor defined below. The analysis is easier in the tree model than in the DAG model of GWTW. Consider \( D \in D_k \) and note that \( p(D) \) is simply the probability of staying on the path to \( D \) at every depth between the root and \( D \). More precisely, given an arbitrary graph \( G, k \in \mathbb{N} \) and \( D = (d_1, \ldots, d_k) \in D_k(G) \), let \( C_i = C_i(D) = \bigcup_{j=1}^{i} \{d_j\} \) for \( 1 \leq i \leq k \). The \( C_i \) identify the nodes of the GWTW tree, which lie on the path from the root to \( D \).

By the definition of the GWTW tree and by the independence of the coin flips of GWTW,
\[
p(D) = \prod_{i=0}^{k-1} p(C_{i+1}|C_i) = \frac{1}{\prod_{i=0}^{k-1} N(C_i)} .
\] (5)
Thus, the main task is to derive tight bounds on the neighborhood size $N(C_i)$ of cliques of size up to $\log n$. Our main tool will be Chernoff bounds. Lemma 1 bounds the neighborhood sizes for all depths up to $\log n - 4 \log \log n$. Proposition 1 derives a somewhat weaker bound for the remaining $4 \log \log n$ depths up to $\log n$. Finally, Lemma 2 combines the bounds on $N(C_i)$ into a bound on $p(D)$.

Note that for $G = (V, E) \in \mathcal{G}(n, 1/2)$, any $k$ and $C \in \mathcal{C}_k(G)$,

$$N(C) = \sum_{a \in V \setminus C} \mathbb{1}_{\forall b \in C : \{a, b\} \in E}.$$ 

That is, $N(C)$ is the number of vertices $a \in V \setminus C$, which are adjacent to all vertices in $C$. By linearity of expectation,

$$\mathbb{E}N(C) = \sum_{a \in V \setminus C} \Pr(\forall b \in C : \{a, b\} \in E) = (n - k)2^{-k}.$$  \hspace{1cm} (6)

**Lemma 1.** The following statement holds for a.e. $G = (V, E) \in \mathcal{G}(n, 1/2)$. For all $k \leq \log n - 4 \log \log n$ and all $C \in \mathcal{C}_k(G)$:

$$(1 - \epsilon)(n - k)2^{-k} \leq N(C) \leq (1 + \epsilon)(n - k)2^{-k},$$

where $\epsilon = 2/\log n$.

**Proof.** $N(C)$ is the sum of independent random $(0, 1)$-variables. Thus, we can apply Chernoff bounds [19, Thm. 4.1, 4.2, 4.3]. Let $0 < \epsilon < 1/10$, and use $l$ as an abbreviation for $\log n - 4 \log \log n$.

$$\Pr(\exists k \leq l \exists C \in \mathcal{C}_k : N(C) < (1 - \epsilon) \mathbb{E}N(C) \text{ or } N(C) > (1 + \epsilon) \mathbb{E}N(C))$$

$$\leq \sum_{k \leq l} \sum_{C \in \mathcal{C}_k} \left( \Pr(\mathbb{E}N(C) < (1 - \epsilon) \mathbb{E}N(C)) + \Pr(\mathbb{E}N(C) > (1 + \epsilon) \mathbb{E}N(C)) \right)$$

$$\leq 2 \sum_{k \leq l} \sum_{C \in \mathcal{C}_k} e^{-\epsilon^2(n-k)2^{-k}/3} \leq 2 \sum_{k \leq l} \left( \frac{ne}{k} \right)^k e^{-\epsilon^2(n-k)2^{-k}/3}.$$

Let $p_k = (ne/k)^k e^{-\epsilon^2(n-k)2^{-k}/3}$. It is easily verified that $p_i \leq p_k$ for $i \leq k \leq l$ and that $p_l = o(1/\log n)$. Thus, $p_k = o(1/\log n)$ for all $k \leq l$ and $\sum_{k \leq l} p_k = o(1)$. \qed

The next proposition bounds the neighborhood sizes for the depths not covered by the previous lemma.

**Proposition 1.** For a.e. $G \in \mathcal{G}(n, 1/2)$: For all $k$, such that $\log n - 4 \log \log n < k \leq \log n$, all $D \in \mathcal{D}_k(G)$, and all $i < k$,

$$(n - i)2^{-i}/(2 \log^2 n) \leq N(C_i(D)) \leq (n - i)2^{-i/2} \log^2 n.$$  \hspace{1cm} (7)
The proof (omitted) is based on Chernoff bounds. Let
\[
\alpha_k = \begin{cases} 
  e^4 & \text{for } k \leq \log n - 4 \log \log n \\
  e^4 (\log n)^{16 \log \log n + 9} & \text{for } \log n - 4 \log \log n < k \leq \log n
\end{cases}
\]  
(8)

The next lemma combines the bounds on the neighborhood sizes of Lemma 1 and Prop. 1 into a bound on \( p(D) \).

**Lemma 2.** The following statement holds for a.e. \( G \in \mathcal{G}(n, 1/2) \). For all \( k \leq \log n \)
\[
\max\{p(D) : D \in \mathcal{D}_k\} \leq \min\{p(D) : D \in \mathcal{D}_k\} \cdot \alpha_k \quad \text{and} \quad \max\{p(C) : C \in \mathcal{C}_k\} \leq \min\{p(C) : C \in \mathcal{C}_k\} \cdot \alpha_k.
\]

**Proof.** The statement follows from (5) by multiplying the bounds from Lemma 1 and from Proposition 1. \( \square \)

In summary, for all \( 0 \leq k \leq \log n \), and all cliques \( C \) at the same depth \( k \), \( p(C) \) is bounded within a small constant factor for \( k < \log n - 4 \log \log n \) and within a small sublinear factor for \( n - 4 \log \log n < k \leq \log n \).

**4 Lower Bound**

Given any graph \( G = (V, E) \), let \( \mathcal{C}_{k,m} \) be the set of \( k \)-cliques, which are subcliques of \( m \)-cliques in \( G \) (for \( 1 \leq k \leq m \leq n \)). Note that, for any \( C \in \mathcal{C}_k \), \( a[m|C] = 0 \) unless \( C \in \mathcal{C}_{k,m} \). While the particles of GWTW will find an abundance of \( k \)-cliques \( C \in \mathcal{C}_k \) at stage \( k \), we will show that, with high probability, not a single particle will find a clique from \( \mathcal{C}_{k,m} \) for \( k \approx \log n \) and \( m = \lfloor (1 + \epsilon) \log n \rfloor \). Since not a single one of the \( k \)-cliques found at stage \( k \) can be extended into an \( m \)-clique, GWTW will not find an \( m \)-clique. The next lemma shows that \( \mathcal{C}_k \) is a tiny subset of \( \mathcal{C}_{k,m} \) (cf. property (a) in the introduction). The subsequent theorem, combines this fact with the path properties established in Sect. 3.

**Lemma 3.** For a.e. \( G \in \mathcal{G}(n, 1/2) \) and \( 1 \leq k \leq m \leq (2 - \epsilon) \log n \) \( (\epsilon > 0) \):
\[
|\mathcal{C}_{k,m}| \leq |\mathcal{C}_k| (1 + o(1)) \left( \frac{n - k}{m - k} \right) 2^{-(\frac{m}{2} + \frac{1}{2})}.
\]

**Proof.** Consider a graph \( G = (V, E) \in \mathcal{G}(n, p) \). We estimate the ratio of \( |\mathcal{C}_{k,m}| \) and \( |\mathcal{C}_k| \) by computing the ratio of the expectations and using sharp concentration results. It is well known [3] that \( E[\mathcal{C}_k] = \binom{n}{k} 2^{-\frac{k}{2}} \). Thus,
\[
\binom{m}{k} E[\mathcal{C}_{m}] = \binom{m}{k} \binom{n}{k} \left( \frac{n}{m} \right) 2^{-\frac{(n-k)}{2}} = \binom{n-k}{m-k} 2^{-\frac{(n-k)}{2} + \frac{1}{2}} E[\mathcal{C}_k].
\]

It remains to bound the deviation of each of the two random variables from its mean. It can be shown by means of the second moment method that, with
high probability, \(|C_k|\) lies within an arbitrarily small factor of its expectation. More precisely, Chebyshev’s inequality in connection with well-known bounds on \(\text{var}[C_k]\) and \(E[C_k]\), see [4, p. 254, Eq. 4], implies that, for a.e. \(G \in \mathcal{G}(n, 1/2), |C_k| = (1 \pm o(1)) E[C_k] \). Combining this with (9), we obtain

\[
(m \choose k)|C_m| \leq (1 + o(1)) \left( \frac{n - k}{m - k} \right) 2^{-\binom{n}{k}} |C_k|.
\]

It remains to observe that \(|C_{k,m}| \leq \binom{m}{k}|C_m|\).

**Theorem 1.** For a.e. \(G \in \mathcal{G}(n, 1/2):\) The probability that GWTW when run with \(B \geq 1\) particles finds a clique of size \((1 + \epsilon) \log n\) \((\epsilon > 0)\) is at most \(T/n^2\log(n)\), where \(T\) is the number of particle moves performed by the algorithm.

**Proof.** For \(\epsilon > 0\), we apply Lemma 3 to \(m = \lfloor (1 + \epsilon) \log n \rfloor\) and \(k = \lfloor \log n - 4 \log \log n \rfloor\). Elementary calculations show that

\[
|C_{k,m}| \leq |C_k| n^{-1-o(1))} \log n/2
\]

holds for a.e. \(G \in \mathcal{G}(n, 1/2).\) For the rest of this proof, we will assume that the input graph \(G\) to GWTW has property (10) as well as the properties stated in Lemmas 1 and 2. Note that a.e. \(G \in \mathcal{G}(n, 1/2)\) has these properties.

For a given input graph \(G\), let \(S_{k,m}\) denote the number of GWTW particles, which reach nodes of \(C_{k,m}\) at depth \(k\). Note that \(S_{k,m}\) is a random variable in the probability space given by the random coin flips of GWTW. We are considering \(S_{k,m}\) because GWTW will fail to find a clique of size \(m = \lfloor (1 + \epsilon) \log n \rfloor\) if \(S_{k,m} = 0\), even if \(S_k\) is large. We will show that \(\Pr(S_{k,m} \geq 1)\) is small. For this purpose, we bound \(E S_{k,m}\) in terms of \(E S_k\) and show that the two random variables are unlikely to deviate significantly from their respective expectations.

\[
E S_{k,m} = E \sum_{C \in C_{k,m}} X_C = \sum_{C \in C_{k,m}} E X_C = \sum_{C \in C_k} p(C) B/s_k \quad \text{by (4)}
\]

\[
\leq B/s_k |C_{k,m}| \max_{C \in C_k} p(C) \leq B/s_k |C_k| \min_{C \in C_k} p(C) C_k n^{-1-o(1))} \log n \quad \text{by (10) and Lemma 2}
\]

\[
\leq n^{-1-o(1))} \log n \sum_{C \in C_k} p(C) B/s_k = n^{-1-o(1))} \log n E S_k
\]

Hence \(\Pr(S_{k,m} \geq 1) \leq E S_{k,m} \leq n^{-1-o(1))} \log n E S_k\).

It remains to show that the work GWTW has to perform is not significantly smaller than \(E S_k\). We measure the work of GWTW in ‘particle moves’, i.e. in the number of times GWTW has to move a particle from a given tree node to one of its children. By Lemma 1, for a.e. \(G \in \mathcal{G}(n, 1/2),\) no leaf exists in the first \(\log n - 4 \log \log n\) depth levels of the GWTW tree. Thus, every particle, which is generated during the first \(\log n - 4 \log \log n\) stages of the algorithm,
depth \log n - 4 \log \log n. A very crude bound on the (random) number of added particles will suffice. Let \( M = B \prod_{i=1}^{k} [\theta_i^{-1}] \). Then
\[
M = B \prod_{i=1}^{k} [\theta_i^{-1}] \leq S_k \leq B \prod_{i=1}^{k} ([\theta_i^{-1}] + 1) \leq nM.
\]
Thus, \( ES_k < Mn \) and \( \Pr(S_{k,m} \geq 1) \leq n^{-\frac{n - \alpha(n)}{2}} \log n M \). It remains to notice that the algorithm has to perform at least \( M \) particle moves.

5 Upper Bound

We will use the following crude bound for \( \kappa \):
\[
\kappa_{i,j} = \frac{a(i)}{a^2(j)} \sum_{D \in D_i} p(D) a^2(j|D) \leq \frac{a(i)}{a^2(j)} \sum_{D \in D_i} p(D) a(j|D) = \frac{a(i)}{a(j)} \tag{11}
\]
Recall the definition of \( \alpha_k \) from (8).

**Proposition 2.** For a.e. \( G \in \mathcal{G}(n, 1/2) \): If \( j \leq \log n \) then \( \kappa_{ij} \leq 2a_j \).

**Theorem 2.** For a.e. \( G \in \mathcal{G}(n, 1/2) \), if GWTW is run on input \( G \), it will find a clique of size \((2 - \delta) \log n \) \( (\delta > 0) \) in time \( n^{O(\log n)} \) with probability \( 1 - o(1) \).

6 Generalizations

As in the case of the Metropolis process, the lower bound for \( \mathcal{G}(n, 1/2) \) holds for a broader range of distributions. Jerrum [12] shows that the Metropolis algorithm is unlikely to find a large clique even if the graphs are generated from the following distributions, under which graphs are guaranteed to have large cliques.

For \( 1 \leq q \leq n \), let \( \mathcal{G}(n, 1/2, q) \) denote the probability space given by the uniform distribution over the set of all \( n \)-vertex graphs, which contain a clique of size \( q \). Let \( \mathcal{G}'(n, 1/2, q) \) denote the probability space over \( n \)-vertex graphs, defined by the following graph generation procedure: (1) Select a random subset \( Q \) of size \( q \) from the set of \( n \) vertices, and make \( Q \) a clique by inserting all edges between pairs of vertices from \( Q \). (2) Each of the remaining edges exists with probability \( 1/2 \) independently of all other edges. Given \( G \in \mathcal{G}'(n, 1/2, q) \) and \( 1 \leq i \leq n \), let \( \mathcal{C}_i^0 = \{ C \in \mathcal{C}_i : |C \cap Q| = 0 \} \) be the set of cliques from \( \mathcal{C}_i \), which do not intersect \( Q \). Similarly, given \( k, m \), let \( \mathcal{C}_{k,m}^0 \subseteq \mathcal{C}_{k,m} \) denote the set of cliques from \( \mathcal{C}_{k,m} \), which do not intersect \( Q \).

The proofs of Lem. 4 and Thm. 3 use elements of the analysis of Sect. 4 and of [12].

**Lemma 4.** Let \( 0 < \epsilon < 1 \), \( 0 < \beta < 1/2 \), \( k = \lfloor \log n - 4 \log \log n \rfloor \) and \( m = \lfloor (1 + \epsilon) \log n \rfloor \). For a.e. \( G \in \mathcal{G}'(n, 1/2, \lfloor n^\beta \rfloor) \), \( |\mathcal{C}_{k,m}| \leq n^{-\mathcal{O}(\log n)} |\mathcal{C}_k^0| \).

**Theorem 3.** For any \( \epsilon > 0 \), \( 0 < \beta < 1/2 \) and a.e. \( G \in \mathcal{G}'(n, 1/2, \lfloor \n^{\beta} \rfloor) \): The probability that GWTW when run with \( B \geq 1 \) particles finds a clique of size \( \lfloor (1 + \epsilon) \log n \rfloor \) \( (\epsilon > 0) \) is at most \( T/n^R(\log n) \), where \( T \) is the number of particle moves performed by the algorithm.
7 Conclusions

The paper shows that GWTW requires \( n^{O((\log n)} \) steps to find cliques of size \((1 + \epsilon) \log n \) \( (\epsilon > 0) \) in random graphs, by providing upper and lower bounds. Thus, GWTW can be included in the list of clique-finding algorithms, such as the Metropolis process [12] or the greedy algorithm [11], which are known not to solve the challenge of [12]. An interesting observation in the analysis leading to the lower bound (Sect. 4) is the lack of effectiveness of the GWTW interactions between particles. On the GWTW trees, which arise from random graphs, GWTW behaves largely like the greedy algorithm.

The results can be generalized in several directions. One way to generalize the lower bound is to consider different edge densities, i.e. distributions of the form \( G(n, p) \), where \( 0 < p < 1 \) is not necessarily \( 1/2 \). This generalization is analogous to [12, Sect. 5]. Let \( 0 < p < 1 \) be constant. The size of the maximum clique in a.e. \( G \in G(n, p) \) is \( 2 \log_{1/p} n + O(\log \log n) \) [4, p. 255]. No algorithm is known to find cliques of size \((1 + \epsilon) \log_{1/p} n \) in polynomial time. The lower bound of Sect. 4 can be generalized to cover \( G(n, p) \) for any constant \( p \). Details will appear in the full version of the paper.

In addition to broadening the class of distributions, it would be interesting to generalize the class of algorithms, to which the lower bound applies. It appears that GWTW, the Metropolis process [12] and the greedy algorithm [11] are defeated by similar properties of random graphs: The cliques of size \( k \) (where \( k = \log n \) or slightly larger), which “lead” to cliques of size \((1 + \epsilon) \log n \) form only a tiny fraction \((1/n^{O((\log n)} \) of the set of all \( k \)-cliques. Furthermore, none of the popular local search algorithms appears to have significant bias toward this small set of ‘gateways’. It might be possible to prove a lower bound covering a broad class of local search algorithms.

Finally, one might analyze the GWTW algorithm for different types of trees. Several authors [1,8] combine GWTW with simulated annealing, such that each step down the GWTW tree corresponds to a random walk. In the case of cliques, an analysis of a process of this type appears to require new techniques. In particular, it appears that the lower bound of [12] would have to be generalized to cover arbitrary initial states of the Metropolis algorithm.

References

Complexity of Partial Covers of Graphs

Jiří Fiala * and Jan Kratochvíl **

Charles University, Department of Applied Mathematics and
Institute for Theoretical Computer Science ***
Malostranské nám 25, Prague, Czech Republic
{fiala,honza}@kam.mff.cuni.cz

Abstract. A graph $G$ partially covers a graph $H$ if it allows a locally injective homomorphism from $G$ to $H$, i.e. an edge-preserving vertex mapping which is injective on the closed neighborhood of each vertex of $G$. The notion of partial covers is closely related to the generalized frequency assignment problem. We study the computational complexity of the question whether an input graph $G$ partially covers a fixed graph $H$. Since this problem is at least as difficult as deciding the existence of a full covering projection (a locally bijective homomorphism), we concentrate on classes of problems (described by parameter graphs $H$) for which the full cover problem is polynomially solvable. In particular, we treat graphs $H$ which contain at most two vertices of degree greater than two, and for such graphs we exhibit both $NP$-complete and polynomially solvable instances. The techniques are based on newly introduced notions of generalized matchings and edge precoloring extension of bipartite graphs.

1 Introduction

Given finite simple graphs $G$ and $H$, a mapping $f : V(G) \to V(H)$ is a graph homomorphism if for any edge $(u, v)$ of $G$, the pair $(f(u), f(v))$ is an edge of $H$. A homomorphism $f$ is called a partial covering projection (or in other words, a locally injective homomorphism) if the mapping is injective on the closed neighborhood of every vertex of $G$. The notion is derived from the full covering projection (or a locally bijective homomorphism) which in addition maintains vertex degrees, i.e., in which case $f$ acts as a bijection between the closed neighborhoods $N_G[u]$ and $N_H[f(u)]$, for every vertex $u$ of $G$. See an illustrative example in Fig. 1.

The notion of a covering projection appeared in the early sixties in Conway’s construction of infinitely many 5-arc-transitive cubic graphs [4]. Its first application in computer science were results of graph recognition by parallel networks
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of processors in [2,3,7,22]. An application to emulation of distributed computing
is shown in [5], and in the same paper the author posed the question of the com-
putational complexity of the existence of a full covering projection between two
input graphs, and proved that it is at least as hard as testing graph isomorphism.

The decision problem $H$-COVER was defined in [1]. For a fixed graph $H$, it
asks if an input graph $G$ allows a covering projection onto $H$. Note that
each graph $H$ (up to isomorphism) represents a different $H$-COVER problem.
The computational complexity of the $H$-COVER problems was investigated in
[1,10,17,18,19], however, today there is still no good conjecture about the bound-
ary between easy (i.e., polynomially solvable) and hard (NP-complete) $H$-
COVER problems. The $H$-PARTIALCOVER problem was similarly defined in
[10]. It asks if an input graph $G$ allows a partial covering projection to a fixed
graph $H$.

Partial covers are closely related to the notion of $\lambda_{(2,1)}$-labeling of a
graph $G$ [10]. This is a labeling of vertices by integers such that the labels
of adjacent vertices differ by at least 2 and vertices at distance 2 receive
different labels. This is a simple model of the channel assignment problem and it
has been intensively studied [6,13,14,24,26,27]. The relationship between covers
and $\lambda_{(2,1)}$-labelings was used in [11] as a tool for a complete classification of
the computational complexity of existence of a $\lambda_{(2,1)}$-labeling. This problem was
recently examined also for planar graphs in [12].

Both the $H$-COVER and $H$-PARTIALCOVER problems are special cases of
the so called $H(\sigma, \rho)$-COLORING problems defined by Kristiansen and
Telle [21]. For number sets $\sigma$ and $\rho$, a vertex mapping $f : V(G) \rightarrow V(H)$
is an $H(\sigma, \rho)$-coloring of $G$ if for every vertex $u \in V(G)$, the neighbors of $u$
are mapped into the closed neighborhood $N_H[f(u)]$, the number of neighbors
of $u$ mapped onto $f(u)$ is in $\sigma$ and for every neighbor $y$ of $f(u)$, the num-
ber of neighbors of $u$ mapped onto $y$ is in $\rho$. Though maybe somewhat arti-
ficial at first sight, this definition naturally arises from the concept of $(\sigma, \rho)$-
DOMINATION in graphs (cf.[25]) and encaptures (besides other local partition
problems) all the above mentioned locally constrained homomorphism type
problems: $H$-HOMOMORPHISM is $H(\emptyset, \{0, 1, \ldots\})$-COLORING and
also the locally surjective homomorphism problem called $H$-COLOROMIN-
ATION [21] is $H(\emptyset, \{1, 2, \ldots\})$-COLORING. For this last mentioned variant, the
authors show that $H$-COLOROMINATION is at least as difficult as the $H$-
COVER problem, for every graph $H$, and they show several $NP$-completeness
results for relatively simple parameter graphs $H$ for which the $H$-COVER prob-
lem is polynomially solvable. They conjecture that $H$-COLOROMINATION is
$NP$-complete for every connected graph $H$ with at least three vertices.

In this paper we deal with the complexity of the $H$-PARTIALCOVER prob-
lem. Similarly as in the case of locally surjective homomorphisms, the problem is
at least as difficult as $H$-COVER (this is proved in [10]), and therefore we direct
our attention to the simplest classes of polynomially solvable $H$-COVER prob-
lems, namely those defined by graphs $H$ which contain at most two vertices of
degree greater than two (for full characterization of polynomial and $NP$-complete
instances of $H$-COVER for such graphs see [17]). We show that already among these simple graphs one encounters nontrivial polynomial instances as well as interesting $NP$-complete cases of the $H$-PARTIALCOVER problem. The latter relate to a certain new edge-coloring result, while the polynomial cases are derived from a generalized matching algorithm whose formulation is also new.

The paper is organized as follows. In the next section we overview the results, and in Section 3 we introduce the techniques. Section 4 then shows application of generalized matchings to polynomial instances of $H$-PARTIALCOVER and Section 5 concludes with $NP$-completeness proofs. We omit several proofs due to space restrictions.

2 Overview of Results

We start with an example of covering and partial covering projections. In Fig. 1 left we depict the target graph $H$. This graph is later on referred to as $B(1, 2, 3)$ expressing the fact that the two vertices of degree greater than two are connected by paths of lengths 1, 2 and 3. In the middle we depict a full cover of $B(1, 2, 3)$ and in the right we see an example of a graph which partially covers $B(1, 2, 3)$.

The covering projections are visualized by writing the name of the image of each particular vertex near the source vertex. Note that while in the case of full covers, the preimages of vertices of degree 3 in the target graph have degree in the source graph, this is not necessarily the case for partial covers. This example also illustrates the connection between partial covers and $\lambda_{(2,1)}$-labelings — the names of vertices of $H$ were chosen so that the partial covering projection is exactly a $\lambda_{(2,1)}$-labeling by labels $\{0, 1, 2, 3, 4\}$.
We will consider target graphs with one or two vertices of degree greater than two. In particular, for a $k$-tuple of positive integers $(a_1, \ldots, a_k)$, we denote by $F(a_1, \ldots, a_k)$ the graph with one vertex of degree $2k$ that is the unique intersection of $k$ cycles of lengths $a_1, \ldots, a_k$, and by $B(a_1, \ldots, a_k)$ the graph with two vertices of degree $k$ connected by $k$ paths of lengths $a_1, \ldots, a_k$. We use the abbreviated notation $(a_1^{i_1}, a_2^{i_2}, \ldots, a_m^{i_m})$ for a $k$-tuple which contains the number $a_j$ precisely $i_j$-times, for $j = 1, 2, \ldots, m$ and $k = i_1 + i_2 + \ldots + i_m$.

It was proved in [19] that the problems $F(a_1, \ldots, a_k)$-COVER and $B(a_1, \ldots, a_k)$-COVER are solvable in polynomial time for any $k$-tuple $(a_1, \ldots, a_k)$. In contrast we prove here that the complexity of partial coverings of these graphs differs already when there appear only two distinct values among $(a_1, \ldots, a_k)$:

**Theorem 1.** The $F(a^i, b^j)$-PARTIALCOVER problem is polynomially solvable for any positive integers $a, b, i, j$.

**Theorem 2.** The $B(a^i, b^j)$-PARTIALCOVER problem is polynomially solvable if $a$ and $b$ are divisible by the same power of 2, or if $i + j \leq 2$, and NP-complete otherwise.

We conjecture that $B(a_1^{i_1}, a_2^{i_2}, \ldots, a_m^{i_m})$-PARTIALCOVER is NP-complete whenever $m \geq 3$. We support the conjecture by the following fairly general results for the case of triples of three distinct integers:

**Theorem 3.** The problems $B(1, 2, a)$-PARTIALCOVER and $B(1, 3, b)$-PARTIALCOVER are NP-complete for all positive integers $a > 2, b > 3$.

More partial results about partial covers can be found in [9], but to keep this paper of reasonable length, we omit them here. We conclude this section by the following simple but useful lemma:

**Lemma 1.** For a positive integer $t$, denote by $H^t$ the graph that arises from a graph $H$ by subdividing each edge by $t - 1$ extra new vertices. Then the $H$-PARTIALCOVER and $H^t$-PARTIALCOVER problems are polynomially equivalent.

Hence in the complexity analysis of $F(a_1, \ldots, a_k)$-PARTIALCOVER and $B(a_1, \ldots, a_k)$-PARTIALCOVER we may assume that the parameter $k$-tuple $(a_1, \ldots, a_k)$ is irreducible, i.e., the greatest common divisor of $a_1, \ldots, a_k$ is 1.

3 Techniques

3.1 Flag Factors

Let $G$ be a multigraph. A flag (sometimes also called a halfedge) is a pair $[u, e]$, where $u$ is a vertex of $G$ and $e$ is an edge incident with $u$. We denote by $F(G) = \{[u, e] : u \in e \in E(G)\}$ the multiset of flags in $G$. Note that a loop in $G$ gives rise to a double flag.
Suppose we are given sets of nonnegative integers $I_u$, for every vertex $u$, and for every edge $e = (u, v)$, a direction is chosen (say $[u, v]$) and a set find a set $S \subseteq F(G)$ of flags such that the number of flags of $S$ emanating from a vertex $u$ is in $I_u$, for every vertex $u$, and for every directed edge $e = [u, v]$, $|\{[u, e] \cap S\}|, |\{[v, e] \cap S\}| \in J_e$. In other words, the sets $I_u$ represent permitted degrees of vertices in the 'subgraph' determined by $S$, and the sets $J_e$ contain permitted characteristic vectors of $S$ reduced to the flags that arise from the edge $e$. We refer to the problem of deciding the existence of $S$ as the FLAG FACTOR problem. We observe (and use in the sequel) that the FLAG FACTOR problem is polynomially solvable if the permitted-degree sets are intervals, while the sets $J_e$ may be arbitrary:

**Lemma 2.** The FLAG FACTOR problem is solvable in polynomial time if all the sets $I_u, u \in V(G)$, are intervals (of integers).

**Proof.** If $J_e = \{[0, 0], [1, 1]\}$ for each edge $e \in E(G)$, a flag factor contains either both or none of the halfedges $[u, e], [v, e]$, for every edge $e = (u, v)$. In this case a flag factor corresponds to a spanning subgraph of $G' \subset G$ such that $deg_{G'}(u) \in I_u$ for every vertex $u$. If all $I_u$'s are intervals, this question can be reduced to maximum matching and hence it is solvable in polynomial time, (cf. Exercise 10.2.2 in [23]).

We will show that by performing local reductions at edges of $G$, we can reduce a general instance to the above described situation. Since in the graph $\tilde{G}$ constructed in this way all sets $\tilde{I}_e$ will be the same (equal to $\{[0, 0], [1, 1]\}$), we only need to define the sets $I_u$:

1. Each vertex $u$ of $G$ will remain a vertex of $\tilde{G}$ and also $\tilde{I}_u = I_u$ for all $u \in V(G)$.
2. For edges $e \in E(G)$ such that $J_e = \{[0, 0], [1, 1]\}$, nothing is changed.
3. If the set $J_e$ contains none or both the asymmetric pairs $[0, 1]$ and $[1, 0]$, then insert into $e$ an extra new vertex $x_e$, and set $\tilde{I}_e = \{a + b, [a, b] \in J_e\}$.
4. In the last case, w.l.o.g. assume that $e = (u, v)$ allows exactly one asymmetric pair, say $[0, 1] \in J_e$. There are four possible cases for the set $J_e$, and the corresponding replacement rules of $e = [u, v]$ together with the definition of the intervals $\tilde{I}$ for the new vertices are depicted in Fig. 3.

We claim that a flag factor $S$ exists in $G$ if and only if the new graph $\tilde{G}$ contains a spanning subgraph $G'$, s.t. $deg_{G'}(u) \in \tilde{I}_u$ for all vertices $u \in V(\tilde{G})$.

Suppose first that $G'$ exists. Consider, e.g., a vertex $x_e$ which was created by application of rule 3, i.e., $x_e$ is subdividing an edge $e = (u, v)$. If both edges $(u, x_e), (v, x_e)$ belong to $G'$, we have $2 \in \tilde{I}_{x_e}$, which is only possible if $[1, 1] \in J_e$, and thus putting both flags $[u, e], [v, e]$ into $S$ keeps the degrees of $u$ and $v$ and is compatible with $J_e$. If none of $(u, x_e), (v, x_e)$ belongs to $G'$, we have $0 \in \tilde{I}_{x_e}$, i.e., $[0, 0] \in J_e$, and thus leaving both flags $[u, e], [v, e]$ out of $S$ keeps the degrees of $u$ and $v$ and is compatible with $J_e$. If just one of $(u, x_e), (v, x_e)$ belongs to $G'$,
say \((u, x_e) \in E(G')\), we have \(1 \in I_e\), which means \(\{1, 0\} \sqsubseteq \mathcal{J}_e\), and thus putting \([u, e]\) into \(S\) keeps the degrees of \(u\) and \(v\) and is compatible with \(\mathcal{J}_e\).

The case analysis of the application of the other rules is similar, and the opposite implication (the existence of a flag factor implies existence of \(G'\)) is then straightforward.

### 3.2 Special Coloring Problems

Some of our \(NP\)-completeness proofs for \(B\text{-PARTIALCOVER}\) problem will be based on the following type of black/white coloring of graphs:

\[
\text{BW}(k, j)
\]

**Input:** A \((k + j)\)-regular graph \(G\)

**Question:** Does there exist a coloring of \(V(G)\) with black and white colors s.t. each vertex is adjacent to exactly \(k\) vertices of its own color?

When \(k\) or \(j\) is zero or both are one, the problem is trivially solvable, but all other cases are \(NP\)-complete: The \(BW(2, 1)\) problem was proven to be \(NP\)-complete in [16]. For the \(NP\)-completeness of the case of an even \(k \geq 2\) and an arbitrary \(j \geq 1\), see [17]. The remaining cases of an odd \(k\) can be treated similarly.

For a particular instance of the \(B\text{-PARTIALCOVER}\) problem we use the following result:

**Proposition 1.** [8, 9] The question, whether there exists a proper edge 3-coloring of a cubic bipartite graph extending a given precoloring is \(NP\)-complete.

Note that this extends the \(NP\)-completeness result of Holyer [15], who proved that deciding edge-3-colorability of cubic graphs is \(NP\)-complete. Of course, we cannot expect that this problem would remain \(NP\)-complete for bipartite graphs (since every bipartite cubic graph is edge-3-colorable by the famous theorem of Petersen) and so the \(NP\)-completeness of the precolored version is all we may have hoped for. On the other hand, it is known that vertex-3-coloring of precolored perfect graphs is \(NP\)-complete [20], and thus Proposition 1 is a direct strengthening of this result for line graphs of bipartite graphs, one of the simplest subclasses of perfect graphs.
4 Proofs - the Polynomial Cases

For the convenience of the reader we restate the theorem:

**Theorem 1** The $F(a', b')$:PARTIALCOVER problem is polynomially solvable for any positive integers $a, b, i, j$.

*Proof.* We may assume that $i + j > 2$, since a partial covering of a cycle is obviously polynomial. In the proof, the order of parameters $a, b$ does not matter, and we assume without lost of generality that $i \geq j$. Now, let $G$ be the graph whose partial covering to $F = F(a', b')$ is questioned.

Assume that $G$ is connected, otherwise we perform the computation separately for each component of $G$. If $G$ is a cycle, then it covers $F$ if and only if its length is a nonnegative linear combination of $a$ and $b$ (when $i, j > 1$) or a multiple of $a$ (when $j = 0$). This question can be easily tested in linear time.

Now, assume $G$ is not a cycle, and denote by $v$ the central vertex of $F$. By the local injectivity, every vertex of $G$ of degree at least three must be mapped onto $v$ by any partial covering projection. It remains to find the images of vertices of degree at most two. Consider a maximal subpath in the graph $G$ with both endpoints of degree at least three. We decide whether one, or both terminal edges of the path can be mapped into a cycle of length $a$ in $F$. This decision can be done in constant time, since the outcome depends only on the length $l$ of the path, and for $l > ab$ all three cases are possible. Denote the set of all possible cases by $J(l)$, more formally, put $[0, 0] \in J(l)$ if the equation $l = pa + qb$ allows a nonnegative integer solution with $p \geq 2$, put $[1, 0], [0, 1] \in J(l)$ when $p, q \geq 1$, and finally, $[1, 1] \in J(l)$ if $p > 2$.

In $G$, replace each maximal subpath (whose internal vertices have all degree two) of length $l$ by a single edge $e$, and set $J_r = \{[0, 0], [0, 1], [1, 0], [1, 1]\}$, when $e$ ends in a vertex of degree one, and set $J_e = J(l)$ otherwise. Call the new multigraph $G'$.

Assign $I_u = \{\min(\text{deg}(u) - 2j, 0), \min(\text{deg}(u), 2i)\}$ to every vertex $u$ of $G'$ and ask whether a flag factor $S$ for $G'$ exists, with respect to the sets $I_u$ and $J_e$. Due to Lemma 2 the question can be answered in polynomial time. If the result is negative, then $G$ cannot partially cover $F(a', b')$, since the existence of a flag factor $S$ is an obvious necessary condition.

We argue that this necessary condition is also sufficient for the existence of a partial covering projection. Suppose now that a flag factor $S$ exists. We construct a partial covering projection as follows. Vertices of degree greater than two in $G$ will map onto vertex $v$, and along each path (corresponding to an edge of $G'$) we use a partial covering projection compatible with the flag factor $S$. E.g., if $S \cap \{u, e, v, e\} = \{u, e\}$ for an edge $e = (u, v)$, the beginning of this $u - v$ path is mapped onto a cycle of length $a$ and its end segment (near $v$) is mapped onto a cycle of length $b$. It needs to be shown that we can really distribute the $a$-cycles (and $b$-cycles) properly, i.e., we can say onto what $a$-cycle $(b$-cycle) a segment of a path is mapped.

To see this, direct the cycles of $H$ cyclically and number the $a$-cycles $1, \ldots, i$ and number the $b$-cycles $1, \ldots, j$. There is a natural correspondence between the
flags in \( F(G') \) and the edges of \( G''_2 \). Let \( G''_u \) be the bipartite subgraph of \( G''_2 \) restricted to the flags of \( S \).

Further, let \( G''_w \) be the graph obtained from \( G''_u \) by replacing a path \( u, [u, e], [w, e], w \) by the edge \( e = (u, w) \) if both flags \( [u, e], [w, e] \) belong to \( S \). The definition of interval \( I_u \) guarantees that maximum degree in \( G''_u \) is \( < 2i \). Then \( G''_u \) has an orientation with maximum indegree as well as maximum outdegree \( \leq i \) (to see this, add edges to embed \( G''_u \) into a 2i-regular graph and direct its edges along an Euler circuit).

Now color the edges of \( G''_u \) with \( i \) colors so that each vertex has at most one outgoing and at most one ingoing arc of each color in the chosen orientation (this is possible by splitting each vertex into two - one being the endvertex of all incoming edges and the other one being the starting vertex of all outgoing edges - obtaining a bipartite graph of maximum degree \( i \), which is edge-i-colorable by Petersen Theorem). This means that for each color, the subgraph of \( G''_u \) determined by edges of this color is a disjoint union of directed cycles and/or paths.

Now in \( G \), we map the ‘outer’ vertices of paths corresponding to edges colored in \( G''_u \) by the color \( h \) onto the \( h \)-th \( a \)-cycle of \( H \). E.g., if this \( a \)-cycle has vertices \( v, x_1, \ldots, x_{a-1} \) and an edge \( e = (u, w) \) of \( G''_u \) is directed from \( u \) to \( w \) and corresponds to a path in \( G \) of length \( l = pa + bq \) where \( p \geq 2 \) or \( q = 0 \), we map the vertices along this path (from \( u \) to \( w \)) onto \( v, x_1, \ldots, x_{a-1} \), then \( q \)-times onto arbitrary \( b \)-cycle (in the direction of the cycle), then \((p - 1)\)-times onto \( x_1, \ldots, x_{a-1} \) and finally \( w \) is mapped onto \( v \). Similarly, we handle the edges of \( G''_u \) that correspond halfedges of \( G' \). Note that if an edge of \( G' \) gives rise to only one flag in \( S \), the covering projection along its preimage path in \( G \) starts with a mapping onto a \( a \)-cycle and ends with a mapping onto a \( b \)-cycle.

In this way we guarantee that each vertex of degree greater than two in \( G \) has at most one neighbor mapped onto \( x_1 \) and at most one neighbor mapped onto \( x_{a-1} \). Since this holds true for all \( h = 1, 2, \ldots, i \), and since a similar procedure works for the \( b \)-cycles, we see that the mapping constructed is indeed a partial covering projection.

**Theorem 2 (polynomial part)** The \( B(a', b') \)-PARTIALCOVER problem is polynomially solvable if \( a \) and \( b \) are divisible by the same power of \( 2 \), or if \( i + j \leq 2 \).

The proof is similar and is omitted here. The key point of the nontrivial case, i.e. if both \( a \) and \( b \) are odd, is the fact that then the target graph \( B \) is bipartite, and if an input graph \( G \) partially covers \( B \), it must be bipartite as well. Moreover, vertices of degree greater than two from the same class of bipartition must map onto the same of the two vertices of degree greater than two in \( B \).

### 5 Proofs – NP-Completeness Reductions

#### 5.1 Two Parameters

The following proposition concludes the proof of Theorem 2.
Proposition 2. The \( B(a^i, b^j)\)-PARTIALCOVER problem is NP-complete whenever \( |a - b| \) is odd, \( i, j \geq 1 \) and \( i + j \geq 3 \).

Proof. Assume \( a \) is odd, \( b \) is even, and both parameters are relatively prime. We discuss the case \( i, j \geq 2 \) first. Let \( G \) be the \((i + j)\)-regular graph whose black and white coloring is questioned. We replace each edge of \( G \) by a path of length \( l = ab \). It can be easily seen that the new graph \( G' \) partially covers \( B = B(a^i, b^j) \) if and only if a proper \( BW(i, j) \)-coloring of \( G \) exists.

Similarly, we use \( l = ab + (a - 1) \) to reduce the \( BW(i, 1) \) problem to the \( B(a^i, b^j)\)-PARTIALCOVER problem when \( j = 1 \) and \( i > 1 \). In the case of \( i = 1 \) and \( j > 1 \) we use \( l = ab + (b - 1) \) and reduce \( BW(j, 1) \) to \( B(a^i, b^j)\)-PARTIALCOVER.

5.2 Three Parameters

In this subsection we consider the \( B(a, b, c)\)-PARTIALCOVER problem, for \( a \neq b \neq c \neq a \). We may also assume \( a, b, c \) do not have a nontrivial common divisor. Our argument is based on the following approach:

Definition 1. Let \( J = \{j_1, \ldots, j_k\} \) be a set of distinct positive integers. We say that a number \( m \) has a path covering pattern with respect to \( J \) of type \((a, b)\) and length \( l \) if there exist integers \( x_i, 1 \leq i \leq l \) satisfying
\[
  m = x_1 + \cdots + x_l
\]
\[
x_i \in J, \quad 1 \leq i \leq l; \quad x_1 = a, \quad x_l = b,
\]
\[
x_{p-1} \neq x_p \neq x_{p+1} \text{ whenever } x_{p-1} \text{ or } x_{p+1} \text{ are defined.}
\]

Note that whenever \( m \) has a solution of type \((a, b)\), then it can be transformed into a solution of type \((b, a)\) of the same length. Hence, the type of a solution will be always expressed by an unordered pair.

Lemma 3. The \( B(a, b, c)\)-PARTIALCOVER problem is NP-complete if there exists an \( m \), which has a path covering pattern of type \((c, c)\) of an odd length, and a pattern of type \((a, b)\) of an even length, and no other covering patterns exist with respect to \( J = \{a, b, c\} \).

Proof. We show a reduction from the \( BW(2, 1)\)-coloring problem. Let \( G \) be a cubic graph, whose black and white coloring is questioned. We replace each edge of \( G \) by a path of length \( m \), and show that the new graph \( G' = G^m \) allows a partial covering to \( B = B(a, b, c) \) if and only if \( G \) has a proper \( BW(2, 1)\)-coloring.

Denote by \( u, w \) the two vertices of degree three in the graph \( B \), and assume that a partial covering projection \( f : G' \to B \) exists. Then every vertex of degree three in \( G' \) is mapped either on \( v \) or \( w \). Color each vertex \( u \in V(G) \) black, if \( f(u) = v \), and color it white otherwise. The mapping \( f \) is locally injective on neighborhood of any \( u \) in \( G' \); hence, one of the incident edges \((u, x)\) is mapped into a \( c \)-path. The maximal subpath of length \( m \) that starts with the exposed edge can be covered only by the pattern of type \((c, c)\). The odd length of the path covering pattern implies that the opposite end \( z \) of the maximal subpath
will be mapped onto the other vertex of degree three in $B$, causing that $x$ gets a different color from the color of $u$.

By the same argument we can show that the even length of the path covering pattern of type $(a, b)$ implies that every vertex of $G$ has two neighbors colored by the same color.

In the opposite direction, assume a $BW(2, 1)$-coloring of the graph $G$. A partial covering projection can be found by the technique already described in the proof of NP-completeness of the $B(a, b, b)$-PARTIALCOVER problem.

**Corollary 1.** The $B(a, b, c)$-PARTIALCOVER problem is NP-complete whenever $a + b$ divides $c$.

**Proof.** We apply Lemma 3 for $m$ equal to $c$. The only covering patterns are $m = c$ of type $(c, c)$ and $m = a + b + a + b + \cdots + a + b$ of type $(a, b)$.

The above approach yields the complete characterization of the computational complexity of the $B(1, 2, c)$-PARTIALCOVER problem for $c > 2$, and half of the cases for $B(1, 3, c)$-PARTIALCOVER, $c > 3$.

**Corollary 2.** The $B(1, 2, c)$-PARTIALCOVER problem is NP-complete for all $c \geq 3$.

**Proof.** If $c = 3k$, then the result follows directly from Corollary 1. When $c = 3k + 1$, then setting $m = c + 1$, we get the following covering patterns $m = 2 + 1 + 2 + 1 + 2 \cdots + 2$ and $m = c + 1$. Similarly, for $c = 3k + 2$ we set $m = c + 2$ to get patterns $m = 1 + 2 + \cdots + 1 = 1 + c + 1$ (odd length) and $m = c + 2$.

**Corollary 3.** The $B(1, 3, c)$-PARTIALCOVER problem is NP-complete for all even $c \geq 3$.

**Proof.** If $c = 4k$, then the result follows directly from Corollary 1. When $c = 4k + 2$, then setting $m = c + 1$, we get the following covering patterns $m = 3 + 1 + 3 + 1 + 3 \cdots + 3$ and $m = c + 1$.

Now we show the case when all three parameters $a, b, c$ are odd:

**Lemma 4.** The $B(a, b, c)$-PARTIALCOVER problem is NP-complete if there exists an $m$ which has path covering patterns of types $(a, a), (b, b)$ and $(c, c)$, all of odd lengths, and no other covering patterns exist with respect to $J = \{a, b, c\}$.

**Proof.** Assume $a < b < c$. We show a reduction from the 3-edge-precoloring extension problem for bipartite graphs. Let $G$ be a cubic bipartite graph with some edges properly precolored by colors black, white and blue. We replace each unprecolored edge of $G$ by a path of length $m$, each black edge by a path of length $a$, each white edge by a path of length $b$ and each blue edge $(u, v)$ by a copy of the gadget depicted in Fig. 4. We claim that the new graph $G'$ allows a partial covering to $B(a, b, c)$ if and only if $G$ allows a proper edge-coloring extending the precoloring.
Denote by $v, w$ the two vertices of degree three in the graph $B(a, b, c)$, and assume that a partial covering projection $f : G' \to B(a, b, c)$ exists. Then every vertex of degree three in $G'$ is mapped either on $v$ or $w$. Because of the parity assumption, vertices of one bipartition class of $G$ are mapped onto $v$ and those from the other class onto $w$. (This is the key point why we needed $G$ to be bipartite.) The assumption of the existence of covering patterns guarantees a one-to-one correspondence between color patterns used on these paths and colors which we assign to the originally unprecolored edges of $G$ ($(a, a)$–black, $(b, b)$–white and $(c, c)$–blue). To complete the proof, we need to check that the gadgets used to replace precolored edges force a coloring in accord with this correspondence. Indeed, a path of length $a$ only allows pattern $(a, a)$, a path of length $b$ only the pattern $(b, b)$ and the gadget replacing blue edges only the pattern illustrated in the figure. The opposite implication is straightforward.

Now we are ready to complete the proof of Theorem 3

**Corollary 4.** The $B(1, 3, c)$-PARTIALCOVER problem is NP-complete for every odd $c > 3$.

**Proof.** We use Lemma 4. Since $c$ is odd, we have either $c = 4k + 1$ or $c = 4k + 3$. In the former case we set $m_1 = 2c + 1$, allowing only the path covering patterns $2c+1 = c+1+c = 1+c+1+3+1+\cdots+1 = 3+c+3+1+3+\cdots+3 = 3+1+3+\cdots+3$, while in the latter case we set $m_1 = 2c + 3$, allowing the only path covering patterns $2c + 3 = 1+c+1+c+1 = c+3+c+1+3+1+\cdots+1 = 3+c+3+1+3+\cdots+3 = 1+3+1+\cdots+1$. It is a matter of routine calculation to check that no other patterns are possible.
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Abstract. In this paper, we study the complexity of deciding which player has a winning strategy in certain types of McNaughton games. These graph games can be used as models for computational problems and processes of infinite duration. We consider the cases (1) where the first player wins when vertices in a specified set are visited infinitely often and vertices in another specified set are visited finitely often, (2) where the first player wins when exactly those vertices in one of a number of specified disjoint sets are visited infinitely often, and (3) a generalization of these first two cases. We give polynomial time algorithms to determine which player has a winning strategy in each of the games considered.
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1 Introduction and Basic Definitions

Motivated by the work of Gurevich and Harrington [3], McNaughton [5] introduced a type of infinite game played on finite graphs. These games can be used as models for certain computational problems and can provide game-theoretic foundations for studying infinite-duration processes such as operating systems, networks, communication systems and concurrent computations. For example, Nerode et al. [7,6] introduce the idea of investigating and identifying distributed concurrent programs as strategies in Gurevich-Harrington and McNaughton type of games. We also mention a related paper [4] that uses a modal logic version of these games as a model for problems in control theory.

Assume we have an infinite-duration system. A run of the system can be thought of as an infinite sequence s0, s1, s2, s3, . . . of states. The state s0 is the initial state. The state si+1 is obtained by the execution of a certain command at si. The success of the run depends on whether or not the run satisfies certain specifications given by (or inherited from) software or hardware of the system. One can look at this run as a play between two players, Survivor and Adversary. The goal of one of the players, say Survivor, is to satisfy the specifications, while the goal of the opponent (in this case Adversary) is not to allow the specifications
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to be satisfied. During the play there is no termination point. Instead there are some special events that may happen continually. If some combination of these events happens infinitely often then one player wins, otherwise the other player wins. We now formalize these games, as was first done in [5].

**Definition 1.** A game $\mathcal{G}$ is a seven tuple $(V, S, A, E, v_0, W, \Omega)$, where:

1. $V$ is the set of nodes called positions.
2. $S$ and $A$ are subsets of $V$ such that $S \cap A = \emptyset$ and $S \cup A = V$. The nodes of $S$ are **positions** of Survivor, and the nodes of $A$ are **positions** of Adversary.
3. $E \subseteq S \times A \cup A \times S$ is a set of directed edges between $S$ and $A$ such that
   (a) for each $s \in S$ there exists at least one $a \in A$ with $(s, a) \in E$, and
   (b) for each $a \in A$ there exists at least one $s \in S$ with $(a, s) \in E$.
4. $v_0$ is the initial position of the game.
5. $W$ is a subset of $V$ called the set of **special positions**.
6. Finally, $\Omega$ is a set of some subsets of $W$. These are called **winning sets** or **winning conditions** for Survivor.

For the game $\mathcal{G}$ the **graph of the game** is the graph $(A \cup S, E)$. All plays of $\mathcal{G}$ occur in the graph of the game. To visualize a play we describe it informally as follows. There is a placemaker, that is initially placed on node $v_0$. At any given time the placemaker is placed on a node. If the node is in $S$, then it is Survivor's turn to move the placemaker. Otherwise it is Adversary's turn. The placemaker is always moved along the edges of the game graph determined by $E$. There is always a possibility to move the placemaker as stipulated by conditions 3a) and 3b) of the definition.

Let $s_0$ be a position, say of Survivor. Assume that Survivor begins its move by putting the placemaker on $a_0$ (so $(s_0, a_0) \in E$). Adversary responds by putting the placemaker on a $s_1$ (so $(a_0, s_1) \in E$). This procedure repeats and the players' actions produce an infinite sequence:

$$p = s_0, a_0, s_1, a_1, \ldots$$

called a **play** that begins from position $s_0$. In the play $p$ consider the set of all nodes $t$ that have the following properties:

1. $t$ belongs to $W$, and
2. $t$ occurs in the play $p$ infinitely often.

We denote this set by $In(p)$ and call it the **infinity set of $p$**. Survivor wins the play if $In(p) \in \Omega$. Otherwise Adversary wins the play. Thus, every play is won by one of the players.

The **histories** of the play $p = q_0, q_1, q_2, \ldots$ are the finite prefixes of $p$. The set $H(S)$ consists of all histories whose last positions are positions where Survivor makes move. The set $H(A)$ is defined similarly. A **strategy** for Survivor is a function $f$ that maps $H(S)$ into $A$ such that for all $u = q_0 \ldots q_n \in H(S)$, $(q_n, f(u)) \in E$. A strategy for Adversary is defined similarly.

Let $f$ be a strategy for a player. Let $q$ be a position in the game. Consider all the plays that begin from $q$ which are played when the player follows the strategy $f$. We call these **plays consistent with $f$ from $q$**.
Definition 2. The strategy $f$ of a player is a winning strategy if all plays consistent with $f$ from $v_0$ are won by the player. In this case we say that the player wins the game.

McNaughton [5] proved that for every McNaughton game, it is decidable who has a winning strategy. However, his algorithm is by no means an efficient one. Thus, it is natural to ask for which type of McNaughton games it can be decided in polynomial time which player has a winning strategy. Some polynomial time solvable instances were given by Dinneen and Khoussainov in [2] and Nerode et al. in [6]. In [2] games with $W = V$ and $\Omega = \{V\}$, called update network games are studied and it is shown that there is an $O(|V||E|)$ time algorithm to determine if Survivor wins these games. In this paper, we extend this result. First, we consider for networks with a partition of the set of nodes into three sets $V = I \cup F \cup D$, games of the form $(V, S, A, E, v_0, I \cup F, \{I\})$. i.e., Survivor wins if every node in $I$ is visited infinitely often, and every node in $F$ is visited finitely often. Thus, each play in such games is indifferent whether or not the nodes in $D = V \setminus W$ are visited finitely or infinitely often. Therefore we call the nodes $D$ don’t care nodes. We provide a $O(|V||E|)$ time algorithm to decide which player has a winning strategy in such games. Secondly, we consider the games where $W = V$ and $\Omega$ is a collection of pairwise disjoint winning sets. We show that there exists a polynomial time algorithm to decide who wins such games. Finally, we combine these results, and allow $W$ to be a proper subset of $V$, with $\Omega$ a collection of pairwise disjoint non-empty winning sets.

2 Preliminary Results

Given a McNaughton game $G$ and a subset of the nodes $X \subseteq V$, a node $v$ is in the set $\text{REACH}(S, X)$ if Survivor can force every play starting at $v$ into a node in $X$ after a finite number of steps. Note that $\text{REACH}(S, \emptyset)$ is assumed to be $\emptyset$ which is consistent with the definition.

Lemma 1. The set $\text{REACH}(S, X)$ can be computed in $O(|V| + |E|)$ time.

Proof. We build a set $R$, that will eventually be $\text{REACH}(S, V)$. Initially, we take $R = X$. If a node $x$, owned by Survivor, has an edge to a node in $R$, then $x$ is added to $R$. If a node $x$, owned by player Adversary, has only edges to nodes in $R$, then $x$ is added to $R$. One can note that from every node in $R$ Survivor can always force a play to go to a node in $X$. Moreover, when no nodes can be added to $R$ anymore, then $R = \text{REACH}(S, X)$. Adversary has a strategy such that only nodes in $V \setminus R$ are visited. Indeed, Adversary has a strategy to always stay inside of $V \setminus R$ when game begins in a node from $V \setminus R$. The procedure of constructing $\text{REACH}(S, X)$ can be implemented in $O(|V| + |E|)$ time, by giving each node not in $X$ a counter, that is initially 1 for nodes owned by Survivor and its outdegree for nodes owned by Adversary. Whenever we add a node $v$ to $R$, we subtract 1 from the counters of each node with an edge to $v$; when a counter becomes 0 then the node is also added to $R$. \hfill \Box
Let $v \not\in \text{REACH}(S, X)$ be an Adversary’s node. We iteratively define the set $\text{AVOID}(v, A, X)$ as follows. Initially, we take $\text{AVOID}(v, A, X) = \{v\}$. If a node $x$ is owned by Adversary and $x \in \text{AVOID}(v, A, X)$ then we add a neighbor $y$ into $\text{AVOID}(v, A, X)$ if $(x, y) \in E$ and $y \not\in \text{REACH}(S, X)$. If a node $x$ is owned by Survivor and $x \in \text{AVOID}(v, A, X)$ then we add all $y$ into $\text{AVOID}(v, A, X)$ for which $(x, y) \in E$.

From Lemma 1 we obtain the following lemma.

**Lemma 2.** Given $X$ and $v \not\in \text{REACH}(S, X)$ the set $\text{AVOID}(v, A, X)$ has the following properties:

1. The set $\text{AVOID}(v, A, X)$ can be constructed in $O(|V| + |E|)$ time.
2. $\text{AVOID}(v, A, X) \cap \text{REACH}(S, X) = \emptyset$.
3. Adversary has a strategy, such that when the game visits a node in $\text{AVOID}(v, A, X)$ then all nodes visited afterwards also belong to $\text{AVOID}(v, A, X)$.
4. For all $s$ in $\text{AVOID}(v, A, X) \cap S$ and all $a \in A$ if $(s, a) \in E$ then $a$ is in $\text{AVOID}(v, A, X)$.

If the game starts at $v$, then a strategy for Adversary not to play to a node in $X$ is to always play to a node in $\text{AVOID}(v, A, X)$. Note that the sets $\text{REACH}(A, X)$ and $\text{AVOID}(v, S, X)$ can be defined in a similar matter. The two lemmas above hold true for these sets too.

### 3 Relaxed Update Networks

In [2] the games where $W = V$ and $\Omega = \{V\}$ are studied. These games are called update network games. An update network game is an update network if Survivor wins the game. We generalize these games in the following definition.

**Definition 3.** A game $G$ is a relaxed update network game if $\Omega$ consists of a fixed subset $I$ of $W$. We say that a relaxed update network game from a position $q$ is a relaxed update network if Survivor has a winning strategy from $q$.

Thus, in a relaxed update network the set of nodes is partitioned into three sets $V = I \cup F \cup D$, where $I$ is a given subset of $W$, $F = W \setminus I$, and $D = V \setminus W$. Survivor wins a play if every node in $I$ is visited infinitely often, and every node in $F$ is visited finitely often. Thus, each play in such games is indifferent whether or not the nodes in $D$ are visited finitely or infinitely often. Therefore we can call the nodes in $D$ don’t care nodes.

#### 3.1 The Case $I = \emptyset$

Let $G$ be a relaxed update game. Here we consider the case that $I = \emptyset$, i.e., we have nodes that must be visited only finitely often ($F$) and don’t care nodes. Of course, the problem is trivial when $F = \emptyset$ and $I = \emptyset$. So we assume that $F \neq \emptyset$. 

Let $V_0 = V \setminus \text{REACH}(A, F)$. If $V_0$ is empty, then $\text{Adversary}$ has a winning strategy: from every node, $\text{Adversary}$ has a forced play into a node in $F$. Thus, $\text{Adversary}$ can force some of the nodes in $F$ to be visited infinitely often.

If $\text{Survivor}$ begins the game from a node $v$ in $V_0$, then $\text{Survivor}$ has a winning strategy: he plays always inside the set $\text{AVOID}(v, S, F)$ which is possible by Lemma 2.

If neither $V_0$ is empty nor the game starts at a node in $V_0$, then we start with an iterative process. In order to describe the process we make the following notes.

Consider $\text{REACH}(S, V_0)$. Note that for each node in $\text{REACH}(S, V_0)$, $\text{Survivor}$ has a winning strategy when the game starts at that node. $\text{Survivor}$ can force all plays from the node into $V_0$. When a node in $V_0$ is reached $\text{Survivor}$ has a strategy such that no node in $F$ is visited anymore. Thus, $\text{Adversary}$ should not play into a node in $\text{REACH}(S, V_0)$. In particular, $\text{Adversary}$ should not play to nodes in $F \cap \text{REACH}(S, V_0)$.

Let us consider $F_1 = F \setminus \text{REACH}(S, V_0)$ and $V_1 = V \setminus \text{REACH}(A, F_1)$. Note that $V_0 \subseteq V_1$. $\text{Survivor}$ has a winning strategy when the game starts at a node of $V_1$. $\text{Survivor}$ can always play inside $V_1$ again by Lemma 2, and hence no nodes in $F_1$ are visited. So the only nodes in $F$ $\text{Adversary}$ can possibly direct the plays to are those in $\text{REACH}(S, V_0)$. But from these nodes, $\text{Survivor}$ can force all plays into $V_0$. Hence nodes in $F$ are visited in total a finite number of times.

Thus, when the game starts at a node in $V_1$ we are done: $\text{Survivor}$ has a winning strategy. When $V_1 = V_0$ and the game starts at a node in $V \setminus V_1$, then we are also done as $\text{Adversary}$ has a winning strategy; $\text{Adversary}$ always forces all the plays into $F_1 = F$ staying in $V \setminus V_1$.

The step above can be repeated which leads us to an iterative procedure. Thus, let $F_0 = F$ and $V_0 = V \setminus \text{REACH}(A, F_0)$. For each $i \geq 1$, let

$$F_i = F_{i-1} \setminus \text{REACH}(S, V_{i-1}) \quad \text{and} \quad V_i = V \setminus \text{REACH}(A, F_i).$$

With arguments similar as above, we can show that $\text{Survivor}$ has a winning strategy in all nodes in $V_i$.

As each $V_i \subseteq V_{i+1}$, the process stops when we have an $i$ with $V_i = V_{i+1}$. In that case, there is a winning strategy for $\text{Survivor}$ if and only if the game starts at a node in $V_i$. Suppose the game starts at a node in $V \setminus V_i$ and $V_i = V_{i+1}$. Then, $\text{Adversary}$ can force a play to a vertex in $F_{i+1}$; and either it is owned by $\text{Survivor}$ and has all outgoing edges to a vertex in $V \setminus V_i$ or is owned by $\text{Adversary}$ and has one outgoing edge to $V \setminus V_i$, (as follows from Lemma 2), hence $\text{Adversary}$ can force the game to stay in $V \setminus V_i$.

This gives a polynomial time algorithm for the problem with $I = \emptyset$. The algorithm takes $O(|V| |E|)$ time, as there are $O(|V|)$ iterations, each taking $O(|V| + |E|)$ time.

### 3.2 Reducing to the Case $F = \emptyset$

Now assume $I \neq \emptyset$. In this section, we show that an instance with $F \neq \emptyset$ can be transformed to an equivalent instance with $F = \emptyset$, assuming $I \neq \emptyset$. 
We may assume that the initial position belongs to $\text{REACH}(S, I)$; if not, then clearly $\text{Adversary}$ has a winning strategy from Lemma 2. ($\text{Adversary}$ forces that no node in $I$ is ever reached.) Now, $\text{Survivor}$ can start the game by forcing to go to any node in $I$, and, as all nodes in $I$ have to be visited infinitely often, it is not important for the analysis to which node in $I$ the game goes first.

There are two cases:

$\text{REACH}(A, F) \cap I \neq \emptyset$. This means that there is a node $i \in I$, such that $\text{Adversary}$ has a strategy that forces all the plays of the game (consistent with the strategy) to visit a node in $F$ after a finite number of steps. If this is the case, then $\text{Adversary}$ has a winning strategy for the game. Here either $i$ is not visited infinitely often, or he can force after every visit to $i$ a play to a node in $F$, in which case at least one node in $F$ is visited infinitely often.

$\text{REACH}(A, F) \cap I = \emptyset$. This means that for all nodes $i \in I, \text{Adversary}$ can not force any play of the game visit a node in $F$. Therefore if $\text{Survivor}$ has a winning strategy then he has one that prevents movement to a node in $F$ after the first node in $I$ has been reached.

Once a node in $I$ has been reached, $\text{Survivor}$ wants to avoid the plays reaching nodes in $F$. (Any play to a node in $F$ now could possibly be repeated by $\text{Adversary}$.) So if $\text{Survivor}$ can avoid reaching a node in $F$ infinitely many times, he can avoid visiting it once.

So, what we can do is compute $\text{REACH}(A, F)$, and remove all nodes in $\text{REACH}(A, F)$ from the graph, and obtain an equivalent instance, but now with $F = \emptyset$.

### 3.3 Case with Infinite-Visit Nodes

In this section, we consider the game with $F = \emptyset$ and $I \neq \emptyset$. Suppose the game starts at node $v_0$.

**Lemma 3.** There is a winning strategy for $\text{Survivor}$ if and only if the node $v_0 \in \text{REACH}(S, I)$ and $I \subseteq \text{REACH}(S, \{v\})$ for all $v \in I$.

**Proof.** Suppose $w \in I, w \not\in \text{REACH}(S, \{v\})$. Then $\text{Adversary}$ has a winning strategy. If $w$ is never visited in the game, then $\text{Survivor}$ loses. If $w$ is visited, then after $w$ has been visited, $\text{Adversary}$ has a strategy that avoids $v$, so $\text{Adversary}$ again wins.

If $v_0 \not\in \text{REACH}(S, I)$, then $\text{Adversary}$ can prevent any node in $I$ to be visited as follows from Lemma 2.

Now suppose for all $v \in I, I \subseteq \text{REACH}(S, \{v\})$, and $v_0 \in \text{REACH}(S, I)$. The latter condition makes that $\text{Survivor}$ can start by forcing all plays from $v_0$ into $I$. The former condition means that for every pair of nodes $v, w \in I, \text{Survivor}$ has a strategy that forces, after $w$ has been visited, that in a finite number of moves $v$ will be visited. This enables $\text{Survivor}$ to force that every vertex in $I$ to be visited infinitely often.

The condition of Lemma 3 can be checked in $O(|V||E|)$ time. Thus we have proved the following theorem.
Theorem 1. There is a \( O(|V||E|) \) time algorithm to decide whether a given game is a relaxed update network.

3.4 P-Completeness

The previous section shows that we can decide in polynomial time if a relaxed update game is a relaxed update network. Let’s call this the RELAXEDNETWORK problem. Here we show that this problem is P-complete and hence any decision algorithm for it is inherently sequential.

Proposition 1. The RELAXEDNETWORK problem is P-complete.

Proof. All that remains to see is that RELAXEDNETWORK is log-space hard for the complexity class P. To do this, we reduce the AGAP (And/Or Graph Accessibility Problem), which is known to be P-complete [1], to RELAXEDNETWORK. An instance of AGAP is an and/or graph \( D = (V, A) \) with two vertices \( s \) and \( t \). The problem is to decide whether \( t \) is reachable from \( s \). We say that \( t \) is reachable from \( s \) in an and/or graph \( D = (V, A) \) if a pebble can be placed on the specified vertex \( t \) by using the following rules:

1. We can place a pebble on \( s \).
2. For an AND vertex \( v \), a pebble can be placed if all in-neighbors of \( v \) are pebbled.
3. For an OR vertex \( v \), a pebble can be placed if at least one in-neighbor is pebbled.

We can transform this instance into an instance of RELAXEDNETWORK as follows. We map an instance \( (D, s, t) \) of AGAP into a game instance \( (V, S, A, E, \nu_0, I \cup F, \{I\}) \). First let \( D' \) be a bipartite version of \( D \) where we subdivide any arcs with two end-points of the same type (the new vertex is the opposite type). Then declare \( V = V(D') \cup \{t'\} \), \( S \) equal to the OR vertices, \( A \) equal to the AND vertices, \( E = E(D') \cup \{(t, t'), (t', t)\} \setminus \{(t, v) \mid v \in V(D')\} \), \( \nu_0 = s \), \( I = \{t, t'\} \), \( F = V \setminus I \). There is a pebbled path from \( s \) to \( t \) in \( D \) if and only if Survivor wins the game defined. This transformation is clearly doubly in log space. \( \square \)

3.5 A Dual Case

This case is obtained when we interchange the players of games. Let us consider the case when \( I = \emptyset \) in a relaxed update game and interchange the roles of the players. Thus, now Survivor’s winning conditions are nonempty subsets of \( F \). Then Subsection 3.1 can be explained as follows. Consider the following sequence:

\[
F_0 = \text{REACH}(S, F), \quad F_{i+1} = \{x \mid x \in \text{REACH}(S, F \setminus \{x\}) \text{ and } x \in F\}.
\]

The iteration guarantees that \( F_i \) consists of all nodes from which Survivor can visit the set \( F \) at least \( i + 1 \) times. Note that \( F_{i+1} \subseteq F_i \) for all \( i \). Let \( i \) be such that \( F_i = F_{i+1} \). We can show that Survivor wins the game from \( v \) if and only if \( v \in \text{REACH}(S, F_i) \). The proof is basically given in Subsection 3.1.
4 Partition Games and Partition Networks

In this section we study games where winning conditions are pairwise disjoint
collections of nonempty sets with $W = V$. Formally, a partition network game
is a game $G$ of the form $(V, S, A, E, w_0, V, \{W_1, \ldots, W_n\})$, where $W_1, \ldots, W_n$ is
a collection of pairwise disjoint nonempty winning sets. We say that a partition
network game is a partition network if Survivor is the winner of the game.
An important concept of closed winning conditions (sets) is defined as follows:

Definition 4. A winning condition $W_i$ in a game $G$ is $S$-closed if the following
two conditions are satisfied:

1. For any Survivor’s position $s \in W_i$ there exists an $a$ such that $(s, a) \in E$
and $a \in W_i$.
2. For any Adversary’s position $a \in W_i$ and all $s$ such that $(a, s) \in E$ we have
$a \in W_i$.

Informally, if $W_i$ is a closed winning set then Survivor can always stay inside
of $W_i$ no matter what the opponent does. The next lemma gives a necessary
condition for Survivor to win a partition network game.

Lemma 4. If Survivor wins the partition network game $G$ then one of the winning
conditions must be $S$-closed.

Proof. Suppose that each $W_i$ is not $S$-closed. Then for each $W_i$ one of the fol-
lowing cases hold:

1. There exists a Survivor’s node $s_i \in W_i$ so that all the outgoing edges from $s$
lead to nodes outside of $W_i$.
2. There exists an Adversary’s node $a_i \in W_i$ such that $(a_i, s_i) \in E$ and $s_i \notin W_i$.

We construct the following strategy $g$ for Adversary. For all Adversary’s posi-
tions $a$ if $a = a_i$ then $g(a) = s_i$; in all other cases $g(a)$ is the first node $s$
for which $(a, s) \in E$. We claim that $g$ is a winning strategy for Adversary thus
contradicting the assumption. Indeed let $p = p_0, p_1, \ldots$ be a play consistent
with $g$. Consider the infinity set $In(p)$. Assume that $In(p) = W_i$. Then from
some stage $m$ in the play all nodes from $W_i$ and only those will appear infinitely
often. Therefore $W_i$ does not satisfy the first case listed above. Hence for $W_i$
there exists an Adversary’s node $a_i \in W_i$ such that $(a_i, s_i) \in E$ and $s_i \notin W_i$.
From the definition of $g$, as $a_i$ must appear in $p$ after point $m$, we see that
$p$ must contain a position from outside of $W_i$ after stage $m$. This contradicts
the choice of $m$. Therefore $In(p) \neq W_i$ for all winning sets $W_i$.

For our next lemma we need the following concept. We say that a winning
condition $W$ is an update component if $W$ is $S$-closed and Survivor wins the
update game played in $W$.

Lemma 5. If Survivor wins the partition network game $G$ $(V, S, A, E, w_0, V, \{W_1,$
$\ldots, W_n\})$, then one of the winning conditions is an update component.
Proof. By the lemma above, one of the winning conditions $W_i$ must be $S$-closed. Without loss of generality we may assume that $W_1, \ldots, W_k$ are all the $S$-closed
winning conditions among $W_1, \ldots, W_n$, where $k \leq n$.

In order to obtain a contradiction, assume that none of $W_1, \ldots, W_k$ is an update component. Hence for every $t$ with $1 \leq t \leq k$ and every $x \in W_t$, Adversary
has a winning strategy $g_{t,x}$ to win the update game $(W_t, x)$ from $x$. Note that
for each $W_i$, $i > k$, one of the following cases hold:

1. There exists a Survivor’s node $s_i \in W_i$ so that all the outgoing edges from $s$
lead to nodes outside of $W_i$.
2. There exists an Adversary’s node $a_i \in W_i$ such that $(a_i, s_i) \in E$ and $s_i \not\in W_i$.

Now we define the following strategy $g$ for Adversary. Let $a$ be an Adversary’s
position. Consider any finite history $h = p_0, \ldots, p_m$ of a play that begins from $a$
so that $a = p_m$. If $a = a_i$ for some $i > k$ then $g(h) = s_i$. Now assume $a \in W_t$
with $1 \leq t \leq k$. Let $p_r$ be a node in the history so that all $p_r, \ldots, p_m \in W_t$
and $p_{r-1} \not\in W_t$. Then $g(h) = g_{t, p_r}(p_{r+1}, \ldots, p_m)$. In all other cases, $g(h)$ is the
first $s$ with $(a, s) \in E$.

We claim that $g$ is a winning strategy for Adversary. Indeed, let $p = p_0, p_1, p_2, \ldots$ be a play consistent with $g$. Consider the infinity set $I_n(p)$. Assume that $I_n(p) = W_t$. Then $i \leq t$ which can be proved by using the reasoning
similar to the proof of the previous lemma. Assume that $i \leq t$. Let $m$ be the first
point in the the play $p$ so that all nodes from $W_i$ and only those will appear
infinitely often. Then $g$ will always follow the strategy $g_{i, p_m}$. Hence $I_n(p)$ can
not be equal to $W_t$. Again we have a contradiction.

From these two lemmas we have the following result.

**Corollary 1.** In a partition network game, if either (1) each winning conditions
is not $S$-closed or (2) each $S$-closed winning condition does not form an update
component then Adversary wins the partition game.

Now assume that one of the winning conditions of the partition network game
is an update component. Without loss of generality we can assume that it is $W_1$.
Consider the set $\text{REACH}(S, W_1)$. If $w_0 \in \text{REACH}(S, W_1)$ then Survivor clearly
wins the game. Otherwise, we define the following game $G'$:

1. Set $V' = \text{AVOID}(w_0, A, W_1)$.
2. For each $W_i$ if $W_i \cap \text{REACH}(S, W_1) \neq \emptyset$ then $W_i$ is not a winning set of the
new game. Otherwise, $W_i$ is a winning set of the new game.
3. The set $E'$ of edges is obtained by restricting $E$ to $V'$.
4. The initial position of the game is $w_0$.

**Lemma 6.** Assume $W_1$ is an update network component and $w_0 \not\in \text{REACH}(S, W_1)$. Survivor wins the original game if and only if Survivor wins the new game $G'$.
Proof. Indeed, assume that Adversary wins the new game $G'$. Let $g'$ be winning strategy. Then since $g'$ is inside the AVOID($v_0, A, W_1$) strategy, we see that Adversary wins the whole game. Assume that Survivor wins the new game. Let $f'$ be winning strategy. Define a strategy $f$ as follows. If a play is inside the game $G'$ then always follow $f'$. Otherwise, force the place into $W_1$ and win the update game $W_1$. It is not hard to see that Survivor wins the game. $\Box$

We call the game $G'$ obtained from $G$ the reduced game at $v_0$. Now consider the following procedure that for any $x \in V$ proceeds by stages as follows.

Stage 0. Set $G_0 = G$.

Stage $i + 1$. Consider $G_i$. If all of the winning conditions of $G_i$ are not $S$-closed or all $S$-closed winning conditions of $G_i$ are not update components then declare Adversary the winner. Otherwise take the first winning condition $W$ which is an update network component. If $x \in \text{REACH}(S, W)$ then Survivor is the winner.

If not, reduce $G_i$ to $G_{i+1}$ at node $x$.

Note that at some stage $k$ the process stops at which the winner at $x$ is found. The algorithm to decide the game runs in $O(|E||V|^2)$ time yielding:

**Theorem 2.** There is a $O(|V|^2|E|)$ time algorithm to decide whether a given game is a partition network.

## 5 Relaxed Partition Networks

In this section, we combine the results of Sections 3 and 4. We consider partition games where possibly $W \neq V$. We now have relaxed partition network games of the form

$$G = (V, S, A, E, v_0, W, \{W_1, \ldots, W_n\}),$$

where $W \subseteq V$, and $W_1, \ldots, W_n$ is a collection of pairwise disjoint nonempty winning sets, each a subset of $W$. Again, the set of don’t care nodes is denoted by $D = V \setminus W$.

For sets $X, Y \subseteq V$, $X \cap Y = \emptyset$, define the set $\text{RA}(S, X, Y)$ of nodes from which Survivor can force a play that reaches, in a finite number of steps, a node in $X$ by avoiding $Y$. Thus, $v \in \text{RA}(S, X, Y)$ if Survivor has a winning strategy in the game that starts at a $v$ where Survivor wins as soon as a node in $X$ is visited; Adversary wins as soon as a node in $Y$ is visited or when infinitely many moves occur without a visit to a node in $X \cup Y$.

**Lemma 7.** Given $X, Y, X \cap Y = \emptyset$, $\text{RA}(X, Y)$ can be computed in $O(|V||E|)$ time.

**Proof.** The set $\text{RA}(S, X, Y)$ can be computed as follows. Initially, set $R = X$.

If a node $s \in S \setminus Y$ has an edge $(s, a) \in E$ and $a \in R$, then add $s$ to $R$. If a node $a \in A \setminus Y$ has for all $s$ with $(a, s) \in E$, $s \in R$, then add $s$ to $R$. Repeat this process until we cannot add nodes to $R$ using these rules. One easily sees with induction that $R \subseteq \text{RA}(S, X, Y)$. We also have, after no further nodes can
be added to \( R \), that \( R = RA(S, X, Y) \); any Adversary node in \( V \setminus R \setminus Y \) has an edge to a node in \( V \setminus R \), and any Survivor node in \( V \setminus R \setminus Y \) has only edges to nodes in \( V \setminus R \). Thus, when Adversary follows a strategy to always play to nodes in \( V \setminus R \), he wins either by having the game moved to a node in \( Y \), or by an infinite play. Finally, use the same data structure as in Lemma 1.

**Definition 5.** A winning condition \( W_i \) in a game \( G \) is \( S \)-closed with respect to \( W \), if the following two conditions are satisfied:

1. For any Survivor’s position \( s \in W_i \), there exists an \( a \) such that \((s, a) \in E\) and \( a \in RA(S, W_i, W \setminus W_i)\).
2. For any Adversary’s position \( s \in W_i \) and all \( a \) with \((s, a) \in E\), we have \( a \in RA(S, W_i, W \setminus W_i)\).

Note that the definition of \( S \)-closedness of the previous section is the same as \( S \)-closedness with respect to \( V \). Informally, when \( W_i \) is an \( S \)-closed winning set with respect to \( W \), then Survivor can force a play that visits only nodes in \( W_i \) and don’t care nodes in \( D \). Similar to the Lemma 4, we can show:

**Lemma 8.** If Survivor wins the relaxed partition network game \( G \) then one of the winning conditions must be \( S \)-closed with respect to \( W \).

For a set of nodes \( X \subseteq V \) with for all \( s \in X \setminus S \), there is an \( a \in X \setminus A \) with \((s, a) \in E\) and for all \( a \in X \setminus A \), there is an \( s \in X \setminus S \) with \((a, s) \in E\), we can define the subgame, induced by \( X \) with initial position \( v' \in X \):

\[
(X, S \cap X, A \cap X, E \cap (X \times X), v', W \cap X, \Omega \cap \mathcal{P}(X)),
\]

where \( \Omega \cap \mathcal{P}(X) \) is the collection of sets in \( \Omega \) that are a subset of \( X \). In other words, the game is similar to the original game, but now only nodes in \( X \) are visited.

**Lemma 9.** If Survivor wins the relaxed partition network game \( G \) then for one of the winning conditions \( W_i \), we have that \( W_i \) is \( S \)-closed with respect to \( W \), the subgame, induced by \( RA(S, W_i, W \setminus W_i) \), with initial position an arbitrary \( v \in W_i \) has a winning strategy for Survivor, and the start node \( v_0 \) of \( G \) belongs to \( \text{REACH}(S, W_i) \).

The proof of this lemma is similar to (but somewhat more detailed as) the proof of Lemma 5. The conditions of these lemmas can again be checked in \( O(|V||E|) \) time, as the game, induced by \( RA(S, W_i, W \setminus W_i) \) is a relaxed update game.

Suppose the conditions of the preceding lemma is fulfilled for winning condition \( W_i \). If \( v_0 \in \text{REACH}(S, W_i) \), Survivor wins the game. Otherwise, game \( G' \) can be defined as in the previous section, and we again have that Survivor wins the game, if and only if Survivor wins game \( G' \). The time to decide which player has a winning strategy is again bounded by \( O(|E||V|^2) \). Thus, we finally have the following result.

**Theorem 3.** There is a \( O(|V|^2|E|) \) time algorithm to decide whether a given game is a relaxed partition network.
6 Conclusions

In this paper, we gave some types of McNaughton games where one can decide in polynomial time which player has a winning strategy. The interest in these games is that they can be used as a model for infinite processes.

Several directions for further research remain open. At one hand, one can try to design faster algorithms for the problems solved in this paper. In addition, it would be interesting to see which kind of conditions on the winning sets produce efficient algorithms to solve the games, and what conditions turn this problem computationally intractable. Another problem is to pinpoint the precise complexity (in terms of complexity class) of the question to decide if a given player has a winning strategy for a given McNaughton game.
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Abstract. A fundamental problem in programming multiprocessors is scheduling elementary tasks on the available hardware efficiently. Traditionally, one represents tasks and precedence constraints by a data-flow graph. This representation requires that the set of tasks is known beforehand. Such an approach is not appropriate in situations where the set of tasks is not known exactly in advance, for example, when different options how to continue a program are possible. In this paper dynamic process graph (DPG) will be used to represent the set of all possible executions of a given program. An important feature of this model is that graphs are encoded in a very succinct way. The encoded executions are directed acyclic graphs with a “regular” structure that is typical for parallel programs.

With respect to such a graph representation we investigate the computational complexity of some basic graph-theoretic problems like e.g. what is the minimum depth of a graph represented by a DPG? or what is the size of a subgraph induced by a given node v? In this paper the complexities of these problems are determined precisely. As a consequence approximations of the computational complexity of some variants of scheduling problems are obtained.

1 Introduction

In programming multiprocessors to describe the elementary steps of computation and the logical dependencies among them one uses traditionally data-flow graphs that allow to extract parallelism automatically. Nodes of a data-flow graph represent tasks to be executed and edges indicate the precedence constraints. Such graphs are also called precedence graphs. Since any nontrivial application involves a huge number of task executions one would like to keep the description of the graph as compact as possible and in such a way that parallelism can be still extracted easily from the representation. For this purpose, we have introduced in [9] a new graph model called dynamic process graph, DPG for short.

This graph model allows a natural representation for parallel and distributed programs. In particular due to different modes for the input and output behaviour for each task they model basic primitives for specifying parallel pro-
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grams, like *fork* and *join*. PAR *output mode* of a task models a typical fork-constructor which allows to split a process into subprocesses running in parallel. Another fork-constructor allows a program to carry on in two or more alternative ways. The selection of an alternative can be *nondeterministic* or piggybacked on a *guard*. For example if each guard is a read instruction associated with a specific channel, we continue with the alternative guarded by the channel which supplies some data first. Hence, the decision how to continue the program often depends on the scheduler itself. We model such an alternative fork operation by an ALT *output mode*. Speaking more formally, we require that if the *output mode* of a task $v$ is PAR then all of its direct successors have to be initiated and in case of ALT *mode one* of its direct successors has to be initiated. In a similar way we also specify the *input mode* of tasks. For the ALT input mode one of its direct predecessors (resp. all of them in case PAR) has to be completed before $v$ starts.

One of the motivating questions for our study of DPGs is *how efficiently a compactly specified program $\Pi$ can be executed on a multiprocessor system*. In [9], [10] and [11] we have investigated the complexity of scheduling strategies, where the compiler completely precomputes when and where each task will be executed. Changing from compile-time strategies to scheduling tasks at run-time one gets the potential of reducing the total execution time of a program only because the resources are better used, but in general there will be more effort necessary at run-time. Therefore, many existing parallel systems use both attempts to schedule parallel programs efficiently solving, however most details of the schedule already at compile time. E.g. some systems assign execution instances to the processors at compile-time and a local run-time scheduler invokes execution instances assigned to the processors (see [8] and [3]).

In [9,10] we have proven that it is intractable for the compiler to construct a *complete* schedule of minimum length for a given program $\Pi$. Speaking more precisely we have shown that for some types of programs the appropriate decision problems become $\mathcal{NEXPTIME}$-complete. In this paper we continue our study and investigate some basic questions concerning efficient execution of a given parallel or distributed program using DPGs to model the programs. We give the precise computational complexities of these problems for various variants of DPGs. As consequence we obtain that computing some simple details of the schedule already at compile time is intractable, too.

Assuming a common graph representation (e.g. adjacency matrix), one obtains that the following simple problems (i) *what is the depth of a given input graph?* or (ii) *what is the size of a subgraph induced by a given node $v$?* can be solved in $\mathcal{P}$. The corresponding decision problems are $\mathcal{NL}$-complete. In this paper we prove that for DPG representation the first problem is $\mathcal{NP}$-complete. Hence the complexity jumps from $\mathcal{NL}$-complete for a common graph representation to $\mathcal{NP}$-complete when representing the input as a DPG. A similar jump has been observed for some other classical graph problems in [5,14,12] where the authors have shown that simple graph properties become $\mathcal{NP}$-complete when the graph is represented in a particular succinct way using generating circuits
or a hierarchical decomposition. On the other hand under these representations
graph properties that are ordinarily $\mathcal{NP}$-complete, like HAMILTON CYCLE, 3-
COLORABILITY, CLIQUE etc., become $\mathcal{NC} \times \mathcal{P}$-complete. Later Feigenbaum
et al. [4] have proven a similar property for graphs represented as OBDDs. In this
paper we show that the problem (ii) above is $\mathcal{NC} \times \mathcal{P}$-complete for DPG repre-
sentation what implies an astonishing jump from $\mathcal{NL}$- to $\mathcal{NC} \times \mathcal{P}$-completeness.

The remaining part of this paper is organised as follows. In Section 2 we
give a formal definition of DPGs and some important properties of this
representation. Next, in Section 3 the basic graph problems for DPGs are defined and
relationships between these problems and some canonical scheduling problems
are given. Sections 4 and 5 deal with the complexities of decision, resp. counting
problems. For definitions of standard notions in complexity we refer e.g. to [13].

2 Preliminaries

Given a DAG $G = (V, E)$ with node set $V$ and edges $E$, for $v \in V$ let $\text{pred}(v)$
denote the set of direct predecessors of $v$, and $\text{succ}(v)$ its direct successors. Let
$\text{pred}^*(v)$ be the set of all ancestors of $v$ (including $v$).

Definition 1. A dynamic process graph, DPG for short, $G = (V, E, I, O)$
consists of a DAG (directed acyclic graph) with nodes $V$ and edges $E$ and two
node labellings $I, O : V \to \{\text{ALT}, \text{PAR}\}$. $V = \{v_1, \ldots, v_n\}$ represents a set of
processes and $E$ dependencies among them. $I$ and $O$ describe input, (resp. output)
modes of the processes $v_i$. A finite DAG $H = (W, F)$ is a run of $G$ iff the
following conditions are fulfilled:

1. The set $W$ is partitioned into subsets $W(v_1) \cup W(v_2) \cup \ldots \cup W(v_n)$. The
   nodes in $W(v_i)$ are execution instances of the process $v_i$.

2. Each source node of $G$, which represents a starting operation of the program
   modelled by $G$, has exactly one execution instance in $H$.

3. For every $v \in V$ with $\text{pred}(v) = \{u_1, \ldots, u_p\}$ and $\text{succ}(v) = \{w_1, \ldots, w_r\}$
   and every execution instance $y \in W(v)$ it holds:
   - if $I(v) = \text{ALT}$ then $x$ has a unique predecessor $y \in \bigcup_{i \in \{1, \ldots, p\}} W(u_i)$;
   - if $I(v) = \text{PAR}$ then $\text{pred}(x) = \{y_1, \ldots, y_p\}$ with $y_i \in W(u_i)$ for each $i$;
   - if $O(v) = \text{ALT}$ then $x$ has a unique successor $z \in \bigcup_{j \in \{1, \ldots, r\}} W(w_j)$;
   - if $O(v) = \text{PAR}$ then $\text{succ}(x) = \{z_1, \ldots, z_r\}$ with $z_j \in W(w_j)$ for each $j$.

We call a DPG $G$ executable if and only if there exist runs for it. Given $G$
with run $H = (W, F)$, for each edge $(u, v)$ in $G$ we define $F(u, v) := \{(y, z) \in F \mid y \in W(u) \text{ and } z \in W(v)\}$.

Throughout the paper we will illustrate the nodes of a DPG by boxes. Moreover
the ALT input mode of a node will be illustrated by a white upper-part of a
box and the PAR input mode by a black upper-part. Analogously, white and
black lower-parts of boxes will correspond to ALT, resp. PAR output modes. An
example of a DPG and its runs is given in Fig. 1.

DPGs can be used to specify parallel programs in a compact way. Then a run
corresponds to an actual execution of the program. Note that if one considers
runs for a given DPG \( G = (V,E,I,O) \) then the enumeration of the execution instances inside each set \( W(u) \) is inessential for the analyses of most properties of the run. Therefore we say that two runs \( H_1 = (W_1,F_1) \) and \( H_2 = (W_2,F_2) \) are equal if for \( V = \{ v_1, \ldots, v_n \} \) it holds: (i) \( |W_1(v_i)| = |W_2(v_i)| \) for any \( v_i \in V \) and (ii) there exist permutations \( \pi_1, \ldots, \pi_n \) such that for any \( W_1(v_i) = \{ u_1, \ldots, u_p \} \), \( W_1(v_j) = \{ u_1, \ldots, u_q \} \), and \( W_2(v_i) = \{ u'_1, \ldots, u'_r \} \), \( W_2(v_j) = \{ u'_1, \ldots, u'_s \} \), it holds \((u_k, w_l) \in F_1 \) iff \((u'_{\pi(k)}, w'_{\pi(l)}) \in F_2 \).

Note that (according to this definition) all runs in Fig. 1 are different though they are isomorphic in a common graph-theoretic sense.

![Fig. 1. A DPG (left) with four different runs. The gray boxes are used for clarity only and they indicate the execution instances of particular processes](image)

Observe that a run can be smaller than its DPG (for an example see [9]) but more typically a run will be larger than the DPG itself since the PAR-constructor allows task duplications like in Fig. 1. A similar behaviour can be achieved by a replicative fork operator (see for example the replicative PAR statement in the parallel programming language OCCAM). The following lemma gives an upper bound on the blow-up, resp. the possible compaction ratio of DPGs.

**Lemma A [9].** Let \( G = (V,E,I,O) \) be a DPG and \( H = (W,F) \) be a corresponding run. It holds \(|W| \leq 2^{|V|-1}\), and this general upper bound is best possible.

Thus, certain DPGs have processes with exponential many execution instances.

**Definition 2.** Assume that \( H = (W,F) \) is a run of a DPG \( G \) with processes \( V = \{ v_1, \ldots, v_n \} \). The sequence \( \chi = \langle |W(v_1)|, |W(v_2)|, \ldots, |W(v_n)| \rangle \) will be called the characteristic vector of \( H \) and the matrix \( \psi = \langle |F(v_i,v_j)| \rangle_{1 \leq i,j \leq n} \) the characteristic matrix of \( H \). Furthermore, let \( \chi(G) \) be the set of all characteristic vectors of \( G \) and \( \psi(G) \) be the set of all its characteristic matrices.

Note that if \( \chi \) is a characteristic vector of a DPG with \( n \) processes then according to Lemma A the values \( \chi(i) \) are bounded by \( 2^{n-1} \) (in a full version of [9] we show that \( \chi(i) \in [0,2^{n-2}] \) and that the upper bound can occur). Below we give necessary and sufficient conditions that \( \chi \) is a characteristic vector and \( \psi \) a characteristic matrix of a given DPG.

**Lemma B [9].** Let \( G \) be a DPG with processes \( V = \{ v_1, \ldots, v_n \} \). Then \( \chi \in \mathbb{N}^n \) is a characteristic vector and an \( n \times n \) matrix \( \psi \) is a corresponding characteristic
matrix of a run of $\mathcal{G}$ iff for any source $v_s$, $\chi(s) = 1$, and for any non-sink $v_i$, any non-source $v_j$, and any edge $(v_i, v_k)$ and $(v_k, v_j)$ the following conditions hold:

$$\chi(i) = \begin{cases} \sum_{\ell} \psi(i, \ell) & \text{if } O(v_i) = ALT \\ \psi(i, k) & \text{if } O(v_i) = PAR \end{cases} \quad \chi(j) = \begin{cases} \sum_{\ell} \psi(\ell, j) & \text{if } I(v_j) = ALT \\ \psi(k, j) & \text{if } I(v_j) = PAR. \end{cases}$$

Hence a characteristic matrix fully determines an appropriate characteristic vector of a run. But, given a characteristic vector there exist runs having different characteristic matrices. Let $\text{run}(\mathcal{G}) := \{ H \mid H \text{ is a run of } \mathcal{G} \}$. Then define $\#\text{run}(\mathcal{G})$ as the number of different runs of $\mathcal{G}$. In [9] we have shown

**Lemma C** [9]. Any dynamic process graph $\mathcal{G}$ has at most double exponential many different runs and this bound can actually occur.

The formulae below gives an exact number of runs for any DPG.

**Lemma 1.** Let $\psi \in \psi(\mathcal{G})$, $\chi_\psi$ denote an appropriate characteristic vector for $\psi$. Then it holds

$$\#\text{run}(\mathcal{G}) = \sum_{\psi \in \psi(\mathcal{G})} \left( \prod_{I(v_i) = PAR} (\chi_\psi(i) !)^{|\text{pred}(v_i)| - 1} \right) \prod_{\text{non-sink } v_i, \text{ with } O(v_i) = ALT} \frac{\chi_\psi(i) !}{\prod_{1 \leq j \leq n} \psi(i, j) !}.$$

**Definition 3.** Let $\mathcal{G} = (V, E, I, O)$ be a DPG and $H = (W, F)$ be a run of $\mathcal{G}$. A subrun $\mathcal{R}(v)$ of $H$ is a subgraph that is induced by one of its sink nodes $v_i$ i.e. it consists of a sink $v$ and all nodes in $\text{pred}^*(v)$ together with all their connections in $F$.

The maximal size of a subrun of $H$ gives a better upper time bound for executing $H$ than just the size of $H$ because all subruns can be executed independently in parallel. Hence $H$ can be executed at least in linear time with respect to the maximal size of a subrun of $H$.

**Lemma D** [10]. There exists a family of DPGs $\mathcal{G}_k = (V_k, E_k, I_k, O_k)$ with $|V_k| = 2k + 1$ such that every run $H_k$ of $\mathcal{G}_k$ has a subrun of size $3 \cdot 2^{(|V_k| - 1)/2} - 1$.

This means that for some cases a subrun can be huge. However, in [10] we have shown that the situation changes drastically if one considers DPGs with output mode either $O \equiv ALT$, or $O \equiv PAR$. Then the subruns have size at most quadratic with respect to the size of the DPG. In this paper we will investigate the complexity to compute the exact size of such subruns.

### 3 Basic Problems and Motivating Questions

In the previous papers [9,10,11] we have investigated what is the complexity of static scheduling for programs given as DPGs. Static scheduling is a problem, where the compiler has to completely precompute when and where each execution instance will be executed. Assuming that all dependencies among particular execution instances are data-independent and hence all of them can be
determined during compile-time we have given a precise characterisation of the computational complexity of the problem to find an optimal schedule. For our study we have assumed a massive parallelism, i.e. unbounded number of processors with communication delay between executions of successive tasks executed on different processors.

Since it is extremely difficult to construct an optimal schedule during compile-time we consider in this paper some natural and simple graph functions for DPGs which can be applied to approximate the length of an optimal schedule. We will discuss such approximations for the \( m \)-processor scheduling as well as the scheduling with communication delay. Let \( \mathcal{G} \) be a DPG. Then we define

\[
\begin{align*}
\text{run-size}(\mathcal{G}) & := \min_{H \in \text{run}(\mathcal{G})} |W_H|, \\
\text{run-depth}(\mathcal{G}) & := \min_{H \in \text{run}(\mathcal{G})} \text{depth}(H), \\
\text{subrun-size}(\mathcal{G}) & := \min_{H \in \text{run}(\mathcal{G})} \max_{v \in W_H} |\text{pred}^*(v)|,
\end{align*}
\]

where \( W_H \) denotes nodes of \( H \) and \( \min_{\emptyset} A := 0 \) for the empty set \( A \). Note that if \( \mathcal{G} \) describes a parallel program then run-depth(\( \mathcal{G} \)) corresponds just to the parallel execution time of the fastest run of this program in the system where one assumes unit execution time of each execution instance, no communications delay between processors, and no bound on the number of available processors. Moreover run-size(\( \mathcal{G} \)) corresponds to the smallest work-time of a run for the program (i.e. the total number of operation) and as we will see later subrun-size(\( \mathcal{G} \)) approximates the parallel execution time of the fastest run on a multiprocessor system with communications delay between processors. In [11] we have given some nontrivial upper bounds for subrun-size(\( \mathcal{G} \)).

Based on these elementary functions we define the following three decision problems that we will call the \textbf{BASIC-RUN problems}:

\textbf{Definition 4.} Let \( \mathcal{G} \) be a given DPG and \( B \) be a bound. Then define:

- **RUN-SIZE problem:** Does run-size(\( \mathcal{G} \)) \( \leq B \) hold?
- **SUBRUN-SIZE problem:** Does subrun-size(\( \mathcal{G} \)) \( \leq B \) hold?
- **RUN-DEPTH problem:** Does run-depth(\( \mathcal{G} \)) \( \leq B \) hold?

The main results of this paper give the precise computational complexities for these problems.

Before presenting these results in detail let us discuss some examples how one can use the basic functions defined above to estimate how efficiently a program can be executed. Let us consider first the following canonical scheduling problem: Given a set of execution instances \( W \), each having length 1, a number \( m \in \mathbb{N} \) of identical processors, a directed acyclic graph \( H = (W, F) \) describing a partial order on \( W \), and a deadline \( T^* \in \mathbb{N} \), decide whether there is an \( m \)-processor schedule \( S \) for \( W \) that obeys the precedence constraints \( H \), i.e. such that \( (u,v) \) implies \( S(u) \geq S(v) + 1 \), with \( T(S) \leq T^* \)? Here \( T(S) \) denotes the duration of \( S \), i.e. the point of time when \( S \) has executed all execution instances. It is well known that this problem is \( \mathcal{NP} \)-complete (see e.g. [5]). An \( m \)-processor schedule \( S \) for a DPG \( \mathcal{G} \) is an \( m \)-processor schedule of a run \( H = (W, F) \) of \( \mathcal{G} \). Let \( T_{opt}(\mathcal{G}, m) := \min\{T(S) : S \) is an \( m \)-processor schedule for \( \mathcal{G} \} \).
The **m-processor DPG SCHEDULE Problem** is defined as follows: Given a DPG $\mathcal{G}$ and two numbers $m$ and $T^*$, does $T_{\text{opt}}(\mathcal{G}, m) \leq T^*$ hold?

It is easy to see that the function run-size gives a nontrivial approximation for this scheduling problems. Namely, for given DPG $\mathcal{G}$ and any $m > 0$ it holds: run-size($\mathcal{G}$)/$m \leq T_{\text{opt}}(\mathcal{G}, m) \leq$ run-size($\mathcal{G}$). If the number of processors $m$ is large enough then the common $m$-processor scheduling problem becomes tractable: e.g. if $m \geq |\mathcal{H}|$ then the optimal time of a schedule for $H = (W, F)$ is equal to the depth of $H$. For the corresponding problem for DPGs we obtain similarly that the optimal scheduling time $T_{\text{opt}}(\mathcal{G}, m)$ is equal to run-depth($\mathcal{G}$).

However, as we will see later the problem to compute run-depth($\mathcal{G}$) remains intractable.

Let us consider now the scheduling problem for systems with communication delays between processors. Speaking more formally we consider systems which take delays into account occurring when one processor sends a piece of data to another one. This scheduling problem was introduced by Papadimitriou and Yannakakis in [15].

For a given set of execution instances $W$, each having length 1, and a directed acyclic graph $H = (W, F)$ describing a partial order on $W$, the communication delay will be specified by a function $\delta : F \rightarrow \mathbb{N}$, which defines the time necessary to send data from one processor to another one. For simplification we assume that this delay is independent of the particular pair of processors. Scheduling with communication delays requires the following condition to be fulfilled: if a task $v$ is executed on processor $p$ at time $t$ then for each direct predecessor $u$ of $v$ holds that $u$ has been finished either on $p$ by time $t - 1$, or on some other processor $p'$ by time $t - 1 - \delta(u, v)$. For the appropriate scheduling problems no bound will be assumed on the number of processors available in the system.

A schedule $S$ for a DPG $\mathcal{G} = (V, E)$ with delay $\delta$ is a schedule of a run $H = (W, F)$ with delay $\delta_H$ such that for any $e \in F(u, v)$, with $u, v \in V$ it holds $\delta_H(e) = \delta(u, v)$. Now define the function $T_{\text{opt}}(\mathcal{G}, \delta) := \min\{T(S) : S$ is a schedule for $\mathcal{G}$ with delay $\delta\}$. The **DPG SCHEDULE with communication delay** is defined as follows: Given a DPG $\mathcal{G}$ with communication delay $\delta$ and a deadline $T^*$, does $T_{\text{opt}}(\mathcal{G}, \delta) \leq T^*$ hold?

Using the run functions we get: run-depth($\mathcal{G}$) $\leq T_{\text{opt}}(\mathcal{G}, \delta) \leq$ subrun-size($\mathcal{G}$) that holds for any DPG $\mathcal{G}$ and communication delay $\delta$. Moreover for sufficiently large $\delta$ we obtain $T_{\text{opt}}(\mathcal{G}, \delta) = \text{subrun-size($\mathcal{G}$)}$.

Note that for a given DPG $\mathcal{G}$ it plays a crucial role whether $\#\text{run}(\mathcal{G}) > 0$ holds? In case $\#\text{run}(\mathcal{G}) = 0$, $\mathcal{G}$ has simply no run and hence it is not executable. In [9] we have investigated the complexity of this problem that we called the EXECUTION problem. In Section 5 we investigate the exact complexity for computing the value $\#\text{run}(\mathcal{G})$.

### 4 The Complexity of Basic-Run Problems

An interesting feature of ALT-input mode is that the execution instances of processes with ALT-input, work in parallel without any synchronization between
them. If one restricts e.g. input mode of all nodes of a DPG to ALT only, then each run of such DPG is just a forest of trees each rooted with a node corresponding to an appropriate source of the DPG. Each execution instance of such runs initiates new execution instances that work disjointly. Hence such DPGs describe programs executing multithreads running without any synchronization. Equivalently they correspond to the computation graphs of alternating Turing machines (ATMs for short). Recall that by a computation graph of a Turing machine $M$ on input $X$ we mean a directed acyclic graph with nodes describing configurations of $M$ on $X$ and edges corresponding to direct computation steps. Then the question whether an input string $X$ is accepted by an ATM $M$ working in logarithmic space is equivalent to the problem whether for a given DPG $G$, $\#\text{run}(G) > 0$ (we skip formal definitions and a proof for this equivalence in this extended abstract).

On the other hand the synchronization between execution instances is possible due to PAR input mode. Below we discuss the complexity of the BASIC-RUN problems for different variants of DPGs starting with the simplest model where no synchronization mechanisms are allowed, i.e. with DPGs restricting to ALT inputs. To present our results in a compact way let $[I \mid O]$, where $I, O \subseteq \{\text{ALT, PAR}\}$, denote all DPGs with the input modes and output modes, restricted only to $I$, resp. $O$.

### 4.1 Complexity Issues for DPGs without Synchronization

As we observed previously runs of $[\text{ALT} \mid \text{ALT, PAR}]$ DPGs correspond in a natural way to computations of alternating Turing machines. Restricting further the output mode only to ALT-mode we obtain $[\text{ALT} \mid \text{ALT}]$ DPGs that describe exactly computation graphs of nondeterministic Turing machines working in logarithmic space. Restricting outputs to PAR only, we obtain $[\text{ALT} \mid \text{PAR}]$ DPGs that are equivalent with the computation graphs of co-nondeterministic Turing machines (i.e. $\Pi$-TMs).

**Theorem 1.** For $[\text{ALT} \mid \text{ALT}]$ DPGs all BASIC-RUN Problems are $\mathcal{NL}$-complete and for $[\text{ALT} \mid \text{ALT, PAR}]$ DPGs they become $\mathcal{P}$-complete. Moreover for $[\text{ALT} \mid \text{PAR}]$ DPGs the SUBRUN-SIZE and RUN-DEPTH problems remain $\mathcal{NL}$-complete and the RUN-SIZE problem is $C_{\Lambda}\mathcal{L}$-complete.

Here $C_{\Lambda}\mathcal{L}$ denotes a class of decision problems for which there exist nondeterministic Turing machines such that (i) the machines work in logarithmic space and (ii) for any input string the number of accepting computation paths is equal to the number of rejecting computations. For a formal definition and for motivation to study this class see [1].

### 4.2 DPGs with Strictly Synchronized Runs

It is easy to see that for a common representation of graphs the problem to compute the depth of given directed acyclic graph $G$ and the problem to compute
the size of a subgraph that is induced by one of its nodes are tractable. If one considers a \[ \text{PAR} \mid \text{PAR} \] DPG \( \mathcal{G} \) then obviously its unique run \( \mathcal{H} \) is just a graph isomorphic to \( \mathcal{G} \). Therefore all the BASIC-RUN problems become tractable. The situation changes drastically if one allows ALT output mode. Then we obtain that even for \[ \text{PAR} \mid \text{ALT} \] DPGs the BASIC-RUN problems become \( \mathcal{NP} \)-hard. More specifically we have

**Theorem 2.** Restricting DPGs to \[ \text{PAR} \mid \text{PAR} \] the SUBRUN-SIZE and RUN-DEPTH problems remain \( \mathcal{NL} \)-complete and the RUN-SIZE problem is in \( \mathcal{NC}^1 \). For \[ \text{PAR} \mid \text{ALT} \] DPGs all BASIC-RUN Problems are \( \mathcal{NP} \)-complete. Moreover they remain \( \mathcal{NP} \)-complete for \[ \text{PAR} \mid \text{ALT}, \text{PAR} \] DPGs.

### 4.3 The General Case

In this section we focus on DPGs allowing both ALT and PAR input modes. First we consider DPGs restricted to ALT output mode. Since each run of a \[ \text{ALT}, \text{PAR} \mid \text{ALT} \] DPG is of polynomial size, one can still solve the BASIC-RUN Problems in \( \mathcal{NP} \). Hence from Theorem 2 we conclude

**Theorem 3.** For \[ \text{ALT}, \text{PAR} \mid \text{ALT} \] DPGs the BASIC-RUN problems remain \( \mathcal{NP} \)-complete.

Below we present one of the most important results of this paper. It shows that for our representation of graphs the computational complexity of some decision problems increases dramatically, namely, it jumps from \( \mathcal{NL} \)-complete for a common representation to \( \mathcal{NEXP} \)-complete when we represent the input as a DPG.

**Theorem 4.** Restricting DPGs to \[ \text{ALT}, \text{PAR} \mid \text{PAR} \] the SUBRUN-SIZE problem becomes \( \mathcal{NEXP} \)-complete. Moreover, the RUN-SIZE problem is \( \mathcal{CFL} \)-complete and RUN-DEPTH problem remains \( \mathcal{NL} \)-complete.

To show the \( \mathcal{NEXP} \)-hardness for SUBRUN-SIZE is the most difficult and complicated part of the proof for this theorem. The main idea which enabled us to prove this result is that DPGs can be used to model computations of Boolean circuits. We used this idea previously in [9] to show the \( \mathcal{NEXP} \)-completeness for DPG-SCHEDULING with communication delay. In this paper we extend and modify the methods of [9].

**Theorem 5.** For unrestricted DPGs the SUBRUN-SIZE problem is \( \mathcal{NEXP} \)-complete and the RUN-SIZE and RUN-DEPTH problems are \( \mathcal{NP} \)-complete.

The \( \mathcal{NEXP} \)-hardness for the SUBRUN-SIZE problem follows directly from Theorem 4. To solve the problem in \( \mathcal{NEXP} \) one can just guess nondeterministically a run \( \mathcal{H} \) for a given DPG \( \mathcal{G} \) and then compute deterministically the maximal size of a subgraph induced by a node of \( \mathcal{H} \). Since the size of any run for \( \mathcal{G} \) is at most exponential with respect to the size of \( \mathcal{G} \) (Lemma A) this can be done in exponential time. Similarly, the \( \mathcal{NP} \)-hardness of RUN-SIZE and RUN-DEPTH
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problems follows from the hardness for DPGs (Theorem 2). Hence it remains to show \( \mathcal{NP} \) algorithms for RUN-SIZE and RUN-DEPTH. Note that this task is not obvious. First, the sizes of the runs can be huge (i.e. even exponential with respect to the size of the given DPG), hence an algorithm which just guesses a run and then tests an appropriate property is useless. Moreover, to compute the depth of a run it does not suffice e.g. to estimate the length of all the paths in the given DPG because some of the paths have no counterparts in a run at all (see Fig. 1). Similarly, considering a given run \( H \), one can observe that some subruns of \( H \) are non-isomorphic to any subgraph of the given DPG (see Fig. 2). Below we show how to solve these difficulties.

To decide in \( \mathcal{NP} \) whether run-size(\( G \)) \( \leq B \) one guess nondeterministically a characteristic vector \( \chi \) and a characteristic matrix \( \psi \) for \( G \). Using the conditions of Lemma B one can verify whether these guesses are correct. Then it suffices to test whether \( \sum_{v_i \in V} \chi(i) \leq B \). Note that this can be done in polynomial time because the size of a binary representation of \( \chi \) and \( \psi \) is polynomial with respect to \( |V| \). The RUN-DEPTH problem can be solved in \( \mathcal{NP} \) as follows:

![Fig. 2. A DPG (a) with two runs: (b) and (c). Any subrun of the run (c) is not isomorphic to a subgraph of the DPG](image)

```
procedure run-depth(\( G = (V, E, I, O), B, \chi, \psi \))
1 for each \( v_i \) choose nondet. \( A_0(i), \ldots, A_B(i) \) such that \( \chi(i) = \sum_{d \leq B} A_d(i) \)
2 for each \( (v_i, v_j) \) and \( d, k \) with \( 0 \leq d < k \leq B \)
3 choose nondet. \( A_{d,k}(i, j) \) such that \( \psi(i, j) = \sum_{d < k \leq B} A_{d,k}(i, j) \)
4 for all non-sinks \( v_i \) of \( G \) and for each depth \( d \leq B \) do
5 if \( O(v_i) = ALT \land A_d(i) \neq \sum_{(v_i, v_j) \in E} \sum_{k > d} A_{d,k}(i, j) \) then reject
6 if \( O(v_i) = PAR \land \exists (v_i, v_j) \in E: A_d(i) \neq \sum_{k > d} A_{k,d}(i, j) \) then reject
7 for all non-sources \( v_i \) of \( G \) and for each depth \( d \leq B \) do
8 if \( I(v_i) = ALT \land A_d(i) \neq \sum_{(v_i, v_j) \in E} \sum_{k < d} A_{k,d}(i, j) \) then reject
9 if \( I(v_i) = PAR \land \exists (v_i, v_j) \in E: A_d(i) \neq \sum_{k < d} A_{k,d}(j, i) \) then reject
10 accept
```

5 Counting Runs

In this section we investigate a complexity of the following problem: for a given DPG \( G \) compute \( \#\text{run}(G) \). Let us denote this problem by \( \#\text{RUN} \). Similarly as for the decision problems we show, starting with the most complex case, that the complexity of \( \#\text{RUN} \) varies with the variants of DPGs.

**Theorem 6.** For a given DPG \( G \) \( \#\text{RUN} \) can be solved in polynomial space.
To prove this theorem one computes \( \#\text{run}(\mathcal{G}) \) using the Chinese Remainder Representation for integers. Then we achieve the claim combining the prime number theorem and recent result of Chiu, Davida, and Litow [2].

Because of the space limitation we will only shortly adumbrate the results of more restricted cases, and give some hints to the main ideas for proving the computational complexity.

Restricting DPGs to \([\text{ALT}, \text{PAR} | \text{ALT}]\) or to \([\text{PAR} | \text{ALT}, \text{PAR}]\) the values of characteristic vectors are linear with respect to the number of nodes of a given DPG and not exponential as in the general case. Hence the size of a representation of any characteristic vector \(\chi\) is bounded polynomially with respect to the size of \(\mathcal{G}\). Additionally the question whether a given \(\chi\) is a correct characteristic vector of \(\mathcal{G}\) can be answered deterministically in polynomial time (using e.g. formulas of Lemma 1). Therefore we have that \( \#\text{RUN} \) is in \(#\mathbb{P}\). On the other hand the \(#\mathbb{P}\)-hardness of this problem for \([\text{PAR} | \text{ALT}]\) DPGs can be proved by a reduction from the two-dimensional matching problem – a canonical complete problem for \(\#\mathbb{P}\).

For the \([\text{ALT} | \text{ALT}, \text{PAR}]\) DPGs the \(\#\text{RUN}\) problem becomes tractable. A straightforward analysis shows that the computation of \( \#\text{run}(\mathcal{G}) \) can by done in \(\mathcal{F}\mathbb{P}\). Restricting DPGs to \([\text{ALT} | \text{ALT}]\) we decrease further the complexity of \(\#\text{RUN}\) problem. One can show that for such DPGs the problem is equivalent to evaluating of the number of accepting computation paths for a nondeterministic logarithmic space bounded TM. Hence, it is \(\#\mathcal{L}\)-complete. The easiest cases are the restrictions to \([\text{ALT} | \text{PAR}]\) or \([\text{PAR} | \text{PAR}]\) DPGs because for any such graph \(\mathcal{G}\) we have \( \#\text{run}(\mathcal{G}) = 1 \).

From the formulae of Lemma 1 for \( \#\text{run}(\mathcal{G}) \) one obtains a very natural approximation for this value, namely for any DPG \(\mathcal{G}\) we have that \( \#\text{run}(\mathcal{G}) \geq |\psi(\mathcal{G})| \). Recall that \(\psi(\mathcal{G})\) denotes the set of all characteristic matrices of \(\mathcal{G}\). It is easy to see that for some variants of DPGs these two numbers are equal. For some other DPGs one can approximate both products in the formulae of Lemma 1 by using the maximum value in the characteristic matrix and hence using additionally the value of \(|\psi(\mathcal{G})|\) one obtains a good approximation for \( \#\text{run}(\mathcal{G}) \). Therefore it is reasonable to investigate the complexity of evaluating \(|\psi(\mathcal{G})|\). Our first observation which seems to simplify this question says that: the complexity of computing \(|\psi(\mathcal{G})|\) is equal to the complexity for computing \(|\chi(\mathcal{G})|\). Hence we will concentrate on the complexity issues for the number of vectors.

Let \( \#\chi(\mathcal{G}) := |\chi(\mathcal{G})| \) and \( \#\chi \) denote the appropriate counting problem.

In Table 1 we summarise our results for the problem \( \#\chi \). It seems that the most interesting cases are the restrictions to \([\text{ALT} | \text{ALT}]\) and \([\text{ALT} | \text{ALT}, \text{PAR}]\) DPGs. The \( \#\chi \) problem is \(\#\mathbb{P}\)-complete for DPGs restricted even to \([\text{ALT} | \text{ALT}]\). One can show this using a polynomial-time one-Turing reduction from counting \textsc{Perfect Matchings} of bipartite graphs ([16]).

**Theorem 7.** For a given DPG the counting problems \( \#\text{RUN} \) and \( \#\chi \) have the complexities given in the Table 1 below.
Table 1. The computational complexity of the \#RUN and \#X problems for DPGs with respect to input and output modes that may occur in DPGs. Remark: for [ALT, PAR | PAR] DPGs we can consider the \#X counting problem just as a decision problem because for such DPGs the value of \#X is either 0 or 1

<table>
<thead>
<tr>
<th>input mode</th>
<th>output mode</th>
<th>#RUN</th>
<th>#X</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALT or PAR</td>
<td>PAR</td>
<td>trivial</td>
<td></td>
</tr>
<tr>
<td>ALT</td>
<td>ALT</td>
<td>#L-complete</td>
<td>#P-complete</td>
</tr>
<tr>
<td>ALT</td>
<td>ALT, PAR</td>
<td>#P-complete</td>
<td></td>
</tr>
<tr>
<td>PAR</td>
<td>ALT, PAR</td>
<td>#P-complete</td>
<td></td>
</tr>
<tr>
<td>ALT, PAR</td>
<td>ALT</td>
<td>#P-complete</td>
<td></td>
</tr>
<tr>
<td>ALT, PAR</td>
<td>PAR</td>
<td>#P-complete</td>
<td></td>
</tr>
<tr>
<td>unrestricted</td>
<td></td>
<td>#P-complete</td>
<td></td>
</tr>
</tbody>
</table>

6 Conclusions

In this paper characterization of the complexity of some basic graph-theoretic problems are given assuming DPG representation. We have proven that they are intractable for most variants of DPGs. Hence, one can expect that also the scheduling problems for DPGs, namely SCHEDULE with communication delay and \(m\)-processor SCHEDULE are intractable, too. In fact, using the inequalities approximating the optimal scheduling times from Section 3 one can deduce from the results of Section 4 that the scheduling problems become \(\mathcal{NP}\)-complete. For scheduling with communication delay the completeness results have been already presented in [9,10].

Assuming succinct representations of graphs like generating Boolean circuits ([5,14]), hierarchical decompositions ([12]), or OBDDs ([4]) all \(\mathcal{NP}\)-complete graph problems become \(\mathcal{NP}\)-complete. An interesting question is if a similar property holds for DPG representation. We answer this question negatively. Namely, let us consider the following RUN-COLOUR problem: For a given DPG \(G\) and bound \(B\), is it possible to colour a run \(H\) of \(G\) using at most \(B\) colours in such a way that for any edge \((u,v)\) of \(H\) \(u\) and \(v\) have different colours? Obviously the problem is \(\mathcal{NP}\)-complete for [PAR | PAR] DPGs. On the other hand modifying the procedure run-depth from Section 4.3 one can obtain an \(\mathcal{NP}\) algorithm for this problem and hence it remains \(\mathcal{NP}\)-complete even for [ALT,PAR | ALT,PAR] DPGs.
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1 Introduction

The replicated data management in distributed databases is a classic problem with great practical importance. Distributed data warehouses and data marts contain a huge amount of replicated data distributed among a number of sites. Therefore, in recent developments [3,4,6,10] of the area there is always a trade-off among system efficiency, data availability, data freshness, and data consistency.

Two replicated data management methods are available in the literature: eager and lazy. Eager replication management gives the data consistency and the highest data freshness. However, it suffers from the system efficiency due to an application of 2-phase commit protocol [18]. On the other hand, lazy replication management provides high system efficiency but does not necessarily provide the data freshness. Moreover, pure lazy replication management does not generally guarantee the data consistency. Recent research results [3] reveal that it is the best if these two methods can be combined.

To achieve a high system efficiency, "quorum consensus" is often adopted in eager replication. In this paper, we will investigate the quorum consensus method. A quorum consensus method is based on the design of a "coterie" (to be formally defined in section 2), such that each data processing (read or write) operation is executed on a subset (quorum - an element in the coterie) of the data sites over the network.
Recent developments in quorum consensus are mainly focused on 1) minimizing the total communication costs for processing a given set of transactions, and 2) minimizing the number of remote sites to be communicated while assembling a quorum. A number of quorum consensus protocols\cite{5,9,11,12,13,14,16,17,20,21} have been developed for these purposes.

Note that in quorum consensus, since messages are sent (possibly by the multicast mechanism\cite{19}) to the multiple nodes in a quorum in order to ensure consistency of the operations the delays by passing messages through a long distance communication channel in a wide area network can create a bottleneck\cite{18,8} in the response time. In this paper we will investigate the problems of minimizing the "average" (or total) delay and minimizing the "maximal" delay.

These two problems were first investigated in \cite{8}. It provided several algorithms for the problem of minimizing the maximal delay with respect to special classes of network topologies, such as rings, trees, and clustered graphs, while the complexity in general was left open. For the problem of minimizing the average (or total) delay, the paper \cite{8} provides an approximate algorithm with approximation ratio 1.25 for rings with uniform links and uniform nodes. However, the algorithm in \cite{8} does not generally guarantee a constant approximation ratio.

The first contribution of this paper is that we show that the problem of minimizing the average (or total) delays is NP-hard. Besides this, we provide an approximate algorithm with approximation ratio 2 in general. Note that the average-delay minimization problem, which we study in the paper, is more general than the problem in \cite{8} where each node takes only a unit weight. While the NP-hardness we show in this paper is restricted to the case where each node takes a unit weight, the approximation ratio of our algorithm covers a general case where each node can take an arbitrary weight. Further, we can show that our approximate algorithm guarantees the exact solution for rings with uniform links and uniform nodes in contrast with the approximation result in \cite{8}. Moreover, we can show that our approximate algorithm can guarantee exact solutions for the popular network topologies, such as meshes\cite{18} and trees.

The second contribution of the paper is that we present an efficient polynomial time algorithm to solve the problem of minimizing the maximum delay of quorum consensus. Again, this improves the results in \cite{8} which can handle only some special graph topology.

Note that in \cite{1,19}, the file allocation has been studied in an on-line environment with the assumption that each read is processed by reading one copy and each write has to be propagated to each copy - read one and write all policy. The duplicated data management, discussed in this paper, assumes that a file allocation is given, and investigates read/write policies instead of the policy of read one and write all. Therefore, the results and techniques in \cite{1,19} are not applicable.

The rest of the paper is organized as follows. In the second section, we provide the background knowledge, and precisely define the problems. In the third section, we present our results for the problem of minimizing the average (or total) delays. The fourth section presents our algorithm for solving the problem
of minimizing the maximum delays. This is followed by conclusions and remarks. Due to the space limitation, we will not detail every proof; the interested readers may refer to the full paper [15] for details.

2 Preliminaries

A network is represented by a weighted graph \( G = (V,E) \) where for each edge (physical link) \((u,v) \in E\), \( d_{u,v} \) denotes the communication delay to send a unit message along the link from node \( u \) to \( v \). A set \( S \) of subsets of \( V \) is coterie for \( G \) if and only if the following conditions hold \([9,20]\):

1. **Intersection**: \( \forall Q_1, Q_2 \in S, Q_1 \cap Q_2 \neq \emptyset \).
2. **Non-redundancy**: \( \forall Q_1, Q_2 \in S, Q_1 \not\subseteq Q_2 \).
3. **Connectivity**: \( \forall Q \in S \), the subgraph \( G_Q \) induced \([7]\) by \( Q \) from \( G \) is connected.

Each element \( Q \) in a coterie is called a quorum. The intersection property guarantees that any pair of quorums in a coterie have at least one common node. The connectivity of the nodes (vertices) in each quorum of a coterie is an important and practical restriction \([11,20]\). If a vertex \( u \) is connected to vertex \( v \) only through \( z \) in a network, then we consider \( \{u, z, v\} \) as a quorum rather than \( \{u, v\} \); this is because a message between \( u \) and \( v \) must go through \( z \).

Below is the notation to be used in the paper. We use, \( V(G) \) to denote the vertex set of \( G \) and \( l_{u,v|G} \) to denote the length of the shortest path between \( u \) and \( v \) in \( G \).

Suppose that \( S \) is a coterie for a network \( G \); and that a vertex \( u \) uses \( Q \in S \) as a quorum to execute a data operation issued from \( u \). If the network adopts a multicast mechanism, then the delay of sending a message from \( u \) to every vertex (site) in \( Q \) is the length of the longest shortest path from \( u \) to a vertex of \( Q \) in \( G_Q \); and it can be defined as: \( \text{delay}(u,Q) = \max_{v \in Q} \{l_{u,v|G_Q}\} \).

Given a coterie \( S \), for each node \( u \) we define the smallest value of its delay with respect to all quorums as the delay of \( u \) in \( S \); that is, \( \text{delay}(u,S) = \min_{Q \in S} \{\text{delay}(u,Q)\} \). Further, for a coterie \( S \) we define the max-delay as:

\[
\text{max-delay}(S) = \max_{u \in V(G)} \{\text{delay}(u,S)\}. 
\]  

The problem of minimizing the maximum delay (MMD) is to find a coterie for a given network \( G \) such that \((1)\) is minimized.

Note that to apply a quorum consensus method, each data object must have a coterie designed. Different data objects may have different coteries designed. The problems discussed in this paper are about an optimal design of coterie for a given data object. Without loss of generality, we may assume a full replication of each data object, that is, a data object is replicated to every node (vertex) over the network. (For a data object partially replicated over the network, the results in this paper are also applicable; and we will discuss this in the last section.)
To define the problem of minimizing the average delay for a given data object, we assume that each vertex \( u \) is also associated with a weight \( w_u \), to represent the number of the messages issued at this site for reading/writing the data object, which have to be passed to an entire quorum. The average delay of a coterie \( S \) is defined as:

\[
\text{avg-delay}(S) = \frac{\sum_{u \in V(G)} w_u \text{delay}(u, S)}{\sum_{u \in V(G)} w_u}
\] (2)

The problem of minimizing the average delay for a given data object over a network with weights specified on each vertex is to find a coterie such that (2) is minimized. As \( \sum_{u \in V(G)} w_u \) is a constant, the problem of minimizing the average delay is equivalent to the problem of minimizing the total delays:

\[
\text{tot-delay}(S) = \sum_{u \in V(G)} w_u \text{delay}(u, S)
\] (3)

In this paper we will present our results for the problem of minimizing the total delays (MTD).

In a coterie \( S \), it is clear that for each vertex \( u \) there is a quorum \( Q_u \in S \) such that \( \text{delay}(u, Q_u) = \text{delay}(u, S) \), and \( \{Q_u : u \in V\} \) also form a coterie. This implies that both MMD and MTD problems can be simplified as:

**Minimizing Max-Delays (MMD)**

**INSTANCE:** A weighted graph \( G = (V, E) \), and \( \forall (u, v) \in E \ d_{u,v} \) is an integer.

**QUESTION:** Find a set \( \Pi = \{G_u : u \in V\} \) of connected subgraphs of \( G \) such that

- \( S = \{V(G_u) : G_u \in \Pi\} \) is a coterie of \( G \);
- \( \forall u \in V. \ \text{delay}(u, V(G_u)) = \text{delay}(u, S) \);
- \( \max_{u \in V} \{\text{delay}(u, V(G_u))\} \) is minimized among all such possible sets \( \Pi \) of connected subgraphs.

Note that in such a set \( \Pi \) as specified above, \( G_u \) is not necessarily different with \( G_v \) when \( u \neq v \). For instance, in Figure 1 the 4 subgraphs (depicted by polylines), right-upper corner, right-bottom corner, left-upper corner, and left-bottom corner form a coterie for the graph in the figure. In the example, if each edge takes the weight 1, each circle node uses the right-upper corner subgraph as a quorum, each hexagon node uses the right-bottom corner subgraph as a quorum, each square node uses the left-upper corner subgraph as a quorum, and each triangle node uses the left-bottom corner subgraph as a quorum, then the coterie is the optimal solution for MMD.

**Minimizing Total-Delays (MTD)**

**INSTANCE:** A weighted graph \( G = (V, E) \), \( \forall (u, v) \in E \ d_{u,v} \) is an integer, and \( \forall u \in V \ w_u \) is an integer.

**QUESTION:** Find a set \( \Pi = \{G_u : u \in V\} \) of connected subgraphs such that
- $S = \{V(G_u) : G_u \in \Pi\}$ is a coterie of $G$.
- $\forall u \in V$, $\text{delay}(u, V(G_u)) = \text{delay}(u, S)$;
- tot-delay($S$) is minimized among all such possible sets $\Pi$ of connected subgraphs.

Note that the problems of MMD and MTD were studied in [8]. However, our definition of MTD is more general than that in [8] which studied only MTD restricted to the case where each vertex takes a unit weight.

In the next two sections, we will present our results for MTD and MMD problems.

3 Minimizing Total-Delays

The section is organized below. It starts with an investigation of the complexity of the problem. Then we will present an approximate algorithm to solve the problem. It can be shown that the proposed algorithm has approximate ratio 2; and the bound is quite tight. Moreover, we can show that the algorithm can guarantee exact solutions for quite a large class of graphs.

3.1 Complexity of Minimizing Total-Delays

In this subsection, we prove the NP-hardness of MTD problem; this is done by proving the NP-completeness of the corresponding decision problem.

MTD decision (MTDD) problem

**INSTANCE:** A weighted graph $G = (V, E)$, $\forall (u, v) \in E$ $d_{u,v}$ is an integer, $\forall u \in V$ $w_u$ is an integer, and an integer $N$.

**QUESTION:** Are there a set $\Pi = \{G_u : u \in V\}$ of connected subgraphs such that 1) $S = \{V(G_u) : G_u \in \Pi\}$ is a coterie of $G$; 2) $\forall u \in V$, $\text{delay}(u, V(G_u)) = \text{delay}(u, S)$; and 3) tot-delay($S$) $\leq N$.

**Theorem 1.** \textit{MTDD is NP-complete.}
To prove Theorem 1, below we transform the vertex cover problem to a
special case of MTDD.

**Vertex Cover**

**INSTANCE:** A graph $G = (V, E)$, positive integer $K \leq |V|$.

**QUESTION:** Is there a vertex cover of size $K$ or less for $G$?

For each instance $I_{VC} = \{G, K\}$ in the vertex cover, we construct the corresponding instance $I_{MTDD}^{VC}$ of MTDD, say $I_{MTDD}^{VC} = \{G', N'\}$, as follows.

- $V(G) \subset V(G')$, and the vertices in $V(G') - V(G)$ are added along with the new edges created below.
- In $G'$, replace each edge $(u, v)$ in $G$ by 4 edges $(u, u'), (u', v), (u, v'), (v', v)$ such that $d_{u,u'} = 1.5, d_{u',v} = 1, d_{u,v'} = 1, \text{ and } d_{v',v} = 1$.
- For each pair $\{u, v\}$ of vertices in $G$ such that $(u, v) \not\in E(G)$, add two edges $(u, u')$ and $(v', v)$ to $G'$ such that $d_{u,u'} = 1$ and $d_{v',v} = 1$.
- For each pair $\{u, v\}$ of vertices in $V(G') - V(G)$, $G'$ has one edge $(u, v)$ connected and $d_{u,v} = 1$. Note that the induced graph on $V(G') - V(G)$ (with respect to $G'$) is thus fully connected.
- In $G'$, for each vertex $u \in V(G)$ ($V(G) \subset V(G')$) let $w_u = 2n^5$ where $n$ is the number of vertices in $G$; and for each vertex $u \in V(G') - V(G)$ let $w_u = 1$.
- Let $N' = 2n^5 + Kn^4 + n^2$.

An example of such a transformation is depicted in Figure 2(a) and (b), where Figure 2(a) gives an instance in the vertex cover, the square vertices in Figure 2(b) represent the newly added vertices, the dotted edges carry the weight 1, and the square vertices are connected to form a complete subgraph.

**Proof Sketch of Theorem 1:** Clearly, the above transformation is polynomial with respect to $n$. It can also be shown in the full paper [15] that for each instance $I_{VC}$ in the vertex cover problem, it has a solution if and only if the corresponding instance $I_{MTDD}^{VC}$ has a solution. □

Further, we can have a stronger version of Theorem 1.

![Fig. 2. A transformation from vertex cover to MTDD](image-url)
Corollary 1. MTDD is NP-complete even restricted to the case when each vertex has a unit weight.

Proof: To prove the corollary, we do the following modification on the instance $I'_{VC} = (G', N')$ constructed as above from $I_{VC}$.

- Modification of $G'$. For each vertex $u$ in $G'$ with weight $2n^4$, add $2n^4$ new vertices which are connected to $u$ as a star, where those new added edges have weight 1. Figure 2(c) illustrates such a modification from the graph as depicted in Figure 2(b) regarding the instance (Figure 2(a)) of the vertex cover.

- Modification of $N'$. We also modify $N'$ from $2n^5 + K n^4 + n^2$ to $4n^5 + K n^4 + n^2$.

Similar arguments to those in the proof of Theorem 1 [15] can lead to a proof of this corollary. □

3.2 An Approximate Algorithm

In this subsection, we present a heuristic for MTD. The algorithm consists of three steps as follows. Suppose that a weighted network $G$ is given.

Algorithm MTD

Step 1 Compute all pair of shortest paths $\{L_{u,v}: \forall u, v \in V(G)\}$.

Step 2 Choose a vertex $u^*$ such that $\sum_{v \in G} w_v \times l_{u^*, v}$ is minimized (note that $l_{u^*, v}$ denotes the length of the shortest path $L_{u^*, v}$).

Step 3 $\forall v \in V(G)$, let $G_v = \{u^*\}$.

Note that the algorithm MTD gives a coterie consisting of only one vertex $\{u^*\}$. The algorithm can be easily implemented in time $O(n^3)$. This is because that the step 1 can be implemented in $O(n^3)$ time by the algorithm Floyd-Warshall [7], while step 2 and step 3 can be trivially implemented in $O(n^2)$ time.

Next we show the approximation behaviour of the algorithm.

Theorem 2. The approximation ratio of the algorithm MTD is not greater than 2.

Sketch of the Proof: For each pair of vertices $v_1$ and $v_2$, let $l_1$ and $l_2$ respectively denote the delays of $v_1$ and $v_2$ for a given coterie $S$. Then, one can immediately verify $l_{v_1, v_2} \leq l_1 + l_2 \leq \max\{l_1, l_2\}$, where $l_{v_1, v_2}$ denotes the shortest path between $v_1$ and $v_2$. This leads to a proof of the theorem; refer to the full paper [15] for the details. □

We can show that the ratio, obtained for our algorithm, is fairly tight by the following example. As depicted in Figure 3, a class of graphs $G = (V, E)$ have the following structure:

- $V = V_1 \cup V_2$ where $V_1$ has $n$ vertices (circle vertices in $V_1$) and $V_2$ (square vertices in $V_2$) has $\frac{n(n-1)}{2}$ vertices;
– each pair of vertices in $V_1$ correspond to a vertex in $V_2$, and are connected by two edges via the vertex in $V_2$;
– the induced graph on $V_2$ is complete;
– each edge has a unit weight;
– the weight of a vertex in $V_1$ is $N = n^k$ (where $k$ is sufficiently large) and the weight of a vertex in $V_2$ is 1.

It can be immediately shown that the Algorithm MTD will randomly choose a square vertex as the coterie; and it produces the total delay is $T_{MTD} = 2(n - 1)N + \frac{n(n-1)}{2} - 1$. On the other hand, for this class of graphs the minimal total delay will be the coterie where the delay of a quorum for each vertex is 1; and thus $T_{OPT} = Nn + \frac{n(n-1)}{2}$. Therefore,

$$\lim_{n \to \infty} \frac{T_{MTD}}{T_{OPT}} = 2$$

(4)

This means that the approximation bound in Theorem 2 is asymptotically tight. Figure 3 illustrates such a graph when $n = 4$. Moreover, the asymptotically lower bound illustrated in (4) also holds even restricted to the case when each vertex has a unit weight; this can be shown by adding $N$ vertices “star-like” attached to each vertex with weight $N$ in the way as depicted in Figure 2(c) and the new edges all take a very small weight $\epsilon$.

Furthermore, we can obtain a tighter expression of the approximation ratio restricted to the case when all vertices have a unit weight. The proof Theorem 3 adopts a similar idea to that of Theorem 2; and we also leave it to the full paper [15].

**Theorem 3.** Algorithm MTD has approximation ratio $2 - \frac{1}{n}$ if each vertex is equally weighted and $n \geq 4$. Here, $n$ is the number of vertices in the network.

Next we show that the algorithm MTD can guarantee the optimal solutions for quite a large class of graphs, including rings, meshes, and trees.

**Theorem 4.** Suppose that $G$ is a weighted graph with $n$ vertices, where

1. Each vertex in $G$ is equally weighted.
2. The vertex set $V$ can be divided into $m$ ($n/2$ or $(n - 1)/2$) disjoint pairs of vertices:
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Fig. 3. To shown the tightness of the ratio
if \( n = |V| \) is even, \( V = \{ u_i, v_i : 1 \leq i \leq \frac{n}{2} \} \), and
- if \( n = |V| \) is odd, \( V = \{ u_i, v_i : 1 \leq i \leq \frac{n-1}{2} \} \cup \{ z_0 \} \),

such that a shortest path between each pair of \( v_i \) and \( u_i \) shares the common vertex; and the common vertex is \( z_0 \) if \( n \) is odd. Then the algorithm MTD will produce the optimal solution for \( G \).

**Proof:** Let \( m \) denote \( \frac{n}{2} \) when \( n \) is even, and denote \( \frac{n-1}{2} \) when \( n \) is odd. Let \( l_i \) denote the length of the shortest path between \( v_i \) and \( u_i \) for \( 1 \leq i \leq m \).

Suppose that \( S = \{ V_v : v \in V \} \) is a coterie that leads to the optimal solution for MTD, where for each \( v \in V \), \( delay(v, V_v) = delay(v, S) \). We have that for \( 1 \leq i \leq m \) \( delay(u_i, V_u) + delay(v_i, V_v) \geq l_i \); and thus \( T_{OPT} \geq \sum_{i=1}^{m} l_i \).

On the other hand, if we choose this common vertex \( v \) (it is \( z_0 \) if \( n \) is odd) of \( G \) as a coterie, the total delay is \( \sum_{i=1}^{m} (l_{v_i, v} + l_{u_i, v}) \). Therefore, \( T_{MTD} \leq \sum_{i=1}^{m} (l_{v_i, v} + l_{u_i, v}) \).

Note that \( l_{v_i, v} + l_{u_i, v} = l_i \). This implies that \( T_{MTD} \leq \sum_{i=1}^{m} l_i \). Consequently, \( T_{MTD} \leq T_{OPT} \). Thus, \( T_{MTD} = T_{OPT} \). \( \square \)

Theorem 4 implies that for those popular network topologies [18], such as rings (see Figure 4(a) for an example), meshes (Figure 4(b)), and trees (Figure 4(c)), the algorithm MTD can produce the optimal solution for MTD when each vertex takes the same weight and each edge also takes the same weight. Note that for rings where each edge and vertex take a unit weight, the algorithm in [8] can guarantee only the approximation ratio 1.25.

### 4 Minimizing Maximal-Delays

In this section, we investigate the problem of minimizing maximum-delays. Particularly, we present an efficient algorithm based on a mixture of dynamic programming and greedy paradigms. The algorithm conceptually consists of three steps as follows. Suppose that \( G = (V, E) \) is the network.

![Fig. 4. Rings, meshes, and trees](image-url)
Algorithm MMD

Step 1 In $G$, compute all pair shortest paths $\{L_{u, v}: u, v \in V\}$ and their lengths $\{l_{u, v}: u, v \in V\}$.

Step 2 Sort $\{l_{u, v}: u, v \in V\}$ in an increasing order and store them in $D$.

Step 3 Scan $D$ according to the increasing ordering of $l_{u, v}$, iteratively construct subgraphs by an expansion till each pair of subgraphs have an intersection.

Then check non-redundancy and remove all redundant quorums if exist.

As mentioned in last section, applying the algorithm Floyd-Warshall in [7], the step 1 can be implemented in $O(n^3)$ time where $n$ is the number of vertices. Clearly, Step 2 can be implemented in $O(n^2 \log n)$ time as there are $n^2$ pairs of vertices. In fact, step 3 can also be implemented in $O(n^3)$ time; and it is described below.

In our implementation of Step 3, for each vertex $v_k$ in $G$ we use a linear data structure (for instance, a linked list) $A_k$ to store the vertices $w$ such that $l_{v_k, w}$ is less than the current element $l_{u, v}$ of $D$. Clearly, each induced [7] subgraph $G_k$ by the vertices in $A_k$ is connected, and $\text{delay}(v_k, A_k) \leq l_{u, v}$.

Moreover, suppose that $A_k$ is constructed up to $l_{u, v}$ in $D$. Then $A_k$ also gives us the information that for any pair $\{v_i, v_j\}$ of vertices and any two quorums $Q_i$ and $Q_j$ such that $\text{delay}(v_i, Q_i) \leq d_{u, v}$ and $\text{delay}(v_j, Q_j) \leq l_{u, v}$, $Q_i$ intersects with $Q_j$ at $v_k$ if and only if $v_i$ and $v_j$ are both in $A_k$. Further, for each pair $\{v_i, v_j\}$ we use $B_{i, j}$ ($i < j$) to indicate whether or not the current $A_i$ and $A_j$ already intersect. As mentioned earlier, Step 3 consists of two sub-steps:

Step 3a: construct a vertex set $A_i$ for each vertex $v_i$, and then

Step 3b: check non-redundancy: if $A_i \subset A_j$ then replace $A_j$ by $A_i$.

Below is the detailed implementation of Step 3a.

Step 3a

Set each $A_k$ ($1 \leq k \leq n$) to empty; and set each $B_{i, j}$ ($1 \leq i < j \leq n$) to zero; $m \leftarrow 0$;

for each $l_{v_k, v_i}$ do: (Scan $D$ according to the increasing ordering of its elements)

{ $A_i \leftarrow A_i \cup \{v_i\}$; $A_j \leftarrow A_j \cup \{v_i\}$;
  for each vertex $v_x$ in $A_i - \{v_i\}$ do
    if $B_{\min(x, j), \max(x, j)} = 0$ then
      { $B_{\min(x, j), \max(x, j)} \leftarrow 1$; $m \leftarrow m + 1$;
        if $m = \frac{n(n-1)}{2}$ then terminate the algorithm; }
    for each vertex $v_x$ in $A_j - \{v_i\}$ do
      if $B_{\min(x, i), \max(x, i)} = 0$ then
        { $B_{\min(x, i), \max(x, i)} \leftarrow 1$; $m \leftarrow m + 1$;
          if $m = \frac{n(n-1)}{2}$ then terminate the algorithm; }

It can be immediately shown that the algorithm runs in time $O(n^3)$. To implement Step 3b efficiently, we first sort all $A_i$ in an increasing order according to the cardinalities of each $A_i$. Then we test the set inclusion property for $A_i$ and $A_j$ according to the ordering where $|A_i| < |A_j|$. In fact, the test of the set
inclusion property for a pair $A_i$ and $A_j$ can be done by $O(\min\{|A_i|, |A_j|\})$ if all vertices $A_i$ and $A_j$ are stored in a global ordering applied to each $A_k$ for $1 \leq k \leq n$. Therefore, Step 3b can also be implemented in $O(n^3)$. These imply that the algorithm MMD can be implemented in $O(n^3)$ time.

We can also immediately show that the algorithm MMD guarantees providing an exact solution for MMD problem; this is because we use an iteration procedure and the algorithm immediately terminates once each pair of quorums have an intersection.

5 Conclusion and Remarks

In this paper, we investigated the complexity issues of minimizing the max-delay (MMD) and minimizing the total-delay (MTD) for designing coteries (quorum consensus methods). Firstly, we showed that MTD is NP-hard even restricted to the case where each vertex takes a unit weight. Then we proposed a cubic approximate algorithm for solving MTD. The approximate algorithm has an approximation ratio 2 in general, and has an approximation ratio $2 - \frac{\alpha}{n}$ for the case where each vertex takes a unit weight. We also showed that our approximation ratios are asymptotically tight. Moreover, we showed that the approximate algorithm can guarantee exact solutions for a quite large class of graphs such as “uniform” rings, uniform trees, and uniform meshes. Secondly, in the paper we presented a cubic algorithm to solve the problem MMD.

Note that for presentation simplicity, the results presented in the paper follow the assumption, made in [8], that each data object is fully replicated over the network. In case if a data object is partially replicated in the network, the design of coteries must be restricted to the vertices that hold the replicas. In this case, our results still hold if we add this restriction to our algorithms when generate quorums. However, we have to drop the connectivity property from a coterie; this is because that those sites holding replicas may not necessarily be connected.

As a possible future study, we are interested in MTD for non-uniform rings and meshes, that is, links and vertices do not necessarily take unit weight. Further, we are interested in MTD for design of “wr”-coteries [8,11,20].

Acknowledgement

Part of the work was done when the author took study leave in SEEM Department at the Chinese University of Hong Kong (CUHK). The author would also like to thank Prof. S. Zhang from CUHK for useful discussions.

References

Randomized Shared Queues
Applied to Distributed Optimization Algorithms

Hyunyoung Lee and Jennifer L. Welch

Department of Computer Science, Texas A&M University
College Station, TX 77843-3112, U.S.A.
{hlee,welch}@cs.tamu.edu

Abstract. This paper presents a specification of a randomized shared queue that can lose some elements or return them out of order, and shows that the specification can be implemented with the probabilistic quorum algorithm of [5,6]. Distributed algorithms that incorporate the producer-consumer style of interprocess communication are candidate applications for using random shared queues in lieu of the message queues. The modified algorithms will inherit positive attributes concerning load and availability from the underlying queue implementation. The behavior of a generic combinatorial optimization algorithm, when it is implemented using random queues, is analyzed.

1 Introduction

Quorum systems have been receiving significant attention because they provide consistency and availability of replicated data and reduce the communication bottleneck of some distributed algorithms (cf. [6] for references). The probabilistic quorum model [6] relaxes the intersection property of strict quorum systems, such that pairs of quorums only need to intersect with high probability. In earlier work [4], we showed that probabilistic quorums implement random registers, memory cells from which out-of-date values are sometimes read. Such an implementation inherits the positive load and availability properties of probabilistic quorums. Random registers were shown to be strong enough to implement an interesting class of iterative algorithms that converge with high probability.

In this paper, we extend the results of [4], which considers only read-write registers, to one of the fundamental abstract data structures: the queue. We propose a specification of a randomized shared queue data structure (random queue) that can exhibit certain errors — namely the loss of enqueued values — with some small probability. The random queue preserves the order in which individual processes enqueue, but makes no attempt to provide ordering across enqueuers. We show that this kind of random queue can be implemented with the probabilistic quorum algorithm of [5,6].

Queues are a fundamental concept in many areas of computer science. A common application in distributed computing are message queues in communication networks. Many distributed algorithms use high-level communication...
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operations, such as scattering or all-to-all broadcasts (cf. Chapter 1 of [2] for an overview). These algorithms can typically tolerate inaccuracies in the order in which the queue returns its elements, as the order of the elements in the message queue is typically impacted by the unpredictability of the communication network. Furthermore, we consider randomized algorithms, in which the queue elements contain data that can be incorrect or otherwise inappropriate with some probability. Algorithms of this type can typically tolerate the random disappearance of elements in the queue (with some small probability). We believe that this constitutes a large class of algorithms, which can take advantage of random queues and their benefits of optimal load and high availability. As an example of applications from this class, we analyze the behavior of a class of optimization algorithms [1], when used with random queues.

Randomization is used in [10,11] to implement a task queue, an unordered collection of tasks with priorities which are used for load balancing in irregular applications; in these papers, the randomization affects only the priorities, while the number of enqueued tasks is preserved. In [3], randomized distributed queues are shown to have improved performance but no random behavior of the queue operations is specified.

2 Definitions

In this section, we define the system model. (The presentation of this material is similar to that in [4].)

The data type of a shared object is defined by a set of operations and set of allowable sequences of those operations. An operation consists of an invocation and a matching response. The invocation indicates the specific object and contains any inputs, while the response also indicates the relevant object and contains any outputs. Throughout this paper, we assume that each process has at most one operation pending at a time.

A process is a (possibly infinite) state machine which has access to a random number generator. The process has a distinguished state called the initial state.

We assume a system consisting of a collection of $n$ client processes and $r$ server processes. A client process runs on a processor that also runs an application process which is part of a distributed application that is written assuming shared data objects. The client process communicates with the shared memory application process above it and with the message passing system below it. A server process stores replicated data and interacts with client processes through the message passing system. We will restrict attention to algorithms (such as ours) in which only client processes use randomization; trivial extensions to the model would allow servers also to be randomized.

There is some set of triggers that can take place in the system. Triggers consist of operation invocations and message receptions. The occurrence of a trigger at a process causes the process to take a step. During the step, the process applies its transition function to its current state, the particular trigger, and a random number to generate a new state and some outputs. The outputs
can include (at most) one operation response and a set of messages to be sent. A step is completely described by the current state, the trigger, the random number, the new state, and the set of outputs.

There are three potential sources of nondeterminism in the system from the viewpoint of the shared object implementation: the sequences of random numbers available to the client processes (due to the random number generators), the sequences in which operation invocations are made on the client processes (due to the application program that is using the shared object layer), and variability in the message delays. We abstract the last two sources of nondeterminism into a construct called an “adversary.” Formally, an adversary is a partial function from the set of all sequences of steps to the set of triggers. That is, given a sequence of steps that have occurred so far, the adversary determism what trigger will happen next. Note that the adversary cannot influence what random number is received in the next step, only the trigger. Let \( \text{RAND} \) be the set of all \( n \)-tuples of the form \( \{R_1^i, \ldots, R_n^i\} \) where each \( R_i^j \) is an infinite sequence of integers in \( \{0, \ldots, D\} \). \( D \) indicates the range of the random numbers. \( R_i^j \) describes the sequence of random numbers available to client process \( i \) in an execution — \( R_i^j \) is the random number available at step \( j \). Call each element in \( \text{RAND} \) a random tuple.

Given an adversary \( A \) and a random tuple \( \mathcal{R} = \{R_1^i, \ldots, R_n^i\} \), define an execution \( \text{exec}(A, \mathcal{R}) \) to be the sequence of steps \( \sigma_1, \sigma_2, \ldots \) such that:

- the current state in the first step of each process (client and server) \( i \) is \( i \)'s initial state;
- the current state in the \( j \)-th step of process \( i \) is the same as the new state in the \( (j-1) \)-st step of \( i \), for all processes \( i \) and all \( j > 1 \);
- the trigger in \( \sigma_j \) equals \( A(\sigma_1, \ldots, \sigma_{j-1}) \), for all \( j \geq 1 \) (the trigger is chosen by the adversary);
- the random number in \( \sigma_j \) equals \( R_i^j \), where \( i \) is the process in \( \sigma_j \)'s trigger (the random number comes from \( \mathcal{R} \); not the adversary).

We put the following restrictions on the adversary:

- (Application related) The sequence of operation invocations at each process is consistent with the application layer above. That is, the operation invocations reflect the shared memory accesses of the application.
- (Message passing related) Every message received was previously sent and every message sent is eventually delivered exactly once. That is, the message passing system is asynchronous and reliable, with the exact delays under the control of the adversary.

An execution \( e \) is complete if either it is infinite or \( A(e) \) is undefined. In a finite complete execution, the application is through making calls on the shared objects and no messages are in transit.

3 A Random Queue

In this section, we specify a randomized shared queue and propose an implementation for it. We then analyze the behavior of the implementation.
3.1 Specification of Random Queue

A *queue* \( Q \) shared by several processes supports two operations, \( \text{Enq}(Q, v) \) and \( \text{Deq}(Q, v) \). \( \text{Enq}_i(Q, v) \) is the invocation by process \( i \) to enqueue the value \( v \), \( \text{Ack}_i(Q) \) is the response to \( i \)'s enqueue invocation, \( \text{Deq}_i(Q, v) \) is the invocation by \( i \) of a dequeue operation, and \( \text{Ret}_i(Q, v) \) is the response to \( i \)'s dequeue invocation which returns the value \( v \). A possible return value is also \( \perp \), indicating an empty queue. The set of values from which \( v \) is drawn is unconstrained. We will focus on *multi-enqueue*, *single-dequeue* queues; thus, the enqueue can be invoked by all the processes while the dequeue can be invoked only by one process. We assume for notational simplicity that, in every execution, every enqueued value is uniquely identified.

Given a real number \( p \) that is between 0 and 1, a system is said to implement a *\( p \)-random queue* if the following conditions hold for every adversary \( A \). In every complete execution (of the adversary),

- (Liveness) every operation invocation has a following matching response;
- (Integrity) every operation response has a preceding matching invocation;
- (No Duplicates) for each value \( x \), \( \text{Deq}(Q, x) \) occurs at most once;
- (Per Process Ordering) for all \( i \), if \( \text{Enq}_i(Q, x_1) \) ends before \( \text{Enq}_i(Q, x_2) \) begins, then \( x_2 \) is not dequeued before \( x_1 \) is dequeued.

(Probabilistic No Loss) For every enqueued value \( x \), \( \Pr[\text{\( x \) is dequeued}] > p \).

That is, each enqueued element is either never dequeued (with probability at most \( 1 - p \)) or is dequeued once (with probability at least \( p \)). For a given adversary, the probability space is all extensions (of that adversary) of any finite execution of the adversary that ends with the invocation to enqueue \( x \).

3.2 Implementation of Random Queue

We now describe an implementation of a \( p \)-random queue. The next subsection computes the value of \( p \), assuming that the application program using the shared queue satisfies certain properties.

The random queue algorithm (Algorithm 1) is based on the probabilistic quorum algorithm of Malkhi et al. [6]. There are \( r \) replicated memory servers. First, we describe the algorithm for the special case of a single enqueuer. The case of multiple enqueuers is explained later.

The enque operation (\( \text{Enq} \)) mirrors the probabilistic quorum write operation: The local timestamp is incremented by one and attached to the element that is to be enqueued. The resulting pair is sent to the replicas in the chosen quorum, a randomly chosen group of \( k \) servers.

The key notion in the dequeue operation (\( \text{SingleDeq} \)) is a timestamp limit (\( T \)). At any given time, all timestamps that are smaller than the current value \( T \) are considered to be outdated. \( T \) is included in the dequeue messages to the replica servers and allows them to discard all outdated values. Beyond this, \( \text{SingleDeq} \) mirrors the probabilistic quorum read operation: The client selects a
Algorithm for client process – for single enqueuer and single dequeuer:
Initially local variable $t = 0$ // enqueue timestamp
$T = 1$ // expected dequeue timestamp
when $\text{Enq}(Q, v)$ occurs:
\begin{align*}
    t & := t + 1 \\
    \text{send (enq, v, t) to a randomly chosen quorum of size k and wait for acks} \\
    \text{Ack}(Q) & // \text{response to application}
\end{align*}
when $\text{SingleDeq}(Q)$ occurs:
\begin{align*}
    \text{send (deq, T) to a randomly chosen quorum of size k and wait for replies} \\
    \text{choose value v with smallest timestamp t}_d \\
    \text{if v is not } \perp \text{ then } T := t_d + 1 \text{ (}\perp \text{ is considered to have largest timestamp)} \\
    \text{Ret}(Q, v) & // \text{response to application}
\end{align*}

Algorithm for server process $i, 1 \leq i \leq r$:
Initially local variable $Q_{\text{copy}}, a$ queue, is empty
when $\langle\text{enq}, v, T\rangle$ is received from client $j$:
\begin{align*}
    \text{enqueue } (v, T) & \text{ to } Q_{\text{copy}} \\
    \text{send (ack) to client } j
\end{align*}
when $\langle\text{deq}, T\rangle$ is received from client $j$:
\begin{align*}
    \text{remove (dequeue) every element of } Q_{\text{copy}} \text{ whose timestamp smaller than } T \\
    \text{if } Q_{\text{copy}} \text{ is empty let } w = \perp \\
    \text{otherwise let } w \text{ be the result of dequeue on } Q_{\text{copy}} \\
    \text{send } \langle w \rangle \text{ to client } j
\end{align*}

Algorithm for a dequeuer extension for $n > 1$ enqueuers:
Initially local variable $i = 0$, shared queue $Q = (Q_1, \ldots, Q_n)$
// an array of $n$ single enqueuer queues
when $\text{Deq}(Q)$ occurs
\begin{align*}
    i & := (i \mod n) + 1 \\
    \text{SingleDeq}(Q_i, v) & // v \text{ is value returned by SingleDeq} \\
    \text{Ret } (Q, v) & // \text{response to application}
\end{align*}

**Algorithm 1:** Implementation of $p$-random queue $Q$

random quorum, sends dequeue messages to all replica servers in the quorum and selects the response with the smallest timestamp $t_d$. It updates the timestamp limit to $T := t_d + 1$ and returns the element that corresponds to $t_d$.

Each replica server implements a conventional queue with access operations enqueue and dequeue. In addition, the dequeue operation receives the current timestamp limit as input and discards all outdated values. The purpose of this is to ensure that there are exactly $k$ replica servers that will return the element $v_T$ with timestamp $T$ in response to a dequeue request. Thus, the probability of
finding this element (in the current dequeue operation) is exactly the probability that two quorums intersect. This property is of critical importance in the analysis in the following section. It does not hold if outdated values are allowed to remain in the replica queues, as those values could be returned instead of \( v_T \) by some of the replica servers containing \( v_T \).

For the case of \( n > 1 \) enqueuers, we extend the single-enqueuer, single-dequeuer queue by having \( n \) single-enqueuer queues \( (Q_1, \ldots, Q_n) \), one per enqueuer. The \( i \)-th enqueuer \( (1 \leq i \leq n) \) enqueues to \( Q_i \). The single dequeuer dequeues from all \( n \) queues by making calls to the function \( \text{Deq}() \), which selects one of the queues and tries to dequeue from it. \( \text{Deq}() \) checks the next queue in sequence. The round-robin sequence used in Algorithm 1 can be replaced by any other queue selection criterion that queries all queues with approximately the same frequency. The selection criterion will impact the order in which elements from the different queues are returned. However, it does not impact the probability of any given element being dequeued (eventually), as the queues do not affect each other, and the attempt to dequeue from an empty queue does not change its state.

3.3 Analysis of Random Queue Implementation

For this analysis, we assume that the application program invoking the operations on the shared random queue satisfies a certain property. Every complete execution of every adversary consists of a sequence of segments. Each segment is a sequence of enqueues followed by a sequence of dequeues, which has at least as many dequeues as enqueues. Fix a segment. Let \( m_c \), resp., \( m_d \), be the total number of enqueue, resp., dequeue, operations in this segment. Let \( m = m_c + m_d \). Let \( Y_i \) be the indicator random variable for the event that the \( i \)-th element is returned by a dequeue operation \( (1 \leq i \leq m_c) \). In the following lemma, the probability space is given by the enqueue and dequeue quorums which are selected by the queue access operations. More precisely, let \( P_k(r) \) denote the collection of all subsets of size \( k \) of the set \( \{1, \ldots, r\} \). Since there are \( m \) enqueue and dequeue operations, we let \( \Omega = P_k(r)^m \) be the universe. The probability space for the following lemma is given by \( \Omega \) and the uniform distribution on \( \Omega \).

**Lemma 1.** The random variables \( Y_i \) \( (1 \leq i \leq m_c) \) are mutually independent and identically distributed with \( \Pr(Y_i = 1) = p = \left(1 - \frac{r^{(c,i)}}{(i)}\right) \).

**Proof.** Since the queues \( Q_1, \ldots, Q_n \) do not interfere with each other, they can be considered in isolation. That is, it is sufficient to prove the lemma for any given single enqueuer queue \( Q_i \). Consider any single enqueuer queue \( Q_i \) and let \( m_z \) denote the number of enqueued elements. In order to prove mutual independence, we have to show

\[
\Pr_{i=1}^{m_z} Y_i = a_i = \prod_{i=1}^{m_z} \Pr(Y_i = a_i)
\]  

(1)
for all possible assignments of \( \{0, 1\} \)-values to the constants \( a_i \), for which the probability on the left-hand side is greater than zero. Thus, the following conditional probabilities are well-defined. For \( h = 1 \): trivially, \( \Pr(\bigwedge_{i=1}^{1} Y_i = a_i) = \prod_{i=1}^{1} \Pr(Y_i = a_i) \). For all \( 1 < h \leq m_z \):

\[
\Pr(\bigwedge_{i=1}^{h} Y_i = a_i) = \Pr(Y_h = a_h | \bigwedge_{i=1}^{h-1} Y_i = a_i) \cdot \Pr(\bigwedge_{i=1}^{h-1} Y_i = a_i) .
\]

Let \( j = \max\{i < h : a_i = 1\}^1 \). Clearly, the event \( Y_h = 1 \) does not depend on any event \( Y_i = a_i \) for \( i < j \). Thus

\[
\Pr(Y_h = 1 | \bigwedge_{i=1}^{h} Y_i = a_i) = \Pr(Y_h = 1 | Y_j = 1 \land \bigwedge_{i=j+1}^{h-1} Y_i = 0) .
\]

The condition corresponds to the following case: The last dequeue operation has returned the \( j \)-th element. The dequeue operation immediately following the dequeue operation that dequeued \( j \)-th element misses elements \( j + 1 \) to \( h - 1 \). That is, the dequeue quorum \( R \) of the dequeue operation does not intersect the enqueue quorum \( S_i \) of any element \( i \in \{j + 1, \ldots, h - 1\} \). Thus

\[
\Pr(Y_h = 1 | Y_j = 1 \land \bigwedge_{i=1}^{h-1} Y_i = 0) = \Pr(R \cap S_h \neq \emptyset | \bigwedge_{i=j+1}^{h-1} R \cap S_i = \emptyset)
\]

\[
= \Pr(R \cap S_h \neq \emptyset) = \left(1 - \frac{(r-k)}{(r)}\right) = p
\]

The second equality is because quorums are chosen independently. In summary, for all \( 1 < h \leq m_z \) and assignments of \( \{0, 1\} \) to \( a_i \),

\[
\Pr(Y_h = 1 | \bigwedge_{i=1}^{h} Y_i = a_i) = p .
\]

By the formula of total probabilities, \( \Pr(Y_h = 1) = p \). Thus, returning to (2):

\[
\Pr(\bigwedge_{i=1}^{h} Y_i = a_i) = \Pr(Y_h = a_h) \Pr(\bigwedge_{i=1}^{h-1} Y_i = a_i) .
\]

Mutual independence (1) follows from this by induction.

**Theorem 1.** *Algorithm 1 implements a random queue.*

**Proof.** The Integrity and Liveness conditions are satisfied since the adversary cannot create or destroy messages. The No Duplicates and Per Process Ordering conditions are satisfied by the definition of the algorithm. The Probabilistic No Loss condition follows from Lemma 1, which states that each enqueued value is dequeued with probability \( p = \left(1 - \frac{(r-k)}{(r)}\right) \).

---

^1 To handle the case when \( a_i = 0 \) for all \( i < h \), define \( Y_0 = a_0 = 1 \).
4 Application of Random Queue: Go with the Winners

In this section we show how to incorporate random queues to implement a class of randomized optimization algorithms called Go with the Winners (GWTW), proposed by Aldous and Vazirani [1]. We analyze how the weaker consistency provided by random queues affects the success probability of GWTW. Our goal is to show that the success probability is not significantly reduced.

4.1 The Framework of GWTW

GWTW is a generic randomized optimization algorithm. A combinatorial optimization problem is given by a state space $S$ (typically exponentially large) and an objective function $f$, which assigns a ‘quality’ value to each state. The task is to find a state $s \in S$, which maximizes (or minimizes) $f(s)$. It is often sufficient to find approximate solutions. For example, in the case of the clique problem, $S$ can be the set of all cliques in a given graph and $f(s)$ can be the size of clique $s$.

In order to apply GWTW to an optimization problem, the state space has to be organized in the form of a tree or a DAG, such that the following conditions are met: (a) The single root is known. (b) Given a node $s$, it is easy to determine if $s$ is a leaf node. (c) Given a node $s$, it is easy to find all child nodes of $s$. The parent-child relationship is entirely problem-dependent, given that $f(child)$ is better than $f(parent)$. For example, when applied to the clique problem on a graph $G$, there will be one node for each clique. The empty clique is the root. The child nodes of a clique $s$ of size $k$ are all the cliques of size $k+1$ that contain $s$. Thus, the nodes at depth $i$ are exactly the $i$-cliques. The resulting structure is a DAG. We can define a tree by considering ordered sequences of vertices.

Greedy algorithms, when formulated in the tree model, typically start at the root node and walk down the tree until they reach a leaf. The GWTW algorithm follows the same strategy, but tries to avoid leaf nodes with poor values of $f$, by doing several runs of the algorithm simultaneously, in order to bound the running time and boost the success probability (success means a node is found with a sufficiently good value of $f$). We call each of these runs a particle – which carries with it its current location in the tree and moves down the tree until it reaches a leaf node. The algorithm works in synchronous stages. During the $k$-th stage, the particles move from depth $k$ to depth $k + 1$. Each particle in a non-leaf node is moved to a randomly chosen child node. Particles in leaf nodes are removed. To compensate for the removed particles, an appropriate number of copies of each of the remaining particles is added.

The main theme to achieve a certain constant probability of success is to try to keep the total number of particles at each stage close to the constant $B$.

The framework of the GWTW algorithms is as follows: At stage 0, start with $B$ particles at the root. Repeat the following procedure until all the particles are at leaves: At stage $i$, remove the particles at leaf nodes, and for each particle at a non-leaf node $v$, add at $v$ a random number of particles, this random number having some specified distribution. Then, move each particle from its current position to a child chosen at random.
Shared variables are random queues $Q_i$, $1 \leq i \leq n$, each dequeued by process $i$ and initially empty
Code for process $i$, $1 \leq i \leq n$:
Local variable: integer $s$, initially 0.
Initially $\frac{B}{n}$ particles are at the root.
while true do
    $s++$
    for each particle at a non-leaf node $v$  // clone the particles
        add at $v$ a random number of particles, with some specified distribution
    endfor
    remove the particles at leaf nodes
    for each particle $j$  // move $j$ to some process $x$‘s queue
        pick a random number $x \in \{1, \ldots, n\}$
        Enq($Q_x$, $j$)
    endfor
    while not all particles are dequeued  // read from own queue
        Deq($Q_i$, $j$)
    endwhile
    move each particle from its current position to a child chosen at random
endwhile

**Algorithm 2:** Distributed version of GWTW framework

We consider a distributed version of the GWTW framework (Algorithm 2), which is a modification from the parallel algorithm of \([8]\). Consider an execution of Algorithm 2 on $n$ processes. At the beginning of the algorithm (stage 0), $B$ particles are evenly distributed among the $n$ processes. Since, at the end of each stage, some particles may be removed and some particles may be added, the processes need to communicate with each other to perform load balancing of the particles (global exchange). We use shared-memory communication among the processes. In particular, we use shared queues to distribute the particles among processes. Between enqueues and dequeues in Algorithm 2, we need some mechanism to recognize the total number of enqueued particles in a queue. It can be implemented by sending one-to-one messages among the processes or by having the maximum possible number of dequeues per stage. (Finding more efficient, yet probabilistically safe, ways to end a stage is work in progress.)

When using random queues, the errors will affect GWTW, since some particles disappear with some probability. However, we show that this does not affect the performance of the algorithms significantly. In particular, we estimate how the disappearance of particles caused by the random queue affects the success probability of GWTW.
4.2 Analysis of GWTW with Random Queues

We now show that Algorithm 2 when implemented with random queues will work as well as the original algorithms in [1].

We use the notation of [1] for the original GWTW algorithm (in which no particles are lost by random queues): Let $X_v$ be a random variable denoting the number of particles at a given vertex $v$. Let $S_i$ be the number of particles at the start of stage $i$. At stage 0, we start with $B$ particles. Then $S_0 = B$ and $S_i = \sum_{v \in V_i} X_v$, for $i > 0$, where $V_i$ is the set of all vertices at depth $i$. Let $p(v)$ be the chance the particle visits vertex $v$. Then $a(j) = \sum_{v \in V_j} p(v)$ is the chance the particle reaches depth $j$ at least. $p(w|v)$ is defined to be the chance the particle visits vertex $w$ conditioning on it visits vertex $v$. The values $s_i, 1 \leq i < \ell$ are constants which govern the particle reproduction rate of GWTWs. The parameter $\kappa$ is defined to express the “imbalance” of the tree as follows: For $i < j$, $\kappa_{ij} = \frac{(j-i)!}{s_i^j \sum_{v \in V_i} p(v)a^j(j|v)}$, and $\kappa = \max_{0 \leq i \leq j \leq \ell} \kappa_{ij}$.

Aldous and Vazirani [1] prove

**Lemma 2.**

$$E S_i = B \frac{a(i)}{s_i}, \quad 0 \leq i \leq d, \quad \text{and} \quad \text{var} S_i \leq \kappa B \frac{a^2(i)}{s_i^2} \sum_{j=0}^{i} \frac{s_j}{a(j)}, \quad 0 \leq i \leq d.$$ 

We will use this lemma to prove similar bounds for the distributed version of the algorithm, in which errors in the queues can affect particles. For this purpose, we formulate the effect of the random queues in the GWTW framework.

More precisely, given any original GWTW tree $T$, we define a modified tree $T'$, which accounts for the effect of the random queues. Given a GWTW tree $T$, let $T'$ be defined as follows: For every vertex in $T$, there is a vertex in $T'$. For every edge in $T$, there is a corresponding edge in $T'$. In addition to the basic tree structure of $T$, each non-leaf node $v$ of $T$ has an additional child $w$ in $T'$. This child $w$ is a leaf node. The purpose of the additional leaf nodes is to account for the probability with which particles can disappear in the random queues in Algorithm 2.

Given any node $w$ in $T'$ (which is not the root) and its parent $v$, let $p'(w|v)$ denote the probability of moving to $w$ conditional on being in $v$. For the additional leaf nodes $w$ in $T'$, we set $p'(w|v) = 1 - p$, where $1 - p$ is the probability that a given particle is lost in the queue. For all other pairs $(w, v)$, let $p'(w|v) = p p(w|v)$. Then $a'(i)$, $a'(i|v)$, $S'_i$, $s'_i$, $X'_v$, and $\kappa'$ can be defined similarly for $T'$.

Given a vertex $v$ of $T$, let $\bar{p}(v)$ denote the probability that Algorithm 2, when run with a single particle and without reproduction, reaches vertex $v$. The term “without reproduction” means that the distribution mentioned in the first “for” loop of the algorithm is such that the number of added particles is always zero. The main property of the construction of $T'$ is:

**Fact 1** For any vertex $v$ of the original tree $T$, $p'(v) = \bar{p}(v)$. Furthermore,

$$\Pr(\text{Algorithm 2 reaches depth } \ell) = p \cdot \Pr(\text{GWTW on } T' \text{ reaches depth } \ell)$$

for any $\ell \geq 0$. 

Proof. We prove the first statement by induction on the depth of \( v \). At depth \( d = 0 \) (base case), \( v \) is the root and \( p'(v) = \bar{p}(v) = 1 \). For the inductive step, let \( v \in V_{\ell+1} \) for \( \ell \in \mathbb{N} \). Let \( u \in V_\ell \) be the immediate ancestor of \( v \). Now,

\[
p'(v) = p'(v|u)p'(u) = p \cdot p(v|u)p(u) = \bar{p}(v|u)\bar{p}(u) = \bar{p}(v).
\]

For the second statement, it is sufficient to note that

\[
\Pr(\text{Algorithm 2 reaches depth } \ell) = \sum_{v \in V_{\ell}} \bar{p}(v) = \sum_{v \in V_{\ell}} p'(v) = p \cdot \sum_{v \in V_{\ell}} p'(v).
\]

We can now analyze the success probability of Algorithm 2 (a combination of GWTW and random queues) by means of analyzing the success probability of baseline GWTW on a slightly modified tree. This allows us to use the results of [1] in our analysis. In particular,\n
**Lemma 3.**

\[
E S'_i = B^i p^{i-1} a(i) \frac{1}{s'_i} \quad \text{and} \quad \text{var} S'_i \leq \frac{1}{p} \kappa' B^i p^{i-1} a^2(i) \sum_{j=0}^{i} \frac{s'_j}{s'_i} p^{j-1} a(j), 0 \leq i \leq d
\]

Proof. We apply Lemma 2 to the GWTW process on \( T' \) and show that \( \kappa' = \kappa/p \) and \( a'(i) = p^{i-1} a(i) \) for all \( i \). Note that for any \( i \leq \ell \) and \( v \in V_i \), \( p'(v|v) = p(v)p' \).

Thus, for any \( 1 < i \leq \ell \)

\[
a'(i) = \sum_{u \in V'_{i}} p'(w) = \sum_{u \in V'_{i}} \sum_{v \in V_{i-1}} p'(w|u)p'(v)
\]

\[
= \sum_{v \in V_{i-1}} p'(v) \sum_{u \in V'_{i}} p(w|v) = p^{i-1} \sum_{v \in V_{i-1}} p(v) \sum_{w \in V_{i}} p(w|v) = p^{i-1} a(i)
\]

For any \( 0 \leq i < j \leq \ell \),

\[
\kappa_{ij} = \frac{a'(i)}{a'(j)} \sum_{v \in V'_{i}} p'(v)a^{2}(j|v)
\]

\[
= \frac{p^{i-1}a(i)}{p^{j-2}a^{2}(j)} \sum_{v \in V_{i}} p(v)p^{i}a^{2}(j|v)p^{2(j-i-1)}
\]

\[
= p^{-1} \frac{a(i)}{a'(j)} \sum_{v \in V_{i}} p(v)a^{2}(j|v) = \kappa_{ij}/p
\]

In order to allow a direct comparison between the bounds of Lemmas 2 and 3, it is necessary to relate the constants \((s_i)_{1 \leq i \leq \ell}\) and \((s'_i)_{1 \leq i \leq \ell}\). These constants govern the particle reproduction rate of GWTW and can either be set externally or determined by a sampling procedure described in [1]. If we set \( s'_i = p^{i-1} s_i \) then the expectations of Lemmas 2 and 3 are equal and the variance bounds are within a factor of \( p \) of each other. The variance bound is used in [1] in connection with Chebyshev’s inequality to provide a lower bound on the success probability of GWTW. It follows that the negative effect of random queues on the GWTW variance bounds can be compensated for by increasing the number \( B \) of particles at the root by a factor of \( 1/p \).
5 Future Work

Another possible class of applications for a random queue is randomized Byzantine agreement algorithms in which the set of faulty processes can change from round to round (e.g., Rabin’s algorithm [9,7]). Random errors in the queue can be attributed to faulty processes. Issues to be resolved include how to adapt the message passing algorithms to the situation when too few messages are received; also whether probabilistic quorum algorithms in [6] that tolerate Byzantine failures can be exploited here.

Actually, the applications we identified do not even require the per-process ordering — a shared multiset would work just as well. An open question is whether there is a randomized implementation of a multiset, with no ordering guarantees, that is more efficient in some measure than the algorithm presented in this paper. A complementary question is to identify distributed applications that would need ordering properties on a shared queue. Clearly one can imagine a variety of weakened queue definitions and a variety of implementations. Specifying and analyzing these are challenges for future work.
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Abstract. We show how to implement a bounded time queue for two different processes. The time queue is a variant of a priority queue with elements from a discrete universe. The bounded time queue has elements from a discrete bounded universe. One process has time constraints and may only spend constant worst case time on each operation while the other process may spend more time. The time constrained process only has to be able to perform some of the time queue operations while the other process has to be able to perform all operations. We show how to do a deamortization of the deleteMin cost and to provide mutual exclusion for the parts of the data structure that both processes maintain.

1 Introduction

In this paper we look at a special variant of the Priority Queue problem which we call the Time Queue problem. A time queue is a queue that stores elements together with a time stamp. Newly inserted elements must have a time stamp that lies in the future. The time queue can be used in various ways. One task might be as a time-out manager, where an element has to be processed before some given time otherwise it should be considered to have timed-out and be handled specially. The time queue can also be used for the simulation event set problem \cite{DBLP:journals/japl/Iliev00} and other scheduling problems.

The time queue supports, given a set $\mathcal{N}$ of $N$ elements, the ordinary operations of a priority queue, insert, min and deleteMin. By convention the highest priority has the lowest numerical value, hence min. We refer to the element with the minimum numerical priority value as the min element and use $t_0$ to denote its priority.

Usually a priority queue supports the decrease-key operation, which decreases the priority of an element in the queue. The increase-key operation is also supported by the time queue and we combine these operations into a general update operation, which updates the priority of an element.

Further, a general delete operation is also supported in the time queue. Therefore, we let insert return a finger to the inserted element, which can be
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used by other operation such as delete and update. It is convenient that the min operation also returns a finger. Since we use fingers we need operations to get the priority and element from the finger, value and data respectively. In this paper we use the terms element and finger to an element interchangeably.

Finally, the time queue supports deletion of all elements with a priority less than a specific value, using the operation delLessThan. The delLessThan can be augmented with an additional function, \( F \), that is called for each deleted element. Note that this forces the delLessThan to take \( \Omega(d \cdot F) \) time where \( d \) is the number of deleted elements and \( F \) is the running time of the function \( F \). Without loss of generality we assume that \( F = \Theta(1) \).

In the time queue the priorities are times. We assume that time is a discrete value and hence the time queue is restricted to only support priorities that are discrete (e.g. integers). We require that for the time \( t_e \) of the newly inserted or of the updated element \( e \) must hold \( t_e > t_0 \), which means that the min time \( t_0 \) is non-decreasing, the time queue is monotonic \([12]\). Moreover, we require that the time for any element in the time queue is less than \( t_0 + C \), where \( C \) denotes the maximum duration of any element (cf. *maximum event duration* \([4]\)). To sum up: time is drawn from a bounded discrete universe.

The above description gives the following formal definition:

**Definition 1.** The Time Queue problem is the problem of maintaining a set, \( \mathcal{N} \), of elements to support the following operations:

- **insert** \((e, t) \): if \( t_0 < t \leq t_0 + C \) then let \( \mathcal{N} := \mathcal{N} \cup \{e\} \) and return a finger \( f \) to the newly inserted element.
- **delete** \((f)\): let \( \mathcal{N} := \mathcal{N} \setminus \{f\} \).
- **min**(): find the min element and return a finger, \( f \), to it.
- **deleteMin**(): delete the min element.
- **update** \((f, t)\): if \( t_0 < t \leq t_0 + C \) then change the time of \( f \) to \( t \).
- **delLessThan** \((t, F)\): delete all elements with time less than \( t \) and call the function \( F \) for each of the deleted elements.

where \( t_0 \) is the priority of the min element and \( C \) is the maximum duration of any element.

This research was initiated by a manufacturer of a firewall. In their firewall IP packets are processed in two different paths called fast and slow path. The fast path must not be delayed when using the time-out manager and this process needs only some of the operations of the time queue. The slow process has to be able to perform all the operations, but it is not that time sensitive.

Hence, in our model, we have two different processes manipulating the data structure. The first process (fast) has to be able to perform the min, value, data and a restricted update operations. The second process (slow) has to be able to perform all the operations on the time queue. The fast process is time critical and must not be delayed, i.e., the operations it uses must run in \( O(1) \) worst case time. The fast process update only needs to update elements in the near future, i.e., only elements with current and new time less than \( t_0 + \epsilon \) (\( \epsilon \) is to be defined later).
Our main goal is to implement the operations of the fast process to run in $O(1)$ worst case time, hence amortized or expected time is not good enough. To do this, we let only the operations deleteMin and the delLessThan change the min element. This makes the operations delete and update more restricted, and, consequently, less complicated than deleteMin and the delLessThan. We refer to the time queue problem with these restrictions as the restricted Time Queue problem.

Furthermore, delLessThan is called by the slow, and this at least every $c$ time units for some small value $c$.

To allow the two processes to share data we need mutual exclusion of the operations. For this we use locks and the interface to the locks has to provide both blocking and non-blocking locking functions. We also assume that the processes can pass messages asynchronously.

To compare different priority queues both theoretically and practically the hold model [10] has been used. In this model a priority queue of size $N$ is created and a hold operation is performed a number of times. The hold operations are a sequence of min; deleteMin; and insert operations, hence $N$ is not changed. The priority of the newly inserted element is $t_0 + d$ for some value $d$.

In the following section we look at how other solutions can be used to solve the restricted time queue problem, in particular the Calendar Queue by Brown [3]. In Sect. 3 we present our solution, a modification of the calendar queue, to support the operations of the fast process while Sect. 4 concludes the paper.

2 Previous Work

A number of solutions for the priority queue problem can be used to solve the time queue problem for one process with only small modifications if any. The standard heap described by Williams [18] can be modified to use fingers by adding a dictionary that stores the position in the heap for each element. The heap solution (heap in Table 1) even works if the maximum duration is unbounded and it only needs $O(N)$ space. The model used is the pointer machine model [11].

Van Emde Boas et al. proposed a data structure they call a stratified tree which supports the time queue operations in $O(\lg \lg C)$ time ($vEB$ in Table 1) [13,15]. However, the stratified tree needs $O(C + N)$ space. The model is the pointer machine model.

Willard shows how perfect hashing (see [8,6]) can be used to improve the space bound to $O(N)$ for the stratified tree [17] ($vEB-W$ in Table 1). The model is the RAM model [14] of the stronger cell probe model [19] due to the hashing.

More recently Andersson and Thorup improved their exponential search trees to achieve worst case performance of $O(\sqrt{N}/\lg N)$ [1] (EST in Table 1). The model used here is the RAM model.

Brodnik et al. showed how a split tagged tree can be used to achieve worst case constant time for all the time queue operations ($SST$ in Table 1) [2]. They use $O(C + N)$ space in the Yggdrasil implementation [2] of the RAMBO model [9].
Table 1. Time bounds for different solutions to the Time Queue problem

<table>
<thead>
<tr>
<th>Operation</th>
<th>Heap</th>
<th>VEB</th>
<th>VEB-W</th>
<th>EST</th>
<th>STT</th>
<th>CQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>insert</td>
<td>(O(\log N))</td>
<td>(O(\log \log C))</td>
<td>(\exp O(\log \log C))</td>
<td>(O(\sqrt{\log N}/\log \log N))</td>
<td>(O(1))</td>
<td>(am \ O(1))</td>
</tr>
<tr>
<td>delete</td>
<td>(O(\log N))</td>
<td>(O(\log \log C))</td>
<td>(\exp O(\log \log C))</td>
<td>(O(\sqrt{\log N}/\log \log N))</td>
<td>(O(1))</td>
<td>(am \ O(1))</td>
</tr>
<tr>
<td>min</td>
<td>(O(1))</td>
<td>(O(1))</td>
<td>(O(1))</td>
<td>(O(1))</td>
<td>(O(1))</td>
<td>(O(1))</td>
</tr>
<tr>
<td>deleteMin</td>
<td>(O(\log N))</td>
<td>(O(\log \log C))</td>
<td>(\exp O(\log \log C))</td>
<td>(O(\sqrt{\log N}/\log \log N))</td>
<td>(O(1))</td>
<td>(am \ O(1))</td>
</tr>
<tr>
<td>hold</td>
<td>(O(\log N))</td>
<td>(O(\log \log C))</td>
<td>(\exp O(\log \log C))</td>
<td>(O(\sqrt{\log N}/\log \log N))</td>
<td>(O(1))</td>
<td>(exp \ O(1))</td>
</tr>
<tr>
<td>update</td>
<td>(O(\log N))</td>
<td>(O(\log \log C))</td>
<td>(\exp O(\log \log C))</td>
<td>(O(\sqrt{\log N}/\log \log N))</td>
<td>(O(1))</td>
<td>(O(1))</td>
</tr>
<tr>
<td>Space</td>
<td>(O(N))</td>
<td>(O(C + N))</td>
<td>(O(N))</td>
<td>(O(N))</td>
<td>(O(C + N))</td>
<td>(O(N))</td>
</tr>
</tbody>
</table>

So far we have seen the bounds in Table 1, with the Calendar queue (CQ) presented below.

2.1 The Calendar Queue

The Calendar Queue data structure described by Brown [3] and analyzed by Erickson et al. [7] is a priority queue specially designed for the event set problem. Erickson et al. give a short and good description of the calendar queue that we restate here.

“A calendar queue has \(M\) buckets numbered 0 to \(M - 1\), a current bucket with index \(i_0\), a bucket width \(\delta\), and a current time \(t_0\). We have the relationship that \(i_0 = (t_0 \div \delta) \mod M\). For each element \(e\) in the calendar queue, \(t_e \geq t_0\), and element \(e\) is located in bucket \(i\) if and only if \(i \leq (t_e \div \delta) \mod M < (i + 1)\).”

The calendar queue is implemented as an array of lists, which we denote buckets. Depending on bucket discipline the lists in the buckets are either sorted or unsorted. In unsorted buckets insert takes constant time and min takes time proportional to the number of elements in the bucket. On the other hand, in sorted buckets min (deleteMin) takes constant time and insert time proportional to the log of the number of elements in the bucket. In Brown’s and Erickson’s descriptions all buckets use the same bucket discipline.

Brown [3] suggests to use a doubling technique to adjust the number of buckets \(M\) to be \(\Theta(N)\) where \(N\) is the number of elements in the queue. Hence, when inserting an element and \(N\) becomes greater than \(M\), we allocate \(2M\) new buckets, copy all the elements to the new buckets and deallocate the old buckets. When deleting an element and \(N\) becomes less than \(M/4\), we allocate \(M/2\) buckets, copy all the elements and deallocate the old buckets. We see that, if a doubling of the number of buckets occurs when there are \(N_0\) elements, at least \(N_0\) new elements has to be inserted into the queue before the next doubling will occur. Hence the copying cost of the \(2N_0\) elements at the second double can be charged to the insertion of the \(N_0\) elements. Similarly for deletes and the copying cost when halving the number of buckets. The bucket width \(\delta\) should be adjusted to match the average distance between elements in the queue in order to get an expected constant number of elements in each bucket. Hence, insert
and delete can be done in expected $O(1)$ amortized time. Brown gave empirical
evidence that the calendar queue achieves expected constant time for the hold
operation. In other words, if we choose $\delta$ and $M$ properly, the number of elements
in each bucket will be $O(1)$.

Erickson et al. (see “Optimizing Static Calendar Queues” [7] for details,
Static here means that the number of elements in the queue is unchanged, not
that all events have to be known in advance) analyzed the calendar queue with
unsorted buckets. They describe how to choose $\delta$ and $M$ under the assumption
that only the hold operation is used (the case for which Brown gave empirical
evidence). The value $d$ in the hold operations is here defined by a random
variable with probability density $c$. In essence, choose $\delta = \sqrt{2\mu}$ where $\mu$ is a
function of $c$. Using this bucket width and infinitely many buckets the expected
time is constant for the hold operation. Given a maximum duration $C$, choosing
$M \geq C \text{ div } \delta + 1$ will guarantee no loss of performance over choosing infinitely
many buckets. If a small degradation of the performance is acceptable one can
choose $M = rN$, where $r$ depends on the allowed degradation.

A variation of the time queue problem has been studied by Varghese and
Lauck [16]. They look at the problem of providing a timer facility for an oper-
ating system. In the timer facility problem the delLessThan operation is called
once for each time $t$ (i.e., $c = 1$). Also even if $t < t_0$. The solution suggested
by Varghese and Lauck, called Hashed and Hierarchical Timing Wheel, is very
similar to the Calendar Queue.

3 Our Solution

We will now modify the calendar queue to achieve $O(1)$ worst case time for the
min, update, value and data operations, and see under what conditions we can
expect deleteMin and delLessThan to run in $O(1)$ time per deleted element.
As Erickson et al. we will use the unsorted bucket discipline to achieve $O(1)$
worst case time for insertion into a bucket. We use lists of doubly linked nodes
in each bucket and let a finger be a reference to the node that stores the element.
Given a finger to the element, this achieves $O(1)$ worst case time for deletion in
a bucket.

As pointed out by Thorup [12] we can always, in any monotonic priority
queue, make the min operation run in $O(1)$ worst case time by remembering the
element (and its priority) that was deleted by the last deleteMin and consider
it part of the priority queue. We implement this by letting deleteMin find the
element that will be min when the current min is deleted and store a finger to
this element.

Since an update is a delete followed by an insert, if we can support delete
and insert in $O(1)$ worst case time we also have update in $O(1)$ worst case time.
The reason for the amortization in the calendar queue is the copying of elements
when $M$ is changed. If we never need to copy any elements during an insert
(delete) the time for these operations is worst case. Hence, if $M$ and $\delta$ are fixed
the copying is never needed and we achieve $O(1)$ worst case time for the min, update, value and data operations.

Under what conditions can we expect deleteMin to run in $O(1)$ time, and can we improve these conditions in some way? The approach with fixed $M$ and $\delta$ is what Brown started with in his description of calendar queue. He noted that this will lead to inefficient space use if $N << M$. Moreover, if $N << M$, deleteMin may have to search many empty buckets to find the next element, deleteMin takes $O(M)$ time in the worst case. On the other hand, if $N >> M$, the current bucket may contain many elements, deleteMin takes $O(N)$ time in the worst case. However, on the average $O(M/N + N/M)$ time is needed. From the discussion above we conclude that we can expect $O(1)$ time for deleteMin if $N = \Theta(M)$ and the elements are evenly distributed among the buckets.

To improve these conditions we will focus on the case where $N = O(M)$, and the main problem of deleteMin is to find the next element in the current bucket. Since the elements in the buckets are unsorted it takes time proportional to the number of elements in the bucket to find the new min.

One way of reducing the time could be to keep the current bucket sorted, then deletion of the min element in the bucket would take $O(1)$ time. Each element would then be involved in one sorting and the amortized cost per element would be $s(k)$ where $s(k)$ is the cost of sorting $k$ elements (cf. equivalence between sorting and priority queues \cite{12}). This makes update of elements within the bucket $i_0$ too expensive for the fast process.

Instead, we use $\delta$ buckets of width 1, implemented as an array of doubly linked lists denoted head. We store the elements of the current bucket $i_0$ in head[$j$] where $j = t_c \mod \delta$. Hence, each list in the head only stores elements with the same priority. Now update, insert, delete and min are still $O(1)$ in the worst case even though the constant is a bit higher.

In the analysis of deleteMin we denote the number of elements in a bucket $i$ by $B_i$ and the number of elements in the head by $H$. Finding the new min in the head is similar to finding the next non empty bucket in the calendar queue, which is done in $O(M/N)$ time on the average. Hence in a head with more than one element it takes $O(\delta/H + 1)$ time on the average. If $H = \Omega(\delta)$ this is $O(1)$. When the last element of the head is deleted, and all the $\delta$ buckets are empty, we need to move all the $B_0$ elements of bucket $i_0 + 1$ into the head and increase $i_0$ by one. The cost of the copying is $O(B_0 + 1)$, which indicates that the worst case cost of deleteMin is $O(N)$. However in an amortized analysis the cost of copying an element can be charged to the operation that deletes the element from the head, which makes the amortized time $O(1)$ for deleteMin.

Finally, we do a deamortization of the deleteMin operation to achieve $O(1)$ expected time instead of amortized time. The deamortization is done by using a second head denoted head2 and move $[B_0 + 1/H]$ elements from bucket $i_0 + 1$ into head2 in each deleteMin operation. When the last element is deleted from the head the rest of the elements are moved from bucket $i_0 + 1$ into head2 and the two heads are swapped. If an element should be inserted (updated) into bucket $i_0 + 1$ it will instead be inserted into head2. Hence $B_0$ will never increase and
Table 2. Time bounds and space for our solution to the Time Queue problem

<table>
<thead>
<tr>
<th>Operation</th>
<th>Our modified CQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>insert</td>
<td>O(1)</td>
</tr>
<tr>
<td>delete</td>
<td>O(1)</td>
</tr>
<tr>
<td>min</td>
<td>O(1)</td>
</tr>
<tr>
<td>deleteMin</td>
<td>exp O(1) if H = \Omega(\delta), H = \Omega(B_{i_0+1})</td>
</tr>
<tr>
<td>hold</td>
<td>exp O(1) if H = \Omega(\delta), H = \Omega(B_{i_0+1})</td>
</tr>
<tr>
<td>update</td>
<td>O(1)</td>
</tr>
<tr>
<td>delLessThan</td>
<td>exp O(1) if \delta = \Omega(B_{i_0+1})</td>
</tr>
<tr>
<td>Space</td>
<td>O(\sqrt{C} + N)</td>
</tr>
</tbody>
</table>

Therefore the number of elements in bucket \( i_0 + 1 \) will be \( O(1) \) when the last element is deleted from the head. If \( H = \Omega(B_{i_0+1}) \) the cost is \( O(1) \) for copying the elements.

Now if \( N = \Omega(M) \), \( H = \Omega(\delta) \) and \( H = \Omega(B_{i_0+1}) \) we have \( O(1) \) expected time for deleteMin. If not, the time for deleteMin and hold is \( \exp O(M/N + B_{i_0+1}/H + \delta/H) \) and \( \Omega(M + N + \delta) \) worst case. If we choose \( \delta = \Theta(M) \) the above conditions reduce to \( H = \Omega(\delta) \) (since \( N \geq H \)) and \( H = \Omega(B_{i_0+1}) \) where the second condition depends on the distribution of the elements among the buckets.

Now let us see what conditions are needed if a sequence of delLessThan calls are used instead of deleteMin. First we note that \( O(\delta/c) \) calls are made between two changes of heads. Consequently, if \( [B_{i_0+1}/(\delta/c)] \) elements are moved each time delLessThan is called, all the elements in bucket \( i_0 + 1 \) will be moved to the second head before the next head swap. If \( \delta = \Omega(B_{i_0+1}) \) then only a constant number of elements are moved each time. If the min element is deleted, delLessThan needs to find the next element to be min which is done in \( O(1) \) time on the average if \( H = \Omega(\delta) \). However, assume that \( p \) empty buckets have to be scanned to find the next element to be min, when the min element is deleted, then approximately \( p/c \) delLessThan calls are made before the min is deleted again. Hence on the average \( c \) buckets are scanned by delLessThan even if \( H = o(\delta) \).

Note that this is true even if we need to scan the buckets array to find the next non empty bucket. The condition we are left with is \( \delta = \Omega(B_{i_0+1}) \) which is fulfilled if there is only a constant number of elements with equal priority.

Since we know the maximum duration \( C \) of all the elements, we can choose \( \delta \) and \( M \) to cover this range, hence \( C = M \delta \). We choose \( M, \delta = O(\sqrt{C}) \) to have \( \delta = \Theta(M) \). This gives a space bound of \( O(\sqrt{C} + N) \) since the number of buckets and the number of buckets in the heads are \( O(\sqrt{C}) \). We note that when using \( \delta = M = \sqrt{C} \) both \( \text{mod} \sqrt{C} \) and \( \text{div} \sqrt{C} \) can be computed fast if \( C = 2^h \) and even if \( C \neq 2^h \) the approximation \( \delta = 2^{\frac{\text{div} C}{2}} \) is good enough. The above analysis leads to the time and space bounds in Table 2.
3.1 Representation and Algorithms

The data structure consists of buckets, two heads of buckets, a finger to the min element and an index into the current bucket (see Algorithm 1). Both the buckets and the two heads of buckets are arrays of lists of doubly linked nodes. We let a finger be a reference to a node.

```c
typedef struct tq {
    LIST buckets[N];
    LIST head[6];      int H;
    LIST head2[6];     int H2;
    NODE * min;
    int is;
} TQ;
```

Algorithm 1: Representation of the Time Queue

We first look at the algorithms for only one process (the slow one) and later see what modifications are needed for the fast process.

- During insert we calculate the bucket index for the new element and check if the element should be in either of the heads. If it is we calculate the head index $j$ and insert the new element at the end of the list, otherwise we insert it at the end of the list of the proper bucket.
- In the delete we have the finger the element and we can easily delete it from the appropriate list. If it is the last element in the list we mark the bucket as empty.
- The update is, as said, a deletion followed by an insertion.
- The min returns the stored min finger.
- The deleteMin first deletes the min element. Then it searches for the next element that should be min and updates the min reference. Finally, the routine moves some of the elements from the next bucket into head2.
  If the deleted element was the last element in the head, it first search for the next non empty bucket, moves the remaining elements from that bucket to head2, swaps the two heads, and increases $i_0$. Then it continues with the search for the next element to be min.
- As long as the time $t_0$ of the min element is less than the specified time, delLessThan gets min, calls the function $F$ on it, deletes it and finds the new min. Finally, it moves some elements from the next bucket into head2.
  If delLessThan deletes the last element in the head it search for the next non empty bucket, moves the remaining elements from that bucket to head2, swaps the two heads, and increases $t_0$.
- The operations to get the data and time from a finger, data and value respectively, only returns the data and time from the linked list node.
3.2 Support for Concurrent Processes

We assume that there are just two processes: one fast process and one slow
process. The fast process only has to update elements in the near future $\epsilon$ while
the remaining updates are sent to the slow process. Without loss of generality
we assume that $\epsilon \leq \delta$ and hence only elements in bucket $i_0$ and bucket $i_0 + 1$ may
be updated by the fast process. The elements in bucket $i_0$ are stored in head
while the elements in bucket $i_0 + 1$ may be in both $\text{buckets}[i_0 + 1]$ and $\text{head2}$.
We will use three locks to ensure mutual exclusive access to these entities. The
assumption that $\epsilon \leq \delta$ is not really a restriction since if this is not true we only
need to add more locks for the buckets that need protection.

Whenever $\text{head}, H, i_0$ or $\text{min}$ is read or written we acquire $\text{headLock}$. Similarly
for $\text{head2Lock}$ and $\text{bucketLock}$. Since only the slow process modifies $i_0$ and $\text{min}$
it does not need to acquire the $\text{headLock}$ in order to read these variables. The
fast process always has to acquire the corresponding lock. To avoid deadlocks,
we choose to break the circular chain condition by imposing a linear order of
the locks [5]. If a process needs more than one lock it has to acquire them in
the following order: $\text{headLock}$, $\text{head2Lock}$ and $\text{bucketLock}$. The representation
of the time queue includes these locks (Algorithm 2). The update for the fast

```c
typedef struct tq {
    LIST buckets[10];
    LIST head[2];     int $H$;
    LIST head2[2];    int $H2$;
    NODE * min;
    int $i_0$;
    LOCK headLock;
    LOCK head2Lock;
    LOCK bucketLock;
} TQ;
```

Algorithm 2: Representation of the Time Queue with locks

process is only allowed to move elements to/from the heads and corresponding
buckets. If the element should be moved to/from another bucket it passes a
request to the slow process.

If there are more than one process of each kind special care is needed for the
slow processes. We need also to acquire the lock when reading variables in the
slow process and have locks for all the different parts of the time queue data
structure. More than one fast process can be handled without any special care.
4 Conclusion

We have proposed a solution for two different processes to simultaneously maintain a time queue. One of the processes performs only a subset of the operations in $O(1)$ worst case time, while the other process shall perform all operations. All operations except deleteMin and delLessThan are performed in $O(1)$ worst case time. deleteMin is performed in $O(1)$ expected time and delLessThan is performed in $O(1)$ expected time per deleted element.

The main difference from the Hashed and Hierarchical Timing Wheels by Varghese and Lauck [16] is the deamortization of the deleteMin and the concurrent solution.

Furthermore, we have shown how to allow one fast and one slow process to maintain our data structure by using locks to provide mutual exclusion.
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Abstract. Annotating maps, graphs, and diagrams with pieces of text is an important step in information visualization that is usually referred to as label placement. We define nine label-placement models for labeling points with axis-parallel rectangles given a weight for each point. There are two groups; fixed-position models and slider models. We aim to maximize the weight sum of those points that receive a label. We first compare our models by giving bounds for the ratios between the weights of maximum-weight labelings in different models. Then we present algorithms for labeling $n$ points with unit-height rectangles. We show how an $O(n \log n)$-time factor-2 approximation algorithm and a PTAS for fixed-position models can be extended to handle the weighted case. Our main contribution is the first algorithm for weighted sliding labels. Its approximation factor is $(2 + \varepsilon)$, it runs in $O(n^2 / \varepsilon)$ time and uses $O(n / \varepsilon)$ space. We also investigate some special cases.

1 Introduction

Label placement is one of the key tasks in the process of information visualization. In diagrams, maps, technical or graph drawings, features like points, lines, and polygons must be labeled to convey information. The interest in algorithms that automate this task has increased with the advance in type-setting technology and the amount of information to be visualized. Due to the NP-hardness of the general label-placement problem [6], cartographers, graph drawers, and computational geometers have suggested numerous approaches. Several heuristic methods have been analyzed experimentally [4]. An extensive bibliography about label placement can be found at [13]. The ACM Computational Geometry Impact Task Force report [3] denotes label placement as an important research area.

This paper deals with one of the most common label-placement problems, namely labeling points with axis-parallel rectangles. With two exceptions this is the first paper that gives approximation algorithms for labeling \textit{weighted} points.
The aim is to maximize the sum of the weights of those points whose labels can be placed without intersection. Solving this problem is extremely important in praxis: on a map of Germany, e.g., attributing Berlin a higher priority (weight) than Wannsee ensures that in case of limited space the capital rather than one of its districts receives a label. The only two other approximation algorithms for weighted label placement are the following. First, Iturriaga [8] showed how a factor-$O(\log n)$ approximation algorithm of Agarwal et al. [1] for maximum-independent set on rectangle-intersection graphs can be extended to handle weighted rectangles as well ($n$ is the number of rectangles here). Second, Erlekoba et al. [5] recently improved these results for squares; they give a polynomial-time approximation scheme (PTAS) for the weighted case.

Van Kreveld et al. defined six point-labeling models [12]. They forged the term of slider models where a label can slide along one or several edges under the constraint that it touches the point it labels, see Figure 1. This is opposed to fixed-position models that allow only a constant number (like 4 or 8) of label candidates per point. Van Kreveld et al. compared three fixed-position (namely 1P, 2PH, and 4P in Figure 1) and three slider models (1SH, 2SH, and 4S) with respect to how many more points can be labeled in one model than in another using unit square labels [12]. Since we are considering labels with equal height but variable length, we need to classify more models. Figure 1 shows all nine fixed-position models and slider models that we will consider in this paper. In that figure, each rectangle stands for a feasible label position. An arrow between two rectangle indicates that additionally all label position are feasible that arise when moving one rectangle on a straight line onto the other. We refer the reader to [12] for a more formal definition.

For each of their six labeling models, van Kreveld et al. gave approximation algorithms for unit-height labels in the unweighted case. They also did an experimental comparison that showed that algorithms for sliding labels perform especially well on dense point sets such as scatterplots. Other applications with dense point sets include drill holes or electrophoresis gels.

![Fig. 1](image)

Fig. 1. Each model has an abbreviation of the form $xMD$ where $M \in \{P, S\}$ stands for fixed-position model (P) or slider model (S), $x \in \{1, 2, 4\}$ refers to the number of fixed positions or sliding directions, and $D \in \{\emptyset, H, V\}$ indicates the horizontal or vertical direction in which fixed-position labels are arranged or labels can slide.
We extend the results of van Kreveld et al. by taking weights into account. More specifically we present the following results. In all but the last section we assume unit-height labels. First, in Section 2, we compare our nine labeling models by giving bounds for the ratios between the weights of maximum-weight labelings in different models. In Section 3, we show how to extend an \( O(n \log n) \)-time factor-2 approximation algorithm and a PTAS for fixed-position models [1] to the weighted case. The main contribution of this paper besides the comparison of labeling models is the first approximation algorithm for weighted sliding labels. Its approximation factor is \( (2 + \varepsilon) \), it runs in \( O(n^2/\varepsilon) \) time and uses \( O(n/\varepsilon) \) space. The algorithms for both the fixed-position and the slider models use line stabbing, a technique that has already been used successfully for label placement [1,12]. The idea is to partition the two-dimensional problem into easier one-dimensional subproblems by stabbing the unit-height label candidates of the input points by horizontal lines of at least unit distance such that each label candidate is stabbed. If the resulting subproblems can be solved optimally (near-optimally), then the union of the subsolutions corresponding to either all odd or all even stabbing lines gives a factor-2 \( (2 + \varepsilon) \) approximation for the original problem.

Section 4 and 5 deal with two restrictions of the one-dimensional problem for sliding labels (i.e., intervals) that can be solved optimally. In Section 4, we consider the case that the number of different weights is bounded and receive a factor-2 approximation for all slider models. In Section 5, we restrict all intervals to unit length and combine the resulting exact one-dimensional algorithm with a dynamic-programming algorithm of Agarwal et al. [1] to construct a PTAS for labeling points with sliding unit-square labels. In Section 6, we finally drop the restriction on label heights and give algorithms with approximation factors of \( 3|\log_2 \beta| \) and \( (3 + \varepsilon)|\log_2 \beta| \) for fixed-position and slider models, respectively, where \( \beta \) is the ratio of maximum and minimum label height. Throughout this paper, we assume that labels are topologically open, i.e., they may touch. Due to space constraints we had to sketch some of the proofs. For the details we refer the reader to the full paper [10].

2 Comparing Labeling Models

Let \( M_1 \) and \( M_2 \) be any two different labeling models from Figure 1. Given a finite set \( P \) of points in the plane, where each point \( p \in P \) is associated with a weight \( w(p) \), let \( W_{M_1}(P) \) denote the maximum sum of weights of points whose labels can be placed without intersections given labeling model \( M_1 \). Then the \( (M_1,M_2) \)-ratio is defined as \( \Psi(M_1, M_2) = \lim_{n \to \infty} \max_{|P|=n} \frac{W_{M_1}(P)}{W_{M_2}(P)} \).

Our bounds for ratios between different labeling models are summarized in Figures 2 and 3. The numbers that are attached to the arcs between two models \( M_1 \) and \( M_2 \) give the \( (M_1, M_2) \)-ratio; intervals specify lower and upper bounds. The proofs for the constant ratios are similar to those in [12], those for linear ratios are simple. For both we refer the reader to the full paper [10]. Instead we
investigate the more interesting logarithmic ratios. These do not appear in [12] since there only square labels were taken into account.

To bound $\Psi(1\text{SH}, 2\text{PH})$, we consider two one-dimensional labeling models that correspond to $1\text{SH}$ and $2\text{PH}$. Given $n$ points on the $x$-axis, each with a label length and a weight, find a feasible label placement that maximizes the sum of weights of the labeled points. We can interpret these labels as intervals on a line. In analogy to $1\text{SH}$ and $2\text{PH}$ we define two labeling models: a slider model $1\text{d}-1\text{SH}$ where a label can be attached to its point anywhere between its endpoints and a fixed-position model $1\text{d}-2\text{PH}$ in which a label must be attached to its point at one of its two endpoints. We have the following result.

**Lemma 1** $\frac{1}{2}\log n \leq \Psi(1\text{d}-1\text{SH}, 1\text{d}-2\text{PH}) \leq \log n$.

**Proof.** Let $P$ be a set of $n$ points on the $x$-axis. For each point $p \in P$ we are given its position on the $x$-axis $x(p)$, its weight $w(p)$, and the length $\ell(p)$ of its label. If $l$ is the label of $p$, then $l$ must be placed within a “window” $[r, d]$ on the $x$-axis where $r = x(p) - \ell(p)$ and $d = x(p) + \ell(p)$. (The choice of the variable names is due to the similarity of our problem to scheduling problems which we will exploit again in Section 3. In scheduling, each job has a release time $r$ and a deadline $d$.)

For the upper bound we assume that $n = 2^k$ for some integer $k > 0$. The main observation that we will use repeatedly below is the following. Consider a pair of adjacent labels $l = [a, b]$ and $l' = [a', b']$ of points $p$ and $p'$ in a fixed optimal $1\text{d}-1\text{SH}$-labeling. Let $l$ be to the left of $l'$ and assume wlog. that $l'$ is not shorter than $l$. Then the right endpoint $d$ of the window of $l$ must lie in the interval $[a, b']$. As a result, we can move (at least) $l$ within $[a, b']$ to a valid
1d-2PH-position. The label $l$ will possibly intersect $l'$ but no other 1d-1SH-labels because the translation is done only within $[a, b']$.

The overall translation is performed in $k$ phases as follows. Let $P_0$ be the subset of points of $P$ that are labeled in the optimal 1d-1SH-labeling. Number the 1d-1SH-labels from left to right starting at 0, and pair labels with the numbers $2i$ and $(2i + 1)$. In phase 1, translate for each pair (at least) one label to a valid 1d-2PH-position as above. Denote by $P_1 \subseteq P_0$ the set of points whose labels have just been translated. Then $W_{1d-1SH}(P_1) = W_{1d-2PH}(P_1) \leq W_{1d-2PH}(P_0)$ and $|P_1| \geq |P_0|/2$. Recursively repeat the same process at phase $j$ with $P_j \setminus \bigcup_{i=1}^{j-1} P_i$ and set $P_j$ to the subset whose labels are translated. After phase $j$ we have that

$$W_{1d-1SH}(P_j) = W_{1d-2PH}(P_j) \leq W_{1d-2PH}(P_0)$$

and $|P_j| \geq |P_{j-1}|/2$. Due to the second inequality the process terminates after $k = \log n$ phases. Summing up the first inequality yields

$$\sum_{j=1}^{\log n} W_{1d-1SH}(P_j) \leq \log n \cdot W_{1d-2PH}(P_0).$$

Since the subsets $P_j$ partition $P_0$ and $P_0$ is the subset of $P$ that is labeled in the optimal 1d-1SH-labeling, the left term is equal to $W_{1d-1SH}(P_0) = W_{1d-1SH}(P)$. The right term is at most $\log n \cdot W_{1d-2PH}(P)$ since $P_0 \subseteq P$. Thus $\psi(1d-1SH, 1d-2PH) \leq \log n$.

![Fig. 4. The lower bound construction for $\psi(1d-1SH, 1d-2PH)$](image)

For the lower bound consider a set $P$ of $n$ points, where we assume $n$ to be $2^k - 1$ for convenience. The construction is similar to the recursive construction of a complete binary tree of $k$ levels, see Figure 4. At level 0 we place the root $r$ at $x(r) = 2^{2^k-1}$. At level $i$ ($0 \leq i \leq k - 1$) we place $2^i$ points, where each point $p$ has weight $w(p) = 2^{k-i}$ and a label of length $\ell(p) = 4^{k-i}$. If $i < k - 1$ then $p$ has two children $p_{left}$ and $p_{right}$ that lie on level $(i + 1)$ at $x(p_{left}) = x(p) - \frac{3}{4} \ell(p)$ and $x(p_{right}) = x(p) + \frac{3}{4} \ell(p)$. The window of $p$ is $[x(p) - \ell(p), x(p) + \ell(p)]$. An optimal 1d-1SH-labeling labels all points in $P$ by centering the label of each point $p$ within
its window, i.e. at \([x(p) - \ell(p)/2, x(p) + \ell(p)/2]\), see the bold line segments in Figure 4. Due to our construction no two labels intersect. Since the weights of the points at each level sum up to \(2^k\), the total sum is \(W_{\text{1d-1SH}}(P) = k2^k \geq n \log n\).

However, any 1d-2PH labeling can assign a label \(l = [a, b]\) to a point \(p\) only such that either \(a\) or \(b\) coincides with \(x(p)\). In either way, the points in one of the subtrees of \(P\) cannot be labeled because they lie entirely in \(l\). We claim that the weight of an optimal 1d-2PH-labeling is at most \(2(2^k - 1) = 2n\), which proves the lower bound. The proof is by induction on \(k\), the number of levels of the tree. If \(k = 1\), \(P\) consists only of one point whose weight is 2, so the claim clearly holds. Assume that for every tree with \(i < k\) levels, the sum of weights of the points labeled is at most \(2(2^i - 1)\). Now consider the tree \(T\) with \(k\) levels. This tree consists of a point at level 0 with weight \(2^2\) and of two subtrees \(L\) and \(R\) with \(k - 1\) levels each. The weight \(W(T)\) of an optimal 1d-2PH-labeling of \(T\) is at most \(\max\{\max\{W(L), W(R)\} + 2^k, W(L) + W(R)\}\) because the 1d-2PH-labeling has the choice to assign a label to the point at level 0 or not. By our assumption \(\max\{W(L), W(R)\} + 2^k \leq 2(2^{k-1} - 1) + 2^k = 2(2^k - 1)\) and \(W(L) + W(R) \leq 2(2^k - 2)\). Thus \(W(T) \leq 2(2^k - 1)\), which completes the proof. The proof also shows that exactly one point per level is labeled in the optimal 1d-2PH-labeling.

**Lemma 2** \(\frac{1}{2} \log n \leq \Phi(1\text{SH}, 2\text{PH}) \leq 2 \log n\)

**Proof.** The lower bound is a direct consequence of Lemma 1. The upper bound is obtained by reducing 2PH to two sets of one-dimensional problems with the help of line stabbing as in [12], and by then applying Lemma 1. \(\square\)

In fact, Lemma 2 even holds for fixed-position models with any finite number of label positions. We will now extend the arguments of Lemma 1 and 2 to prove other \(\Phi(\log n)\)-bounds. For the sake of brevity we will write \(\{4P, 2SV\}\) when we mean that a statement holds for both 4P and 2SV.

**Lemma 3** \(\frac{1}{4}(\log n) - \frac{1}{2} \leq \Phi(2\text{SH}, \{4P, 2SV\}) \leq 2 \log n\).

**Proof.** For the lower bounds we construct an instance \(P\) that consists of two point sets with the tree-like structure used in Lemma 1. We place a set \(T\) of \(n/2 = 2^i - 1\) points on the \(x\)-axis and a copy \(T'\) slightly above. This means that any 4P- or 2SV-labeling for \(T\) and \(T'\) cannot do better than 1d-2PH-labeling for \(T\) and \(T'\). Thus \(W_{\{4P, 2SV\}}(P) = 2 \cdot W_{\text{1d-2PH}}(T) = 2 \cdot 2(2^i - 1) = 2n\). However, the optimal 2SH-labeling can label all points in \(P\), so \(W_{\text{2SH}}(P) = 2 \cdot t2^i\). Hence \(\Phi(2\text{SH}, \{4P, 2SV\}) = t/2 \cdot 2^i/(2^i - 1) \geq t/2 \geq \frac{1}{4}(\log n) - \frac{1}{2}\).

The upper bounds are achieved by the same argument as in Lemma 2. \(\square\)

**Lemma 4** \(\frac{1}{4}(\log n) - \frac{1}{2} \leq \Phi(1\text{SH}, \{4P, 2SV\}) \leq 2 \log n\).

**Proof.** The upper bound can be obtained as in the proof of Lemma 2. For the lower bound we split our point set \(P\) in two equal halves \(T\) and \(T'\) of \(n/2 = 2^i - 1\) points as in the proof of Lemma 3. Again, both have the tree-like structure used
in Lemma 1. Other than in Lemma 3, however, we place $T'$ at a distance of 1 above $T$. Thus all points can be 1SH-labeled and $W_{\text{ISH}}(P) = 12^{t+1}$.

Now let us consider an optimal 4P-labeling. We split the available space into three regions: The space above $T'$, the space below $T$ and the space between $T$ and $T'$. The weight of the labels of an optimal labeling in each of these three areas is at most the weight of a labeling that is optimal with respect to that area. Lemma 1 says that an optimal labeling for the space above $T'$ and the space below $T$ each has at most weight $2(2^t - 1) \leq 2^{t+1}$. For the space in between we argue as follows. Let $L$ be a label in that area. We claim that the weight of any labeling within $L$ has at most the weight of $L$. This can be shown by induction over the level of $L$. By our claim the weight of two labels at level 0 is an upper bound for the weight of an optimal labeling that uses exclusively the space between $T$ and $T'$. Thus $W_{4P}(P) \leq 2 \cdot 2^{t+1} + 2 \cdot 2^t = 3 \cdot 2^{t+1}$ and hence $\Psi(1SH, 4P) \geq t/3 \geq \frac{1}{2} \log n - \frac{1}{2}$. The case 2SV is analogous. 

**Lemma 5** $\frac{1}{2} \log n - \frac{1}{2} \leq \Psi(4S, \{4P, 2SV\}) \leq 4\log n$

**Proof.** The lower bounds come from the same argument as that in Lemma 3 since each 2SH-labeling is also a 4S-labeling. The upper bounds are obtained by first two-way sliding a 4S-labeling into a 2SH-labeling with a factor-2 loss and by then translating the 2SH-labeling as above into 4P- and 2SV-labelings with another loss of a factor of $2\log n$. 

### 3 Approximation Algorithms for Unit-Height Labels

In this section we present approximation algorithms for unit-height labels under all labeling models shown in Figure 1. Our algorithms employ line stabbing, a technique that has been used before to tackle labeling problems with unit-height labels [1,12].

We first consider the problem 1d-1P of finding a maximum weight independent set (MWIS) of $n$ (topologically open) intervals on the $x$-axis. The problem is exactly the one-dimensional version of 1P, and it can be solved in $O(n \log n)$ time by a simple dynamic programming algorithm [7]. The one-dimensional version 1d-2PH corresponding to 2PH is as follows. Given a set of $n$ points and for each an interval length, find a MWIS from the $2n$ intervals that either start or end at one of the input points. We generally view intervals as topologically open but now make them intersect artificially if they belong to the same point. This can be achieved by a symbolic comparison rule, which allows to use the above algorithm, although Hsiao et al. assume disjoint interval endpoints [7].

We can generalize 1d-2PH to the problem 1d-$k$PH in which each input point $p$ has at most $k$ candidate intervals that all contain $p$. Applying the 1d-1P algorithm to the resulting collection of $k_n$ intervals gives rise to:

**Lemma 6** The problem 1d-$k$PH where each input point has at most $k$ candidate intervals can be solved in $O(k_n \log n)$ time.
Combining line stabbing with the above lemma and with dynamic programming as in [1] yields the following result.

**Theorem 1** The weighted fixed-position labeling problems 1P, 2PH, 2PV, and 4P can be 2-approximated in \( O(n \log n) \) time with linear space. These problems can be \((1 + \frac{1}{k})\)-approximated in \( O(n^{2k-1}) \) time and space for any \( k \geq 2 \).

The above lemma also yields an \( O(kn \log n) \)-time factor-2 approximation algorithm for the two-dimensional analog \( k \text{P} \) of 1d-\( k \text{PH} \).

In what follows, we consider approximation algorithms for problems with sliding labels. Again we first tackle the corresponding one-dimensional problem. Given a set of \( n \) points, each with a weight and an interval length, the problem 1d-ISH consists of maximizing the weight sum of those points that can be labeled by intervals of the prescribed length such that each interval contains its point and no two intervals intersect. Due to its close relationship to 1d-ISH we now state a scheduling problem, namely \( \text{single-machine throughput maximization} \): Given a set \( J \) of \( n \) jobs \( J_1, \ldots, J_n \), each with a weight \( w_i \), a processing time (or job length) \( \ell_i \), a release time \( r_i \) and a deadline \( d_i \), find a schedule that maximizes the throughput on a single machine, i.e., find a maximum-weight subset \( J' \) of the jobs and for each job \( J_i \in J' \) an open interval \( I_i \) of length \( \ell_i \) that is contained in the execution window \([r_i, d_i]\) of \( J_i \) such that no two intervals intersect.

**Lemma 7** The single-machine throughput-maximization problem for a set \( J \) of \( n \) jobs can be approximated within a factor of \((1 + \epsilon)\) in \( O(n^2/\epsilon) \) time using \( O(n/\epsilon) \) storage if the stretch factor \( \alpha = \max_i(\frac{\ell_i}{d_i - r_i}) \) of \( J \) is at most \( 2 \).

*Proof.* In [2], Berman and DasGupta present a two-phase algorithm, \( \epsilon \)-2PA, for single-machine throughput maximization with bounded stretch factor \( \alpha \). Their algorithm has an approximation factor of \( 2/(1 + \frac{1}{2\alpha + 1 - 2\lceil 1/\alpha \rceil}) + \epsilon \) for any \( \epsilon > 0 \) and runs in \( O(n^3/\epsilon) \) time. In the case \( \alpha = 2 \) this yields a factor-\((8/5 + \epsilon)\) approximation. However, using a symbolic comparison rule as in Lemma 6, we get the same approximation factor as for \( 1 < \alpha < 2 \), i.e., \((1 + \epsilon)\).

Their algorithm uses \( O(n^2/\epsilon) \) storage. We will now show how this can be reduced to \( O(n/\epsilon) \) for \( \alpha \leq 2 \) assuming the above-mentioned symbolic comparison which ensures that all intervals of the same job intersect. In phase I, the *evaluation phase*, \( \epsilon \)-2PA discretizes the problem depending on \( \epsilon \) and on the job weights \( w_i \). Intervals are generated in order of non-decreasing \( x \)-value of their right endpoint and are put on a stack \( S \). In phase II, the *selection phase*, the intervals are successively taken off the stack and either put into the solution if they do not intersect any other interval there, or discarded otherwise.

The main idea behind the discretization is a *value* \( v_I = w_I - \sum_{I' \cap I \neq \emptyset, I' \in S} v_{I'} \) that is attributed to each interval \( I \) when it is pushed on \( S \). The weight \( w_{I'} \) of \( I' \) is the weight of the job to which \( I \) belongs. Phase I of \( \epsilon \)-2PA consists of nothing but repeatedly determining the interval \( I^* \) whose right endpoint is leftmost among all intervals \( I \) with \( v_I \geq \epsilon w_I \) and then pushing \( I^* \) on \( S \). The threshold for \( v_I \) ensures that at most \( 1/\epsilon \) intervals of one job are pushed on \( S \) since they all intersect each other in our case. Thus \(|S| \leq n/\epsilon \) at the end of phase I.
In order to determine \( I^* \) we maintain a monotonically decreasing staircase function \( f \) that maps \( x \) to the sum of the values of all intervals on \( S \) that intersect \( (x, \infty) \). For each job \( h_i = (1-\varepsilon)w_i \) is the difference between weight and threshold. If \( h_i > \max f \) let \( b_i = r_i \). Otherwise maintain a marker at height \( h_i \) “on” \( f \) and its projection \( b_i \) on the \( x \)-axis as in Figure 5. Let \( e_i = h_i + \ell_i \). Note that for each job, \( (b_i, e_j) \) is the leftmost interval whose value is above the threshold. Now \( I^* \) is the interval \( (b_j, e_j) \) of job \( J_j \) with \( e_j \) minimum among all \( e_j \) with \( e_i \leq d_i \).

In Figure 5 \( I^* = I_2 \). By construction \( v_j = w_j - f(b_j) \geq w_j - h_j = \varepsilon w_j \). After pushing \( I^* \) on \( S \), a new stair (shaded in Figure 6) of height \( v_j \) and length \( e_j \) (measured from origin) is attached to \( f \) from below and all markers are moved downwards by \( v_j \), see Figure 6. Phase I terminates when \( e_i > d_i \) for all jobs \( J_i \).

Since \( f \) consists of \( |S| \leq n/\varepsilon \) stairs at the end of phase I, \( f \) can be maintained in \( O(n/\varepsilon) \) time and space simply as a list of numbers \( v^1, v^2, \ldots, v^{|S|}, v^{|S|} \), where \( I^k = (b^k, e^k) \) is the \( k \)-th interval counted from the bottom of \( S \) and \( v^k \) its value. There are \( n \) markers and each must climb down at most \( |S| \) stairs, which takes \( O(n^2/\varepsilon) \) time in total. The minimum over the \( e_i \) can be updated in \( O(n) \) time whenever a new interval is pushed on the stack, i.e. \( |S| \) times. Thus phase I takes \( O(n^2/\varepsilon) \) total time and uses \( O(n/\varepsilon) \) space. Since the right endpoints of the intervals on \( S \) are non-decreasing, phase II takes only constant time per interval, i.e. \( O(n/\varepsilon) \) time total. For the proof of the approximation factor, see [2].

Throughput maximization with a stretch factor of 2 is equivalent to 1d-IS: for each input point \( p_i \) of the labeling problem, we define a job \( J_i \) by setting its weight to that of \( p_i \) its length to the interval length \( \ell(p_i) \) of \( p_i \), and its execution window to \([x(p_i) - \ell(p_i), x(p_i) + \ell(p_i)]\). Then the length of the execution window of each job is exactly twice the job length, so we can solve 1d-IS near-optimally.

**Theorem 2** The weighted sliding problems 1SH, 1SV, 2SH, 2SV, and 4S can be \((2+\varepsilon)\)-approximated in \( O(n^2/\varepsilon) \) time using \( O(n/\varepsilon) \) space.

The difficulty in proving Theorem 2 comes only into play with vertical sliding. Even then, however, line stabbing and \( \varepsilon \)-2PA can be applied without modification. It is only the analysis that becomes more involved, see [10].
4 An Exact Scheduling Algorithm for a Bounded Number of Different Weights

The following two sections deal with two restrictions of the problem 1d-1SH that can be solved optimally. In this section we consider the case that the number of different weights is bounded. We state our result in the language of scheduling.

**Theorem 3** Let \( J \) be a set of \( n \) jobs \( J_1, \ldots, J_n \). If the stretch factor \( \alpha \) of \( J \) is less than 2, the number of different weights is \( k \), and \( V_k = O(n^k) \) is the number of possible throughputs, then there is an algorithm that computes a schedule with maximum throughput in \( O(nV_k \log V_k) \) time using \( O(V_k) \) storage.

Note that \( V_k = \pi k \) if the weights are the first \( k \) integers. If additionally \( k \) is considered a constant, throughput maximization can be solved in \( O(n^2 \log n) \) time. The same holds for 1d-1SH with the slight restriction that the intervals cannot use the full window for sliding, but only its interior. Thus we receive factor-2 approximation algorithms for all (in the above sense restricted) slider models as in the proof of Theorem 2. We do not know how to relax the restriction \( \alpha < 2 \) to \( \alpha \leq 2 \).

**Proof.** We use dynamic programming with a table \( T \) of size \( V_k + 1 \). There is an entry \( T[v] \) for each possible throughput \( v \) that stores the finish time of the leftmost schedule with throughput \( v \). \( T[0] \) is a dummy entry. The leftmost schedule with throughput \( v \) is the schedule that has the earliest finish time among all schedules with throughput \( v \).

First we build a binary tree over all possible throughputs. The leaves are linked to the entries of the dynamic programming table. We fill the table in order of increasing throughput. Initially all entries have value \(-\infty\). We compute \( T[v] \) as follows.

A job \( J_i \) is given by its weight \( w_i \), release time \( r_i \), deadline \( d_i \) and length \( l_i \). For each job we check whether \( w_i \leq v \) and if so, whether \( J_i \) can be scheduled to the right of \( T[v - w_i] \). If yes, we schedule \( J_i \) as early as possible. If at least one job among \( J_1, \ldots, J_n \) is scheduled, we set \( T[v] \) to the earliest finish time among these at most \( n \) schedules, otherwise to \(+\infty\).

The maximum throughput \( v_{\text{max}} \) of \( J \) is the largest \( v \) for which \( T[v] < \infty \). The corresponding schedule \( s \) can be computed by using an additional entry \( L[v] \) that stored the index of the last job that has been scheduled when computing \( T[v] \). Let \( s = L[v_{\text{max}}] \). Then \( s \) consists of job \( J_i \) scheduled at \( (T[v] - l_i, T[v]) \) and the jobs that can be computed recursively by investigating \( T[v_{\text{max}}] - w_i \).

The running time is \( O(nV_k \log V_k) \) since for each of the \( V_k \) entries and for each of the \( n \) jobs we have to do at most one look-up in the binary tree over \( T \), and each look-up takes \( O(\log V_k) \) time.

The proof of correctness is by induction over the throughput, see [10]. □
5 An Approximation Scheme for Unit-Square Labels

This section deals with a special case of the problem 1d-ISH where all intervals have unit length. This corresponds to labeling points with unit squares. We address this special case since the more general problem of designing a PTAS for unit-height rectangles seems to be difficult in the weighted case, and is solved in the unweighted case [12].

The idea of our algorithm for 1d-ISH for unit-length intervals is to discretize the continuous space of label positions of each point to a small number of label candidates such that each optimal solution of the continuous problem corresponds to a solution of the discrete problem that has the same weight. Then Lemma 6 solves the problem.

The algorithm is as follows. Sort the $n$ different input points from left to right and denote them by $p_1, p_2, \ldots, p_n$ in this order. Clearly $p_1$ can do with only one label candidate, namely its leftmost, $[x_1 - \ell_1, x_1]$. For $p_i$ ($i > 1$) we also take its leftmost candidate but additionally all the endpoints of the candidates of $p_{i-1}$ that fall into the label window $[x_i - \ell_i, x_i + \ell_i]$ of $p_i$. Note that other than in the general case at most one of the two endpoints can do that for each candidate of $p_{i-1}$. Intuitively speaking, we do not have to worry about the candidates of points $p_j$ with $j < i - 1$ since their endpoints either do not fall into the window of $p_i$ or, if they do, they also fall into that of $p_{i-1}$ and thus will be taken into account. Hence $p_i$ has at most $i$ candidates. Lemma 6 yields

**Lemma 8** For unit-length intervals the problem 1d-ISH can be solved in $O(n^2 \log n)$ time using $O(n^2)$ space.

The proof is elementary, see [10]. Combining the above discretization for 1d-ISH with line stabbing and the dynamic-programming algorithm of Agarwal et al. [1] gives us a PTAS for labeling points with sliding unit-square labels.

**Corollary 1** Given a set $P$ of $n$ points and an integer $k \geq 1$ there is an algorithm that finds a 1S-labeling for $P$ whose weight is at least $\frac{k}{k+1}$ times the maximum weight. The algorithm takes $O(n^{4k-2})$ time and uses $O(n^{4k-2})$ space.

6 An Approximation Algorithm for Labeling Instances with Bounded Height Ratio

In this section, we label points with weighted sliding labels whose heights may vary, but only within a constant factor. For each input point $p$ in $P$ we are given its label length $\ell(p)$ and height $h(p)$. Let $\beta$ be the ratio of maximum and minimum label height, i.e. $\beta = \max_{p \in P} h(p)/\min_{p \in P} h(p)$. Usually a map or diagram uses only a small number of different fonts whose sizes do not vary too much, thus $\beta$ is relatively small in practice and it is worthwhile to design an algorithm whose approximation factor depends on $\beta$.

For the case of fixed-position models and arbitrary label heights, algorithms for (weighted) MIS in rectangle intersection graphs can be used. Agarwal et
al. achieve an approximation factor of $O(\log n)$ in the unweighted case [1]. Iturriaga explains how the ideas of Agarwal et al. can be extended to handle weighted rectangles as well [8]. Recently Erlebach et al. have improved this result for weighted squares by giving a PTAS [5].

Strijk and van Kreveld [11] presented a practical factor-$(1+\beta)$ approximation algorithm for labeling unweighted points with sliding labels. Their algorithm takes $O(rn\log n)$ time, $r$ the number of different label heights. We present a new approximation algorithm for the weighted case. Its runtime is independent of $r$ and its approximation factor is better than that of [11] for $\beta > 11$.

The idea is to partition $P$ into $\lceil \log_2 \beta \rceil$ groups such that label heights within a group differ at most by a factor of 2. By the pigeon-hole principle there is a group whose maximum-weight labeling $W$ is at least $1/\lceil \log_2 \beta \rceil$ times the maximum weight of a labeling for $P$. We combine line stabbing with the 1d-algorithms of Section 3 to compute a labeling of weight at least $W/3$ or $W/(3+\epsilon)$ for each $P_j$. For the details refer to [10].

**Theorem 4** Let $P$ be a set of $n$ points, each with a label, and let $\beta$ be the ratio of maximum to minimum height among these labels. Then the maximum-weight labeling for $P$ can be $3\lceil \log_2 \beta \rceil$-approximated in $O(kn\log n)$ time given a fixed-position model with at most $k$ positions per point and $(3+\epsilon)\lceil \log_2 \beta \rceil$-approximated in $O(n^2/\epsilon)$ time for slider models.
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Abstract. In this paper, we give upper and lower bounds on the number of Steiner points required to construct a strictly convex quadrilateral mesh for a planar point set. In particular, we show that $3\left\lceil \frac{n}{2} \right\rceil$ internal Steiner points are always sufficient for a convex quadrangulation of $n$ points in the plane. Furthermore, for any given $n \geq 4$, there are point sets for which $\left\lceil \frac{n}{2} \right\rceil - 1$ Steiner points are necessary for a convex quadrangulation.

1 Introduction

Discrete approximations of a surface or volume are necessary in numerous applications. Some examples are models of human organs in medical imaging, terrain models in GIS, or models of parts in a CAD/CAM system. These applications typically assume that the geometric domain under consideration is divided into small, simple pieces called finite elements. The collection of finite elements is referred to as a mesh. For several applications, quadrilateral/hexahedral mesh elements are preferred over triangles/tetrahedra owing to their numerous benefits, both geometric and numerical; for example, quadrilateral meshes give lower approximation errors in finite element methods for elasticity analysis [1,3] or metal forming processes [12]. However, much less is known about quadrilateralizations and hexahedralizations and in general, high-quality quadrilateral/hexahedral meshes are harder to generate than good triangular/tetrahedral ones.

Whereas triangulations (tetrahedralizations) of polygons, two-dimensional (2D) and three-dimensional (3D) point sets, and convex polyhedra always exist (not so for non-convex ones [21]), quadrilateralizations do not. Hence it
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becomes necessary to add extra points, called Steiner points, to the geometric domain. This raises the issue of bounding the number of Steiner points, and hence the mesh complexity, while also providing guarantees on the quality of element shape. A theoretical treatment of this topic has only recently begun [4,7,9,16,17,18,19]. Some work on quadrilaterals (also known as quadrangulations) of restricted classes of polygons has been done in the computational geometry community [8,13,14,20]. However, there are numerous unresolved questions. For example, even the fundamental question of deciding if a 2D set of points admits a convex quadrangulation without the addition of Steiner points, is unsolved. A survey of results on quadrangulations of planar sets appears in [22].

Any planar point set can be quadrangulated with at most one Steiner point, which is required only if the number of points on the convex hull is odd [7]. For planar simple $n$-gons, $\lfloor n/4 \rfloor$ internal Steiner points suffice to quadrangulate the polygon [19]. In both cases, the quadrilaterals of the resulting mesh will be, in general, non-convex. However, for many applications, an important requirement is that the quadrangulation be strictly convex, i.e., every quadrilateral of the mesh must have interior angles strictly less than 180°. A natural problem then is to construct strictly convex quadrilateral meshes for planar geometric domains, such as polygons or point sets, with a bounded number of Steiner points. Some results on convex quadrangulations of planar simple polygons are known. For example, it was shown in [10] that any simple $n$-gon can be decomposed into at most $5(n - 2)/3$ strictly convex quadrilaterals and that $n - 2$ are sometimes necessary. Furthermore, circle-packing techniques [4,5,15] have been used to generate, for a simple polygon, quadrilateral meshes in which no quadrilateral has angle greater than 120°. For planar point sets, experimental results on the use of some heuristics to construct quadrangulations with many convex quadrangles appear in [6]. In [11], it is shown that a minimum weight convex quadrangulation (i.e. where the sum of the edge lengths is minimized) can be found in polynomial time for point sets constrained to lie on a fixed number of convex layers.

In this paper, we study the problem of constructing a strictly convex quadrilateral mesh for a planar point set using a bounded number of Steiner points. If the number of extreme points of the set is even, it is always possible to convex-quadrangulate the set using Steiner points which are all internal to the convex hull. If the number of points on the convex hull is odd, the same is true, assuming that in the quadrangulation we are allowed to have exactly one triangle. We provide upper and lower bounds on the number of Steiner points required for a convex quadrangulation of a planar point set. In particular, in Section 2, we prove that $3\left\lfloor \frac{n}{4} \right\rfloor$ internal Steiner points are always sufficient to convex-quadrangulate any set of $n$ points. In Section 3, we prove that for any $n \geq 4$, $\left\lfloor \frac{n}{4} \right\rfloor - 1$ Steiner points may sometimes be necessary to convex-quadrangulate a set of $n$ points.
2 Upper Bound

Given a set $S$ of $n$ points in the plane, a convex-quadrangulation of $S$ is a decomposition of $\text{conv}(S)$ into strictly convex quadrangles and at most one triangle, such that no cell contains a point of $S$ in its interior. The vertices of the quadrangulation that do not belong to $S$ are called Steiner points. In what follows, we treat angles of $180^\circ$ as reflex.

**Theorem 1.** Any set of $n$ points can be convex-quadrangulated using at most $3 \left\lfloor \frac{n}{2} \right\rfloor$ Steiner points.

**Proof. (Sketch)** Any set $S$ of $n$ points has a path triangulation (a triangulation whose dual graph has a Hamiltonian path), which can be constructed in $O(n \log n)$ time [2,7]. Denote by $t$ the number of triangles in any triangulation of $n$ points with $h$ extreme points ($t = 2n - 2 - h$). By pairing up the triangles along the path, we obtain a path quadrangulation of $S$ with possibly one unpaired triangle. We will prove in Section 2.1 that it is always possible to convex-quadrangulate a pair of consecutive quadrangles by using at most 3 internal Steiner points. Consideration of the various possibilities for unpaired triangles and quadrangles yields the bound above. Note that the number of quadrilaterals in the quadrangulation is at most $5 \left\lfloor \frac{n}{2} \right\rfloor - \frac{h}{2}$. \qed

2.1 Pairing up Quadrangles

Given two points $p$ and $q$, we will denote by $L(p, q)$ (resp. $R(p, q)$) the left (resp. right) open half-plane defined by the oriented line from $p$ to $q$. Throughout this paper, vertices of polygons will be enumerated counterclockwise. Given a vertex $v$ of a polygon $P$, we denote its successor (resp. predecessor) by $v^+$ (resp. $v^-$), and we write wedge($v$) to mean $L(v^-, v) \cap R(v^+, v) \cap \text{int}(P)$. If $v$ is reflex, wedge($v$) will denote the locus of points (inside $P$) that can be connected to $v$ forming strictly convex angles at $v$. If $v$ is convex, wedge($v$) is the interior of the visibility region of $v$ in $P$. Given three points $p, q,$ and $r$, $\triangle(pqr)$ is the open triangle defined by the three points, i.e. $\triangle(pqr) = \text{int conv}(p, q, r)$. We use $\text{kernel}(P)$ to denote the kernel of the polygon. Note that $\text{int kernel}(P) = \cap_{v \in P} L(v, v^+)$. The following observations will prove useful below.

\[
\text{int kernel}(P) = \bigcap_i \text{wedge}(v_{2i})
\]

(1)

\[
= \bigcap_{v \text{ convex}} \text{wedge}(v)
\]

(2)

Consider a pair of consecutive quadrangles in the path quadrangulation. They may share one edge or two edges. In the first case, their union is a hexagon, while in the second case it is a quadrangle containing a fifth point in its interior. In the rest of this section we will examine in detail how to convex-quadrangulate the union of two quadrangles. Table 1 provides a summary of all the cases and their
Table 1. Scheme of the proof

<table>
<thead>
<tr>
<th># of Steiner points</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

interdependencies. Most of the cases are given a mnemonic label describing the cyclic order of reflex and convex vertices around the polygon boundary and the total number of Steiner points necessary. The last column reports the number of Steiner points used in each case. The arrows on the right indicate the reductions, after adding one Steiner point, from one case to another. As is suggested by Table 1, the majority of our effort in the remainder of this section will be devoted to proving the following theorem.

**Theorem 2.** *Any hexagon can be convex-quadrangulated by placing at most 3 Steiner points in its interior.*

**Independent Triples** We call a set of vertices of a polygon independent if no two of them are endpoints of the same edge. In the following lemmas, let \( \{ a, c, e \} \) denote an independent triple for a hexagon \( P = abedef \).

**Lemma 1.** If \( \Delta(ace) \subset P \) then \( \Delta(ace) \cap \text{wedge}(a) = \Delta(ac', e') \), where \( c' \subset ce \) and \( c' \neq e' \).

**Lemma 2.** If \( \Delta(ace) \subset P \) then \( \text{wedge}(a) \cap \text{wedge}(c) \cap \Delta(ace) \neq \emptyset \).

**Lemma 3.** If \( \Delta(ace) \subset P \) then \( \Delta(ace) \cap \text{wedge}(a^-) \cap \text{wedge}(a^+) \neq \emptyset \).

**Lemma 4.** If \( P \) is starshaped and \( \Delta(ace) \subset P \), then one Steiner point suffices to convex-quadrangulate \( P \).

**Lemma 5.** If \( c \) does not see \( e \), and \( a \) is the only reflex vertex other than possibly \( c \) or \( e \), then \( \text{wedge}(a) \cap \text{wedge}(c) \neq \emptyset \), and \( \text{wedge}(a) \subset L(a, c) \).
**Proof of Theorem 2.** A hexagon may have zero, one, two, or three reflex vertices; we consider each of these cases in turn. Because of space limitations, we present only a summary of the argument for several of the cases.

*Hexagon with no reflex vertices.* In this case, the hexagon can be trivially decomposed into two convex quadrangles without using any Steiner points.

*Hexagon with one reflex vertex.* Suppose w.l.o.g. that vertex $a$ is reflex.

1. If $d \in \text{wedge}(a)$ then no Steiner points are needed. Connecting $d$ with $a$ will produce a convex quadrangulation of the hexagon.
2. If $d \notin \text{wedge}(a)$, then $d$ must lie on one side of wedge($a$) and at least one of $e$ or $c$. w.l.o.g. $c$, must lie on the same side.

2.1. $(rrcccc-1)$ If $ce \subset P$, by Lemma 4 one Steiner point is sufficient.

2.2. $(rrcccc-2)$ If $e$ and $c$ do not see each other, two Steiner points are enough. Placing a Steiner point $s$ in wedge($a$) and connecting it to $a$ and $e$ decomposes the hexagon into a quadrangle $abc$ and a hexagon $asdef$ (see Figure 1). The hexagon $asdef$ is as in the previous case $rrcccc-1$.

*Hexagon with two reflex vertices.* There are several different cases, depending on the relative positions of the two reflex vertices in the polygon boundary.

1. $(rrrcc)$ Suppose that the two reflex vertices (w.l.o.g. $a$ and $c$) are separated by a convex vertex of the polygon.
   1.1. $(rrrcc-1)$ If both $a$ and $c$ can see $e$, then one Steiner point is enough. Note that since $e$ is convex $\Delta(ace) \subset \text{wedge}(e)$. By Lemma 2 wedge($a$) $\cap$ wedge($c$) $\cap \Delta(ace) \neq \emptyset$. It follows from (1), that the hexagon is starshaped. We can then apply Lemma 4.
   1.2. $(rrrcc-3)$ Otherwise, one of the reflex vertices, w.l.o.g. $c$, obstructs the visibility from the other reflex vertex to $e$. In this case 3 Steiner points suffice. By Lemma 5 wedge($a$) $\cap$ wedge($c$) $\cap L(a,c) \neq \emptyset$. Place a Steiner point $s$ in this region and connect it to $a$ and $c$ (see Figure 2). The remaining hexagon has only one reflex vertex $s$, hence can be convex-quadrangulated with at most 2 additional Steiner points.

![Fig. 1. One Steiner point reduces case rcccc-2 to case rcccc-1](image1)

![Fig. 2. One Steiner point reduces the problem to the one reflex vertex case](image2)
2. \((rrcrc-2)\) If the two reflex vertices are consecutive, then two Steiner points are always sufficient. Let \(a\) and \(b\) be the two reflex vertices. Placing a Steiner point \(s \in \text{wedge}(a) \cap R(a, e) \cap L(b, d)\) and connecting \(s\) to \(a\) and \(e\) (see Figure 3) reduces this case to the \(rrcrc-1\) case.

3. \((rrcrc-2)\) We are left with the case in which there are two convex vertices between the two reflex vertices, both clockwise and counterclockwise. In this case, two Steiner points suffice. Let \(a\) and \(d\) be the reflex vertices. We claim that either the two diagonals \(ae\) and \(bd\) are internal to the polygon or \(ac\) and \(df\) are. Let us assume that \(ae\) and \(bd\) are internal diagonals (see Figure 4). Then one Steiner point \(s\) can be placed in \(\text{wedge}(a) \cap R(a, e) \cap L(b, d)\). Connect \(s\) to \(a\) and \(e\). The quadrangle \(asef\) is convex. The remaining polygon is the \(rrcrc-1\) type: \(s\) and \(d\) are its reflex vertices, and they both see \(b\), since \(s \in L(b, d)\).

Hexagon with three reflex vertices. Again, there are different situations, depending on the relative positions of the reflex vertices along the polygon boundary.

1. \((rrcrc)\) We start with the case in which the reflex and the convex vertices alternate.

1.1. \((rrcrc-1)\) If \(\Delta(ace)\) is inside the polygon and the polygon is star shaped, then one Steiner point suffices. Apply Lemma 4.

1.2. \((rrcrc-3)\) The region \(\rho = \text{wedge}(a) \cap \text{wedge}(c) \cap R(a, c)\) must be non-empty. There are two different possibilities. If \(\Delta(ace)\) is inside the polygon, then \(\rho\) is non-empty as a consequence of Lemma 2. If on the other hand one of the edges of \(\Delta(ace)\), w.l.o.g. \(ac\) is obstructed, then \(\rho\) is non-empty by Lemma 5. Place a Steiner point \(s\) inside \(\rho\). Connect \(s\) to \(a\) and \(e\). The quadrangle \(efas\) is convex. The hexagon \(sabdec\) is of type \(rrcrc-2\) since \(s \in \text{wedge}(d) \cap \text{wedge}(f)\).

2. \((rrcrc)\) We now study the case in which there are exactly two consecutive reflex vertices. These polygons are always star-shaped, since if \(a\), \(b\), and \(d\) are the reflex vertices, \(\text{wedge}(f) \cap \text{wedge}(c) \cap \text{wedge}(e) \neq \emptyset\). We have two cases depending on whether \(e\) sees at least one of \(a\) and \(b\).
2.1. $(rrrrcc-2)$ If $e$ sees at least $a$, two Steiner points suffice. In particular the region kernel($P$) $\cap R(a, e) \cap L(b, d)$ (see Figure 5) cannot be empty. Place a Steiner point $s$ in the region, and connect it to $a$ and $e$. The quadrangle $asef$ is convex: $a$ is convex because $s \in$ wedge($a$), and $s$ is convex because $s \in R(a, e)$. The hexagon $abcdes$ is of the $rrrrcc-1$ type because $s, b, d$ are mutually visible (since $s \in L(b, d)$).

2.2. $(rrrrcc-3)$ If $e$ sees neither $a$ nor $b$, then three Steiner points suffice. Placing a Steiner point $s$ in the region wedge($e$) $\cap R(f, d)$ and connecting $s$ to $f$ and $d$ reduces this case to the $rrrrcc-2$ case (see Figure 6).

3. $(rrrccc)$ We are left with the case in which the three reflex vertices are consecutive. This case can be solved with three Steiner points. Suppose that the three reflex vertices are $a, b$ and $c$. Place a Steiner point $s$ in the region wedge($a$) $\cap R(a, e) \cap L(b, c)$. Connecting $s$ with $a$ and $e$ gives rise to the convex quadrangle $asef$. The remaining hexagon is of the $rrrccc-2$ type, since $e$ sees $b$ and $c$, because $s \in L(b, e)$.

This completes the (sketch of the) proof of Theorem 2. It remains to consider the case when the union of two quadrangles is not a hexagon.

**Quadrangle with One Interior Point.** As stated earlier, when two quadrangles share two edges, their union is a quadrangle which contains one of the vertices of the original quadrangles in its interior. We will show that three Steiner points suffice to convex-quadrangulate this polygon, thus establishing the following theorem:

**Theorem 3.** Any union of two quadrangles can be convex-quadrangulated with at most three Steiner points.

**Proof.** We consider here only the case where the union is not a hexagon. Let us call the four vertices of the union quadrangle $r, a, b$ and $c$, where $r$ is the only (possibly) reflex vertex. Let $i$ be the interior point. Since only $r$ may be
The point set $S$ has $m + 1$ points along the line, plus the top and the bottom points. Its convex hull is a quadrangle.

Each of the cases described in this section runs in constant time, thus:

**Theorem 4.** A convex-quadrangulation of $n$ points using at most $3\lceil \frac{n}{2} \rceil$ Steiner points can be computed in $O(n \log n)$ time.

## 3 Lower Bound

In this section we describe a particular configuration of $m + 3 \geq 4$ points which requires at least $\lceil \frac{m+3}{2} \rceil - 1$ Steiner points to be convex-quadrangulated. We also show a convex-quadrangulation of the set that uses close to that few Steiner points.

**Description of the configuration of points:** The configuration of $m + 3$ points consists of $m + 1$ points placed along a line $\ell$, with one point above the line and another point below the line, such that the convex hull of the set has 4 vertices, namely the extreme points on the line and the top and bottom points (see Figure 7). We refer to the vertices on $\ell$ as *line vertices*. We will refer to the entire configuration as $S$.

Consider any strictly convex quadrangulation $\mathcal{C}$ of the set. Since all the quadrangles in $\mathcal{C}$ are strictly convex, each point on $\ell$ must belong to at least one edge of the quadrangulation lying strictly above the line, and at least one edge lying strictly below the line. Quadrangulation edges incident on an input point and lying above (below) $\ell$ will be called *upward (downward)* edges.

Consider two consecutive points $a_1$ and $a_2$ on $\ell$ with $a_1$ to the left of $a_2$. Let $u_1$ be the clockwise last upward edge incident on $a_1$, and let $u_2$ be the counterclockwise last upward edge incident on $a_2$. Symmetrically, let $d_1$ be the counterclockwise last downward edge incident on $a_1$ and let $d_2$ be the clockwise last downward edge incident on $a_2$ (see Figure 8). If $(a_1, a_2)$ is an edge of $\mathcal{C}$, then it must form one quadrangle of $\mathcal{C}$ together with $u_1$ and $u_2$, and another one.
with $d_1$ and $d_2$. We call these two faces squares. If $(a_1, a_2)$ is not an edge of $C$, $u_1$ and $d_1$ must belong to the same quadrangle, and so must also $u_2$ and $d_2$. If these two quadrangles are the same, we call it a diamond. If they are different, we call them a pair of half-diamonds. These three cases are illustrated in Figure 9.

**Theorem 5.** $S$ needs at least $\lceil \frac{m}{2} \rceil - 1$ Steiner points to be convex-quadrangulated.

**Proof. (Sketch)** Consider the graph $G = (V,E)$ formed by taking the union of all the squares, diamonds and half-diamonds, together with the convex hull edges. This graph, which is a subgraph of $C$, is planar and its faces consist of the squares, the diamonds, the half-diamonds, and possibly some other faces that we will call “extra faces”. Its edges are all square, diamond, half-diamond, or convex hull edges. Let $q$ be the number of squares, $d$ the number of diamonds and $h$ the number of half-diamonds. We have $m = \frac{q}{2} + d + \frac{h}{4}$. Let $v, e, f$ denote the number of vertices, edges and faces of $G$. Let $s$ be the number of vertices that did not belong to the original set, i.e., the number of Steiner points in $C$. Let $x$ be the number of extra faces. We have $v \leq m + 3 + s$ (because not every Steiner point need be a vertex of $G$), and $f = q + d + h + x$. Since $G$ is planar, we can apply Euler’s formula as follows:

$$s \geq e - \frac{3}{2}q - 2d - \frac{3}{2}h - x - 1$$

Now, if we can prove that

$$e \geq \frac{7}{4}q + \frac{5}{2}d + \frac{7}{4}h + x,$$

we will obtain that

$$s \geq \frac{q}{4} + \frac{d}{2} + \frac{h}{4} - 1 = \frac{m}{2} - 1 \geq \lceil \frac{m}{2} \rceil - 1.$$  

The general scheme to establish (3) will be to partition the edges of (quadrangles in) $G$ into three sets, and then charge each edge to the faces bounded by the edge. The classification of edges and the charging scheme are as follows:

- Line edges: edges with both endpoints on the line $\ell$. Each such edge is shared by a pair of squares. Each square gets charged $1/2$. 
- Steiner edges: edges with neither endpoint on the line $\ell$. Each such edge charges $1/2$ to each of the faces that it bounds.
- Vertical edges: edges with exactly one endpoint on the line $\ell$.
  - If a vertical edge is shared by two diamonds, each diamond gets charged $1/2$.
  - If it is shared by a diamond and an extra face, the diamond gets charged $3/4$ and the extra face gets charged $1/4$.
  - If it belongs to a square or a half-diamond, the square or half-diamond gets charged $3/8$, and the other face gets charged $5/8$.

By summing charges over faces, noting in particular that if a diamond shares a vertical edge with another diamond or half diamond, its other edge from the same line vertex shares an edge with an extra face, (3) follows. \( \square \)

**Theorem 6.** $S$ can be convex-quadrangulated with $s \leq \left\lfloor \frac{m+3}{2} \right\rfloor$ Steiner points.

**Proof. (Sketch)** It is possible to convex-quadrangulate the given point set configuration with $s$ Steiner points, where

$$s = \begin{cases} 
\frac{m}{2} + 1, & \text{if } m \equiv 0 \pmod{4} \\
\frac{m+1}{2} + 1, & \text{if } m \equiv 1 \pmod{4} \\
\frac{m}{2} + 2, & \text{if } m \equiv 2 \pmod{4} \\
\frac{m+1}{2}, & \text{if } m \equiv 3 \pmod{4}
\end{cases} \leq \left\lfloor \frac{m + 3}{2} \right\rfloor$$

A solution is presented in Figure 10. This solution can be described as follows. Let $v_i$, $i \in \{1, \ldots, m+1\}$ be the points on the line $\ell$, and $t$ and $b$ the top and bottom points. Place one Steiner point $s$ below $\ell$, and in $I(b, v_2) \cap R(b, v_m)$. We call the line segment $v_i v_{i+1}$ the $i$th virtual edge $e_i$. Suppose $m = 4k + r$, $0 \leq r \leq 3$. Starting from both ends of $\ell$, $2k$ Steiner points $p_i$ are placed alternately above and below every other virtual edge on $\ell$. After placing $2k$ Steiner points, we are left with $r$ “untreated” virtual edges $e'_1, e'_2, \ldots, e'_r$ in the center. If $r \leq 2$, we place Steiner points as follows: one point above (resp. below) each $e'_i$ if $k$ is odd (resp. even). If $r = 3$ then we place point below (resp. above) $e'_2$ if $k$ is odd (resp. even).

**Fig. 10.** A convex-quadrangulation using $\left\lfloor \frac{m}{2} \right\rfloor$ Steiner points
In all cases we insure the the Steiner point is within the two wedges defined by the virtual edge, $s$ and $t$. The strict convexity of the quadrangles created by this procedure is ensured by placing each Steiner point in the intersection of these two wedges. \qed

Theorem 5 uses a highly degenerate configuration, where most of the points lie on a straight line. It turns out that the same lower bound result cannot be obtained from this point configuration if it is perturbed. We now describe a perturbable (i.e. non-degenerate) point set configuration that requires at least $\frac{n}{4}$ Steiner points for a strictly convex quadrangulation.

**Description of the perturbable configuration of points:** Let $n = 2k$. Place $k$ points in convex position. Place the remaining $k$ points such that if $(a_i, a_{i+1})$ is an edge of the convex hull, the new point $b_i$ must be located so that $a_{i+2} \in L(a_i, b_i)$ and $a_{i-1} \in R(a_{i+1}, b_i)$, as illustrated in Figure 11. Call this point set $P$.

**Theorem 7.** $P$ requires at least $\frac{n}{4}$ Steiner points to be convex-quadrangulated.

**Proof.** By definition, each convex hull edge $(a_i, a_{i+1})$ must belong to one quadrangle $Q_i$. For $Q_i$ to be convex and not contain any interior point, its remaining two vertices must belong to the region $G(i) = R(a_i, b_i) \cup L(a_{i+1}, b_i)$; one of these vertices may be $b_i$ (See Figure 11). Hence, for every convex hull edge there is at least one Steiner point in region $G(i)$. Since only consecutive regions intersect, at least one Steiner point is needed for every pair of convex hull edges. \qed

**Theorem 8.** $P$ can be convex-quadrangulated with $\frac{n}{4} + 1$ Steiner points.

Proof omitted; refer to Figure 12.

### 4 Concluding Remarks

We have given upper and lower bounds on the number of Steiner points required to construct a convex quadrangulation for a planar set of points. Both bounds are constructive, and the upper bound yields a straightforward $O(n \log n)$ time algorithm. The obvious open problem is that of reducing the gap between the lower
and upper bounds. One way to reduce the upper bound may be by constructing a convex quadrangulation of the point set directly, rather than by converting a triangulation (by combining triangles and then quadrangles) as we do now.
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Abstract. Motivated by a digital halftoning application to convert a continuous-tone image into a binary image, we discuss how to round a $[0, 1]$-valued matrix into a $\{0, 1\}$ binary matrix achieving low discrepancy with respect to the family of all $2 \times 2$ square submatrices (or regions). A trivial upper bound of the discrepancy is 2 and the known lower bound is 1. In this paper we shall show how to achieve a new upper bound 5/3 using a new proof technique based on modified graph matching.

1 Introduction

Rounding real numbers into discrete values frequently occur in practice. In this paper we are interested in rounding a two-dimensional matrix of real entries in the interval $[0, 1]$ into a binary (i.e., $\{0, 1\}$-valued) matrix. To measure the discrepancy between an input real matrix and the resulting binary matrix, we introduce a family $\mathcal{F}$ of regions (submatrices) over the matrix and define the discrepancy by the maximum difference between the sums of entries in all regions in the family. It is known [4] that we can bound the discrepancy by 1 when the family consists of all rows and all columns.

Little is known for a family consisting of small-sized two-dimensional regions. The authors proved that the problem to find an optimal binary matrix minimizing the discrepancy with an input real matrix is NP-hard even for a family of all $2 \times 2$ regions [2,3]. On the other hand, if we have two different partitions of a matrix into $2 \times 2$ square regions, we can find an optimal rounding into a binary matrix and also we can show that the discrepancy is always strictly less than 1 for the family of $2 \times 2$ regions in these two partitions.

For the family $\mathcal{F}_2$ of all $2 \times 2$ regions, based on an odd cycle argument, we can show that there is a $[0, 1]$-valued matrix such that the discrepancy of an optimal rounding is exactly 1 for the family of all $2 \times 2$ regions. On the other hand, it is quite easy to give a rounding with discrepancy 2 by rounding each entry independently to its nearer integer. Since the error generated from each entry is at most $1/2$, the error amounts to 2 for a $2 \times 2$ region. However, it is nontrivial to improve these upper bound and lower bound. Previously, the authors claimed...
a 7/4 upper bound in a conference paper [2]; Unfortunately, the proof has not been published yet formally, since it is based on complicated case analysis.

In this paper, we give an improved upper bound 5/3 for the family $F_2$ of all $2 \times 2$ regions. We give a systematic argument as well as the improved bound. A key idea is to apply a recursive rounding procedure after discretizing input real values into several distinct values. Also, we apply a variation of matching in a graph to give the construction.

If each entry of the original matrix has a value 0.5, it is obvious that the parity-rounding (rounding an entry into 1 if and only if the sum of its row index and its column index is even ) gives a perfect (zero-error) rounding. If we consider the rounded matrix as a square $n \times n$ array on a playing board, and color a cell black (resp. white) if it corresponds to a 1-valued (resp. 0-valued) entry, the parity rounding gives the checkerboard pattern. Thus, what we are aiming at is a combinatorial problem to design a checkerboard pattern approximating a given general $[0, 1]$-valued distribution instead of the special uniform distribution. We remind that the discrepancy theory (with respect to a wider class of region families) on a uniform distribution is a major topic in combinatorics and Monte-Carlo simulation [5]. Fig. 1 gives an example of rounding (its rounding error for $F_2$ is 0.5) and its corresponding checkerboard pattern.

Besides its combinatorial charm, this work is motivated by an application to digital halftoning, which is an important technique to generate a binary image that looks similar to an input continuous-tone image. This kind of technique is indispensable to print an image on an output device that produces black dots only, such as facsimiles and laser printers. Up to now, a large number of methods and algorithms for digital halftoning have been proposed (see, e.g., [8,7,9]). A common criterion for the quality of output binary image is FWMS (Frequency Weighted Mean Square Error). Simply speaking, it is to minimize the sum of all squared errors for a family of all $k \times k$ regions where error in a region is given by difference of the weighted sums in the input and output images. This criterion corresponds to $L_2$ distance. Our criterion based on the discrepancy is the $L_\infty$ distance version of the problem for $k = 2$. We omit proofs of several lemmas in this version because of space limitation.

![Fig. 1. A rounding and its corresponding (generalized) checkerboard](image-url)
2 Matrix Rounding Problem with Related Works

Given a real number $\alpha$, its rounding is either $\lfloor \alpha \rfloor$ or $\lceil \alpha \rceil$. Given an $n \times n$ matrix $A = (a_{ij})_{1 \leq i,j \leq n}$ of real numbers, its rounding is an integral matrix $B = (b_{ij})_{1 \leq i,j \leq n}$ such that each entry $b_{ij}$ is a rounding of $a_{ij}$. There are $2^n$ possible roundings of a given $A$, and we would like to find an optimal rounding with respect to a given criterion. This is called the matrix rounding problem. In this paper we are interested in the case in which each entry of $A$ is in the closed interval $[0,1]$ and each entry is rounded to either 0 or 1. It is a special case of discrepancy problems [6].

In order to give a criterion to determine the quality of roundings, we define a distance in the space $A$ of all $[0,1]$-valued matrices. We introduce a family $\mathcal{F}$ of regions over the $n \times n$ integer grid. Let $R$ be a region in $\mathcal{F}$. For an element $A \in \mathcal{A}$, let $A(R)$ be the sum of entries of $A$ located in the region $R$. The $l_\infty$ distance between two elements $A$ and $A'$ in $\mathcal{A}$ with respect to $\mathcal{F}$ is defined by

$$Dist_\infty^\mathcal{F}(A, A') = \max_{R \in \mathcal{F}} |A(R) - A'(R)|.$$ 

Although analogously defined $l_1$ and $l_2$ distances are also popular, we are concerned with the $l_\infty$ distance in this paper.

Once we define a distance in $\mathcal{A}$, the optimal rounding $B$ of a given $[0,1]$-valued matrix $A$ is a binary matrix in $\mathcal{A}$ that is closest to $A$ in the sense of the above-defined distance. Such a binary matrix $B$ is called the optimal rounding of $A$, and the distance between $A$ and $B$ is referred to as the optimal rounding error.

The supremum of the optimal rounding error $\sup_{A \in \mathcal{A}} \min_{B \in \{0,1\}^d} Dist_\infty^\mathcal{F}(A, B)$ is called the inhomogeneous discrepancy of $\mathcal{A}$ with respect to the family $\mathcal{F}$ [6]. We consider the following problem:

Discrepancy Problem: For a given region family $\mathcal{F}$, give combinatorial upper and lower bounds of the inhomogeneous discrepancy with respect to $\mathcal{F}$.

The difficulty of the above problem depends on geometric property of the family $\mathcal{F}$ of regions. We could consider the one-dimensional version of the problem, which is referred to as the sequence rounding problem. The inhomogeneous discrepancy with respect to $Dist_\infty^\mathcal{F}$ is less than 1 for any family $\mathcal{F}$ of intervals. On the other hand, it can be infinitesimally near to 1 even if we consider the family of all intervals of length 2. Therefore, the discrepancy problem is easily settled. Moreover, the authors showed in [2] that the optimal rounding of a sequence can be computed in $O(\sqrt{n} |\mathcal{F}| \log^2 n)$ time with respect to any given family $\mathcal{F}$ of intervals. A basic idea was a procedure to detect a negative cycle in a network.

For the matrix rounding problem, the inhomogeneous discrepancy depends on the choice of the family $\mathcal{F}$ of regions: If $\mathcal{F}$ is the set of all orthogonal regions, an $O(\log^2 n)$ upper bound and $\Omega(\log n)$ lower bound are known [6]. On the other hand, Baranyai [4] showed that the inhomogeneous discrepancy is less
than 1 if $\mathcal{F}$ consists of $2n + 1$ regions corresponding to all rows, columns and the whole matrix. Baranyai’s result is applied to problems in operations research ([11] pp.171–172).

Motivated from an application in digital halftoning, we would like to consider the family $\mathcal{F}_k$ consisting of all $k \times k$ square regions for a small $k$. An $O(\log^3 k)$ upper bound and an $\Omega(\log k)$ lower bound of the inhomogeneous discrepancy can be obtained straightforwardly from the above mentioned known results.

However, it is combinatorially attractive to give better bounds for a small fixed constant $k$, and the problem seems to be highly nontrivial even for $k = 2$. Thus, we focus on the family $\mathcal{F}_2$ in this paper, and give a nontrivial 5/3 upper bound for the inhomogeneous discrepancy.

3 Low Discrepancy Theorem for $\mathcal{F}_2$

Let $A = (a_{i,j})$ be an $n \times n$ matrix whose entries are real numbers in the interval $[0, 1]$. We denote the sum of entries $a_{i,j}, a_{i+1,j}, a_{i,j+1}, a_{i+1,j+1}$ by $A^{(2)}(i,j)$ for $1 \leq i,j \leq n-1$. Given a $\{0, 1\}$-valued matrix $B$, the $2 \times 2$ discrepancy between $A$ and $B$ is $\max_{1 \leq i,j \leq n-1} |A^{(2)}(i,j) - B^{(2)}(i,j)|$. We prove the following theorem:

**Theorem 1.** For an arbitrary $\{0, 1\}$-valued matrix $A$ there exists a $\{0, 1\}$-valued matrix $B$ such that $2 \times 2$ discrepancy between $A$ and $B$ is at most 5/3.

The following is a key lemma:

**Lemma 1.** If each entry of $A$ is among $0, 1/4, 1/2, 3/4, 1$, then there exists a $\{0, 1\}$-valued matrix $B$ such that $|A(R) - B(R)| \leq 5/4$ holds for every $2 \times 2$ region $R$.

We first derive the theorem assuming the lemma is true. Let $\alpha$ is an upper bound of the discrepancy. Given $A$, we construct the matrix $C = (c_{i,j})$ where $c_{i,j} = a_{i,j} - \lfloor 4a_{i,j} \rfloor / 4$. Thus, $4C$ is a $\{0, 1\}$-valued matrix. We have a rounding $D$ of $4C$ with discrepancy less than $\alpha$. Consider the matrix $H = A - C + (D/4)$. It is easy to observe that each entry of $H$ is among $0, 1/4, 1/2, 3/4, 1$. Hence, we have a rounding $B$ of $H$ such that $2 \times 2$ discrepancy between $B$ and $H$ is at most 5/4. Thus, the discrepancy between $B$ and $A$ is less than $(5+\alpha)/4$. We continue this argument to have a recursion $\alpha \leq (5+\alpha)/4$, and hence $\alpha \leq 5/3$.

3.1 Basic Observations

Let $A = (a_{i,j})$ be a matrix in which each entry has a discrete value among $0, 1/4, 1/2, 3/4$ and 1. An entry is called large (small) respectively if its value is 3/4 or 1 (1/4 or 0, respectively). The entries with the values 1/2 are called medium entries. A entry is indicated by a symbol $L$ ($S$, respectively) if its value is 3/4 (1/4, respectively). A medium entry $a_{i,j}$ is indicated by either $m$ or $M$ according to its parity, that is, $m$ if $i+j$ is even, and $M$ otherwise. Thus, two $m$ entries are arranged diagonally or offdiagonally but never be aligned horizontally or vertically. We often indicate an integral entry ($0$ or $1$) of $A$ by $I$. 


A rounding $B$ of $A$ is called a tame rounding if it satisfies the following conditions:

1. Every large entry is rounded to 1.
2. Every small entry is rounded to 0.

We basically consider tame roundings. Thus, our control is just rounding medium entries. Indeed, this is a little cheating, since we will flip some $S$ or $L$ entries in the final stage of the construction. However, until then, we only consider tame roundings. Given a rounding $B$, a $2 \times 2$ region (rigid submatrix) $R$ is called a violating region if $|B(R) - A(R)| > 5/4$. Otherwise, it is called a safe region. The following lemmas are elementary:

**Lemma 2.** Let $R$ be a $2 \times 2$ region in a given matrix. Then, $R$ is a safe region for any tame rounding if (i) $R$ has at most one medium entry, or (ii) $R$ has both a large entry and a small entry.

**Lemma 3.** If a $2 \times 2$ region $R$ has at least one medium entry and at least one $S$ ($L$, resp.) entry, then $R$ is safe as far as the medium entry is rounded to 1 (0, resp.).

**Lemma 4.** If a $2 \times 2$ region $R$ has two medium entries, then $R$ is safe as far as the two medium entries are rounded to different binary values, one to 0 and the other to 1.

**Lemma 5.** If three entries characterized as $SmS$ or $SMS$ ($LmL$ or $LML$, resp.) are aligned horizontally or vertically in order, any $2 \times 2$ region containing two of them is safe as far as the middle medium entry is rounded to 1 (0, resp.).

We call a medium element a sandwiched element if it is between two $S$ or two $L$ elements on a row or a column as in the above lemma.

### 3.2 Proof of Lemma 1

We are now ready to prove our main lemma 1 which guarantees that we can always round a matrix $A$ consisting of $0, 1/4, 1/2, 3/4$ and 1 into a binary matrix so that the rounding error is between $-5/4$ and $5/4$ for any $2 \times 2$ region in the matrix.

We first round all the sandwiched elements so that those between two $S$ elements is turned into 1, and those between two $L$ elements is turned into 0. It may happen that an element is sandwiched by both two $S$ elements and two $L$ elements (vertically and horizontally), where we flip the element into 0. We finalize the rounded values of sandwiched elements as above. For simplicity, the finalized sandwiched elements are denoted by $F$. From Lemma 5, no region containing an $F$ element can become a violating region.

We next apply parity rounding, which rounds $m$ to 0 and $M$ to 1 for the rest of medium elements. Table 1 summarizes the error caused by pairs of elements in the parity rounding. We omit pairs containing $F$ elements, since every region containing an $F$ element is safe.

Neither the pattern $mm$ nor $MM$ can occur vertically or horizontally in a $2 \times 2$ region. Thus, from the above table, violating regions are characterized by
Table 1. Error caused by pairs in the parity rounding

<table>
<thead>
<tr>
<th>Error</th>
<th>mm, MM</th>
<th>Sm, LM</th>
<th>0m, 1m, SS, 1M, 0L, LL</th>
<th>0S, 1S, SM, 0L, 1L</th>
<th>m, 0M, SL, 1L</th>
</tr>
</thead>
<tbody>
<tr>
<td>±1/4</td>
<td>±3/4</td>
<td>±1/2</td>
<td>±1/4</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

\{S, m, S, m\} and \{L, M, L, M\} where two medium entries are arranged diagonally or offdiagonally. If there is no such region, then the parity rounding gives us a rounding with discrepancy bounded by 5/4.

The parity rounding is an intermediate stage. In the subsequent process, if we flip m to 1, we denote it by \(m^*\), and if we flip \(M\) to 0, we denote it by \(M^*\). We consider a violating region \(R\) consisting of \(S\) and \(m\) entries. We can symmetrically treat a region consisting of \(L\) and \(M\) entries.

\(R\) is either \(\begin{pmatrix} S \\ m \\ S \end{pmatrix}\) or its rotated pattern \(\begin{pmatrix} m \\ S \\ m \end{pmatrix}\) because of the parity condition. We flip at least one of the two \(m\) entries to make it safe. Such a flipped entry is denoted by \(m^*\).

We consider the first case where two \(S\) entries are in the main diagonal position. It is easy to adapt the following argument to the second case above. Suppose we flip the \(m\)-entry in the first row. This flipping may cause side-effect. From Lemma 3, any \(2 \times 2\) region containing the \(S\) entry and flipped medium entry \(m^*\) is always safe. Thus, we have to worry about only the region \(R_1\) which intersects \(R = R_0\) only at the flipped entry \(m^*\). If the region \(R_1\) is safe for the new rounding, then we stop any further flipping. We call \(R_1\) the sink region of the flipping sequence and the region \(R\) the source region.

Note that there are many violating regions in the parity rounding, and this safe region might become violating again due to side-effect if we try to resolve other violating regions. We ignore such interaction for the time being. If a region is always safe once the flipping is done, it is called a guarded region.

**Observation 2** A region containing \(m^*M^*\), \(Sm^*\) or \(LM^*\) is a guarded region, whereas a region containing a row or column of \(Im^*\) or \(IM^*\) is safe but not guarded, where \(I\) is an integral entry.

We note that the source region is guarded because of the above observation. If \(R_1\) is not safe, we have to continue flipping one of medium entries in \(R_1\). Here note that if \(R_1\) has no other medium entry then Lemma 2 guarantees that \(R_1\) is safe for any tame rounding. The region \(R_1\) contains the flipped entry \(m^*\) at its lower left corner.

We can observe that \(R_1\) is violating only if it is one of the following patterns:

\[
\begin{pmatrix} M & \hat{L} \\ m^* & M \end{pmatrix}, \begin{pmatrix} L & L \\ m^* & M \end{pmatrix}, \begin{pmatrix} M & L \\ m^* & L \end{pmatrix}, \begin{pmatrix} M & \hat{L} \\ m^* & L \end{pmatrix}, \text{ where } \hat{L} = 0, 1, \text{ or } L
\]

In the first case we have two \(M\) entries which can be flipped into \(M^*\) (flipping one of them suffices to make \(R_1\) safe but flipping both of them still makes \(R_1\) safe). Thus, we have two possible flipping sequences branched from a flipping from \(R_1\). In the remaining
two cases we have only one $M$ entry to flip it into $M^*$. Possible situations are shown in Fig. 2.

The flipping(s) in $R_1$ may cause another side-effect, that is, a safe region may become violating by the flip. Such a region $R_2$ is characterized again by that intersecting only at the flipped $M^*$ entry in $R_1$.

Without loss of generality, we consider the case where $R_1$ has an $M^*$ entry at its lower-right corner, and $R_2$ intersects with $R_1$ at the entry. Due to a similar argument, the region $R_2$ must be \( \begin{pmatrix} M^* & m \\ m & \hat{S} \end{pmatrix} \) or \( \begin{pmatrix} M^* & S \\ m & S \end{pmatrix} \) or \( \begin{pmatrix} M^* & m \\ S & S \end{pmatrix} \), where $\hat{S}$ is 0, 1 or $S$. We can observe that the second case cannot happen; indeed, the $m$ entry below $M^*$ is sandwiched by two $S$ entries, since if we write down both $R$ and $R_2$, we have \( \begin{pmatrix} S & m^* & M^* & S \\ m & S & m & S \end{pmatrix} \). Thus, it should be \( \begin{pmatrix} S & m^* & M^* & S \\ m & S & F & S \end{pmatrix} \) in truth, and $R_2$ is safe.

In the first case, if $\hat{S} = S$, we can similarly see that the $m$ entry left to the $S$ entry must be an $F$ entry. Thus, we assume that the $\hat{S}$ is an integral element. We can stop this flipping operation by just flipping the $m$ entry below the $M^*$ entry. In this case, the sequence bends, and we call the sequence has a bending end. (Otherwise, we call it has a straight end). Then, we have a pair $(m^*, \hat{S})$ with the $S$ entry in $R$, and thus after the flip any $2 \times 2$ region containing the last flipped entry is safe, since $m^*$ element is sandwiched by $\hat{S}$ and $S$, and the rounding error of $(\hat{S}, m^*)$ is 0.5. Thus, no region containing the $m^*$ element is violated in the current rounding, since neither $MM$ nor $mM$ appears as a row in a $2 \times 2$ region of the parity rounding. We remark that the region (we also call it the sink region of the flipping sequence) containing $(\hat{S}, m^*)$ and other two entries below them might become a violated region due to side-effect caused by resolving other violated region.

For the third case, the flipping operations may continue only when the new region contains exactly two medium entries guarded by $S$ and $L$ from both sides. Fig. 3 depicts a typical situation where consecutive flipping operations are forced.
Lemma 6. Whenever we are forced to flip medium entries consecutively, they are aligned horizontally or vertically without any bend except at the last flip.

Proof We have already seen that forced consecutive flipping sequence can proceed straight horizontally or vertically. So, it suffices to show that it never bends (except the last flip). Without loss of generality we consider the situation shown in the right pattern in Fig. 3. Let \( R_i \) be the \( 2 \times 2 \) region intersecting only at the last flipped entry. Then, by the similar argument, the diagonal entry of \( R_i \) must be \( S \). To change the flipping direction, the entry \( a \) just below \( M^* \) must be a medium entry \( m \). What happens when we flip the \( m \) entry into \( m^* \)? The region we have to worry about is the one containing \( S \) and \( m^* \) in its upper row. Since the lower row of the region cannot be \( MM, Mm^* \), or \( m^*m^* \) because of the parity condition and our assumption that there is no other flipping sequence. This means the rounding error for the lower row never exceeds \(-3/4 \) and thus the region is safe. Therefore, we can stop the flipping sequence here at the position \( a \) in the fight pattern of Fig. 3.

So far we have considered each violating region independently. Next we shall consider interaction among flipping sequences from different violating regions. Let us examine the safe but unguarded regions caused by a flipping sequence.

Lemma 7. If a safe region is unguarded, it can become unsafe because of side-effect by other flipping sequences if it contains an \( I \) entry and three medium entries.

Proof From Observation 2, we have a flipped medium entry and an \( I \) in a column. Thus, the only possibility that it becomes unsafe is that it has three medium entries and they are flipped into a same binary value. \( \Box \)

Usually, only the sink region is the (possible) unguarded region containing a flipped element. Unfortunately, there are some exceptional cases, where the sequence stops as one of the patterns in Fig. 4. In each of the cases, the entries \( I \) and \( M^* \) in the bold letters cause a problem. Indeed, the pair \( I \) and \( M^* \) has error 0.5, and it is adjacent to \( m, M \). Thus, it becomes violated if the \( M \) entry is flipped as a side effect of another flipping sequence; thus, it is an unguarded region that is not the sink region. If the original sink region itself is guarded, we regard the unguarded region as the sink region of the sequence; otherwise, we call the region a subsink, and a flipping sequence containing a subsink is called a two-headed flipping sequence. Patterns in Fig. 4 and their transformed analogues (i.e., figures obtained by rotating or reflecting, and/or exchanging every \( M \) with \( m \) and \( S \) with \( L \)) exhaust patterns of two-headed flipping sequences. We sometimes call single-headed flipping sequences for other sequences. For simplifying the subsequent argument, if the two-headed flipping sequence is ended with a bending end, and can flip the other medium entry (if exists) in the straight direction to have a single-headed flipping sequence, we take that choice instead of the two-headed flipping sequence.

Lemma 8. There are either at least two single-headed flipping sequences or at least two two-headed flipping sequences from a given source region.
\[ \begin{array}{cccccc}
M & I & M & m & M & M \\
S & m^* & M^* & m & S & m^* \\
m & S & M & S & m^* & m \\
m & S & S & S & M & m \\
\end{array} \]

**Fig. 4.** Patterns causing two-head flipping sequences

**Proof** As seen in Fig. 4, a two-headed flipping sequence branches from

\[ M \land I \]

\[ S m^* M^* \]

and hence there is are other paths which flips \( M \) in the top row

\[ m \land S \]

or flips \( m \) in the bottom row. Thus, we have at least three paths, and hence the lemma holds.

\[ \square \]

**Lemma 9.** If both of subsink and sink regions are violated in a two-headed flipping sequence because of side-effect caused by other sequences, we can give flipping of some entries to resolve both of violated regions without influencing other regions.

**Proof** We remark that we may destroy the tame condition here, and we emphasize that these operations are done in the final stage of the construction. Due to space limitation, the proof is given in the full version of the paper.

\[ \square \]

**Definition 1 (Negative interaction of sequences).** We define that a pair of flipping sequences (originated from different source region) has negative interaction if they share an unguarded sink (or subsink) region but they have different flipped entries located in the diagonal or off-diagonal position to make the region violated.

**Lemma 10.** If we have a set of flipping sequences without negative interaction, the “union” of them creates no violating regions, where we mean “union” for the configuration obtained by flipping every medium entry that is flipped in at least one of the sequences.

**Proof** A flipping sequence proceeds straight along a sequence of medium entries which are guarded by \( S \) and \( L \) from both sides, and all interior entries are flipped. We need not care a region containing a pair of entries with error at most 0.25, since our rounding is tame. Also, in the source region, we can flip both of the medium entries keeping it safe. Hence, we only worry about the region which is a sink region shared by more than one flipping sequences. Of course, if its only one entry is flipped, we have no problem. It is fine if two medium entries in a row or a column are simultaneously flipped, since these two has total error 0. Thus, there are diagonal or orthogonal flipped pair, and hence we have a negative interaction by definition.

\[ \square \]
Definition 2 (covering by flipping sequences). A set $C$ of flipping sequences is called a good covering of the matrix if its sequences are classified into active sequences and normal sequences satisfying the following conditions: (1) An active sequence must be a two-head flipping sequence, (2) every violated region in the parity rounding becomes a source region of at least one sequence in $C$, (3) each active sequence has negative interaction with normal sequences at both its sink and subsink, (4) each normal sequence can have negative interaction with only active sequences.

Lemma 11. If there exists a good covering, there exists a rounding whose discrepancy is at most 1.25.

Proof Consider the union of the flipping sequences. If there is no active sequence, there is no negative interaction, and we have no problem because of Lemma 10. An active sequence corresponds to a two-headed flipping sequence that has negative interactions at both of their sinks and subsinks. However, Lemma 9 assures that we can resolve sinks and subsinks in active sequences without influencing other regions. If a flipping sequence share its sink and/or subsink region(s) only with active sequences, we do not need to worry about the region, since it has been resolved within the active sequence. Thus, the lemma holds.

Hence, it suffices to find a good covering. We select (in an arbitrary manner) exactly either a pair of single-headed flipping sequences or a pair of two-headed flipping sequences for each source node. This is called trimming operation, and always possible because of Lemma 8. We will find a good covering as a subset of this trimmed set by translating the problem into a graph theoretic problem.

We construct a graph $G = (U \cup V, E \cup J)$ from our set of flipping sequences (after applying the trimming operation) as follows: The nodes in $U$ are called source nodes while the nodes in $V$ are called sink nodes, although $G$ is not a bipartite graph in general. The edges in $E$ is called regular edges, while those in $J$ is called joint edges. For each source region $R$ of a single-headed flipping sequence, we construct a source node $v(R)$. For each $2 \times 2$ region $R'$, we define two sink nodes $v(R', +)$ and $v(R', -)$ in $V$. If there is a single-headed flipping sequence with a source region $R$ and a sink region $R'$ containing the final flipped entry in its diagonal (resp. off-diagonal) position, we define a regular edge $e$ in $E$ between $v(R)$ and $v(R', +)$ (resp. $v(R', -)$). Next, consider a source region $R$ of two-headed flipping sequences (by our trimming operation, we have exactly two such sequences). For a two-headed flipping sequence with a source region $R$ with a sink region $R_1$ and a subsink region $R_2$, we define a joint edge between two sink nodes $v(R_1, \epsilon_1)$ and $v(R_2, \epsilon_2)$, where $\epsilon_i$ are determined from the position of the flipped entry in the same manner as the case of regular edges.

Let $R$ be the set of all source regions of two-headed flipping sequences. In the construction of $G$ we do not define source nodes for a region $R$ in $R$; however, corresponding joint edges are labeled by the source region $R$. In other words, for each region $R$ in $R$, we have a subset $\pi(R)$ of $E$ consisting of two edges labeled by $R$. 
We indeed consider the graph $G$ together with $\mathcal{R}$ and the labeling function $\pi$ (from $\mathcal{R}$ to the set of doubletons in $E$). We denote $[G, \mathcal{R}, \pi]$ for the triple.

**Lemma 12.** In the graph $G$, the node degree of a source node is two, and the node degree of a sink node is at most two.

**Proof** The first statement follows from definition. The proof of the second statement is omitted in this version. 

Consider a three coloring (into red, blue, and white) of $P$, where the blue color is only used for some joint edges. Intuitively, blue edges correspond to active flipping sequences, and red edges correspond to normal flipping sequences in a good covering.

**Definition 3.** A coloring of $G$ is a good coloring if (1) each source node is adjacent to at least one red or blue edge, (2) at most one red edge is incident to a sink node, and each blue (joint) edge is adjacent to two red edges.

**Definition 4 (covering coloring).** A covering coloring of $[G, \mathcal{R}, \pi]$ is a good coloring of $G$ satisfying that at least one edge of $\pi(R)$ is colored either red or blue for each $R \in \mathcal{R}$.

To get intuition, if there is no joint edge, $G$ is a bipartite graph, and containing a matching of size $|U|$ because of Hall’s SDR theorem and Lemma 12. Thus, we have a good coloring (automatically a covering coloring if there is no joint edge) by coloring matching edges into red. We want to extend this fact to the general case, since we have the following lemma:

**Lemma 13.** If $G$ has a covering coloring, we have a good covering of the matrix by flipping sequences.

**Proof** We consider the flipping sequences associated with the red edges and blue edges in the coloring. Since each source node is covered by such an edge, every source region that has one-headed flipping sequences is covered. Since at least one edge in $\pi(R)$ for a source node $R$ having two-headed flipping sequence is colored into red or blue, such an $R$ is also covered. The good coloring condition assures that the set of flipping sequences is a good covering.

**Lemma 14.** The triple $[G, \mathcal{R}, \pi]$ has a covering coloring.

**Proof** Let $P$ be a connected component of $G$. Since the maximum node degree of $G$ is two, $P$ is either a cycle or a path. If it is a path, its end vertices must be in $V$, since node degree of a vertex in $U$ must be two. The critical edges of $P$ is (1) none if it has at most one joint edge, (2) the leftmost joint edge and the rightmost joint edge if $P$ is a path with two or more joint edges, (3) all joint edges if $P$ is a cycle with two or more joint edges.

We claim that if we fix any one of critical edges for each $P$, there exists a good coloring that colors all the joint edges except the fixed edges red or blue.
This claim can be constructively proved by using a greedy method. We omit
details since it is routine.

Now, we consider a new bipartite graph $H = (\mathcal{R}, \mathcal{P}, \mathcal{F})$ where $\mathcal{P}$ corresponds
to the connected components of $G$ that are paths containing at least two joint
edges. We have an arc from $R \in \mathcal{R}$ to $P \in \mathcal{P}$ if (at least) one of edges in $\pi(R)$
is in $P$ as its critical edge. It is easy to see that the graph $H$ has a matching of
size $|\mathcal{P}|$. From the claim we have shown above, we can color all joint edges in $G$
into red or blue except those corresponding to the arcs in the matching of $H$.
Since at most one edge of $\pi(R)$ is selected in the matching for each $R \in \mathcal{R}$, at
least one of them is red or blue. Thus, the coloring is a covering coloring. \[\square\]

Thus, from Lemma 13 and Lemma 11, we can conclude that there exists a
rounding whose maximum error is bounded by 1.25 if each entry of the input
matrix is an integral multiple of 0.25.

4 Concluding Remarks

In this paper we have discussed how to achieve low discrepancy with respect to
$2 \times 2$ square regions when we round a $[0, 1]$-valued matrix into a binary one. Our
new upper bound is $5/3 \approx 1.67$. There still exists a large gap between the lower
bound ($= 1$) and the upper bound. Thus, a simple but interesting open question
is to tighten the gap; indeed the authors are curious whether we can construct
an example forcing the optimal rounding error to be 1.25 if the input matrix
consists of entries of integral multiples of $0.25$ (it is easy to make an example in
which the rounding error is forced to be 1). Another direction is to extend the
region size from $2 \times 2$ to $k$-by-$k$ regions for $k \geq 3$. Even for the case $k = 3$, we
have neither a nontrivial upper bound nor a lower bound.
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Abstract. Graphical features on map, charts, diagrams and graph drawings usually must be annotated with text labels in order to convey their meaning. In this paper we focus on a problem that arises when labeling schematized maps, e.g. for subway networks. We present algorithms for labeling points on a line with axis-parallel rectangular labels of equal height. Our aim is to maximize label size under the constraint that all points must be labeled.

Even a seemingly strong simplification of the general point-labeling problem, namely to decide whether a set of points on a horizontal line can be labeled with sliding rectangular labels, turns out to be weakly NP-complete. This is the first labeling problem that is known to belong to this class. We give a pseudo-polynomial time algorithm for it.

In case of a sloping line points can be labeled with maximum-size square labels in \(O(n \log n)\) time if four label positions per point are allowed and in \(O(n^3 \log n)\) time if labels can slide. We also investigate rectangular labels.

1 Introduction

Label placement is one of the key tasks in the process of information visualization. In diagrams, maps, technical or graph drawings, features like points, lines, and polygons must be labeled to convey information. The interest in algorithms that automate this task has increased with the advance in type-setting technology and the amount of information to be visualized. Due to the computational complexity of the label-placement problem, cartographers, graph drawers, and computational geometers have suggested numerous approaches, such as expert systems [1], zero-one integer programming [16], approximation algorithms [7,12,13,14], simulated annealing [3] and force-driven algorithms [9] to name only a few. An extensive bibliography about label placement can be found at [15]. The ACM Computational Geometry Impact Task Force report [4] denotes label placement as an important research area. Manually labeling a map is a tedious task that is estimated to take 50% of total map production time.

* Partially supported by PAI project FQM—0164
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When producing schematized maps [3], e.g. for road or subway networks, an interesting new label-placement problem has to be solved: that of labeling points on a line, e.g. stations on a specific subway line. We assume that all labels are parallel to each other and contain text of the same font size, so we can model labels by axis-parallel rectangles of equal height. We investigate two different labeling models, 4P and 4S, that were introduced in [7] and [14], respectively. In the fixed-position model 4P a label must be placed such that one of its four corners coincides with the point site to be labeled. The slider model 4S is less restrictive in that a label can be placed such that any point of its boundary coincides with the site. See Figure 1 for a variety of point-labeling models that have been studied previously [14,12]. In that figure, each rectangle stands for a feasible label position. An arrow between two rectangle indicates that additionally all label position are feasible that arise when moving one rectangle on a straight line onto the other.
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**Fig. 1.** Each model has an abbreviation of the form $\pi M D$ where $M \in \{P, S\}$ stands for fixed-position model (P) or slider model (S), $\pi \in \{1, 2, 4\}$ refers to the number of fixed positions or sliding directions, and $D \in \{H, V\}$ indicates the horizontal or vertical direction in which fixed-position labels are arranged or labels can slide.

While most point-labeling problems are computationally hard [7], one would expect to be in a better situation if the input points are not scattered all over the plane but lie on a line. We show, however, that this is not necessarily true: labeling points on a horizontal line with sliding rectangles remains NP-hard. We do give a pseudo-polynomial time algorithm for that problem and show that several simplifications—square labels or no sliding—all have efficient algorithms. Other point-labeling problems that are not NP-hard include labeling points with maximum-size rectangles in one of two positions [7] or with maximum-size rectangles of aspect ratio 1:2 in one of four special positions [13]. There is also a polynomial-time algorithm that decides whether points on the boundary of a rectangle can be labeled with so-called elastic labels, i.e. rectangular labels of fixed area but flexible length and height [10]. Last but not least the problems 1d-kPH and 1d-1SH of labeling points on a horizontal line with labels in a constant number of positions and with sliding labels, respectively, have been studied under the restriction that all labels must be placed on top of the line [11,12].

Our paper is structured as follows. In Section 2 we investigate the problem of labeling points on a horizontal line with axis-parallel rectangular labels that
touch the line. In Section 3 we consider labeling points on sloping lines with squares and sketch how some of these can be extended to rectangular labels. Throughout the paper we consider labels topologically open, i.e. they may touch other labels or input points. An M-labeling maps each input point to a label position that is allowed in labeling model M such that no two labels intersect. For a variety of labeling models, refer to Figure 1. In our paper the names of the models in Figure 1 are prefixed with “1d-” or “Slope-”, in order to refer to the corresponding problems where all input points lie on a horizontal or sloping line, respectively. An optimal labeling will refer to a labeling where all labels are scaled by the same factor and this factor is maximum (prefix “Max-”).

2 Points on a Horizontal Line

So far only Poon et al. have explicitly given algorithms for labeling points on a horizontal line [12]. They assume points with weights and investigate algorithms for maximizing the weighted sum of points that can be labeled above the line. Their aim actually is to label points with unit-height labels in the plane, but they reduce the difficult two-dimensional rectangle-placement problem into simpler one-dimensional interval-placement problems by means of line stabbing. Solving the 1d-problems (near-) optimally then gives approximation algorithms for the 2d-problem. See Figure 1 for the labeling models Poon et al. consider. The discrete case 1d-kPH, where each point has only a constant number of feasible label positions, is a special case of maximum-weight independent set (MWIS) on interval graphs. They use a MWIS algorithm to solve 1d-kPH in $O(kn \log n)$ time. In the weighted case the problem 1d-ISH where labels can slide horizontally above the given line (see Figure 1) is equivalent to a job scheduling problem, namely single-machine throughput maximization.

It is not known whether a polynomial-time algorithm for 1d-ISH exists in the weighted case. Poon et al. modify a fully polynomial-time approximation scheme (FPTAS) for single-machine throughput maximization to approximate 1d-ISH: for each $\varepsilon > 0$ they obtain a factor-$(1 + \varepsilon)$ approximation algorithm that runs in $O(n^2 / \varepsilon)$ time and uses $O(n / \varepsilon)$ space. They also give an exact pseudo-polynomial time algorithm based on dynamic programming for 1d-ISH with a bounded number of different weights and an exact $O(n^2 \log n)$-time algorithm for the special case of square labels (i.e. intervals of fixed length). A similar approach can be used to approximate 1d-2SH (and, equivalently 1d-4S) in the weighted case: there is a factor-$(1.8 + \varepsilon)$ approximation algorithm for 2-machine throughput maximization that runs in $O(n^2 / \varepsilon)$ time [2].

Kim et al. have investigated algorithms for labeling axis-parallel line segments with sliding maximum-width rectangles [11]. They also consider the 1d-case first and show that 1d-ISH can be decided in linear time for unit squares (unit-length intervals) in the unweighted case if points are given in left-to-right order. In the same paper they also give a linear-time algorithm for the problem Max-1d-ISH, where the label length is maximized under the restriction that all labels have the same length.
In this section we will investigate a problem that is more difficult than 1d-1SH: we allow to place labels both above and below the horizontal line, say the $z$-axis, on which the input points are given. Let us start by introducing some notions that we will use throughout the paper, both for horizontal and sloping lines. We will direct the line from left (bottom) to right (top) and process the points in this linear order.

**Definition 1.** Given a set $P = \{p_1, \ldots, p_n\}$ of $n$ points on a line $\ell$ in lexicographical order, we refer to $\ell$ as the input line and direct it according to the order on $P$. Given an axis-parallel label $L_i$ for each $p_i \in P$ and a labeling model $M$, a $k$-tuple $R = (r_1, \ldots, r_k)$ is a $k$-realization of $P$ if each entry $r_i$ encodes a position of $L_i$ that is valid in $M$ and no two labels intersect.

For the 4P-model an entry of a $k$-realization is simply an integer $r_i \in \{1, 2, 3, 4\}$ that specifies in which of the four quadrants (in canonical order) $L_i$ lies relative to a coordinate system with origin $p_i$. For the 4S-model we take $r_i \in [1, 5]$ with the obvious meaning that e.g. 2.5 is half way in between position 2 and 3. In order to express minimality among realizations we need at least a partial order on the set of possible $k$-realizations and thus on the label positions $r_i$. Intuitively, a minimum $k$-realization should be a $k$-realization that leaves the maximum amount of freedom for the placement of label $L_{k+1}$. This leads to the concept of the *shadow* of a $k$-realization—space that cannot be used for placing $L_{k+1}$. Our definition depends on the fact that our labels are always axis-parallel rectangles.

**Definition 2.** The foremost vertex of a label $L$ is the point on the boundary of $L$ that is furthest in the direction of the input line $\ell$. In case of a tie a point on $\ell$ wins. The shadow $s(L)$ of a label $L$ is the quadrant of the plane that contains $L$ and is defined by the foremost vertex of $L$ and the two adjacent edges of $L$. The shadow of a $k$-realization $R$ is $s(R) = \bigcup_{i=0}^{k} s(L_i)$. Two $k$-realizations are equivalent if they have the same shadows.

For shadows of labels, see Figure 2. A shadow of a $k$-realization given a sloping line is depicted in Figure 5. Let us now focus on horizontal lines.

**Definition 3.** If $\ell$ is a horizontal line, the dual of a $k$-realization $R$ is the $k$-realization $R^*$ with $r_i^* = 5 - r_i$ for $i = 1, \ldots, k$. We write $R \leq R'$ if $s(R) \subseteq s(R')$ or $s(R^*) \subseteq s(R')$. $R = (r_1, \ldots, r_k)$ is a minimum $k$-realization if $(r_1, \ldots, r_i) \leq R'$ for all $i$-realizations $R'$ and for each $i = 1, \ldots, k$.

If $\ell$ is horizontal, the shadow of a realization $R$ can be denoted by $(t, b)$ where $t$ (b) is the $x$-coordinate of the right edge of the rightmost label in $R$ above (below) $\ell$. The dual $R^*$ of $R$ is obtained by mirroring $R$ at $\ell$. For a minimum and a non-minimum 4-realization, see Figure 3.

**Lemma 1.** If there is a $k$-realization $R$ of $P$ then there is also a minimum $k$-realization $R'$ of $P$. 
Proof. Let $R_{i}$ be the $i$-realization (for $i = 1, \ldots, k-1$) obtained from $R$ by removing its $k-i$ last entries (i.e. labels). Our proof is by induction over $k$. The claim is certainly valid for $k = 1$: in this case $R' = (2)$ or $R' = (3)$, i.e. place the label of $p_1$ leftmost. For $k > 1$ if $R_{i}$ is not a minimum $k$-realization then by our induction hypothesis we have a minimum $(k-1)$-realization $R''$. Clearly $R'' \leq R_{i-1}$, thus adding the label $L_{k}$ of $R$ to $R''$ gives a $k$-realization $R'$. To make sure that $R'$ is in fact minimum, we push $L_{k}$ as far left as possible, checking positions both below and above $l$. If this new $R'$ was not a minimum $k$-realization we would have a contradiction to the minimality of $R''$. \qed

Thus it is enough to keep track of minimum $k$-realizations to solve the decision problem. Among these only non-equivalent $k$-realizations are of interest. Their number can be bounded as follows.

**Lemma 2.** Given 1d-4P there are at most two non-equivalent minimum $k$-realizations for $k = 1, \ldots, n$.

This is proved by induction over $k$ and by going through all different possibilities according to the position of $p_k$. The duality of two realizations is important here.

**Theorem 1.** If points are given in left-to-right order, 1d-4P with rectangles can be decided in linear time and space.

Proof. We label points in the given order starting with the two minimum 1-realizations that we get from labeling $p_1$ leftmost, i.e. in positions 2 and 3. Then in each step we only have to combine each minimum $(k-1)$-realization $R$ with the two leftmost placements of label $k$ that $R$ allows (if any) and compare the resulting at most four realizations with each other. According to Lemma 2 at most two of these are minimum and have to be kept. If at some point label $k$ cannot be combined with any of the minimum $(k-1)$-realizations, then Lemma 1 guarantees that no $k$-realization exists. In this case the algorithm outputs “no”, otherwise it returns a minimum $n$-realization. \qed
The maximization problem Max-1d-4P of this problem is the following: given a set $P$ of $n$ points $p_1 = (x_1, 0), \ldots, p_n = (x_n, 0)$ each with a label of length $l_i$ and unit height, find the largest stretch factor $\lambda_{\text{max}}$ such that there is a 1d-4P-labeling of $P$ with labels of length $\lambda_{\text{max}} l_1, \ldots, \lambda_{\text{max}} l_n$ and determine the corresponding labeling.

**Theorem 2.** Max-1d-4P can be solved in $O(n^2 \log n)$ time using $O(n^2)$ space or in $O(n^3)$ time using linear space.

*Proof.* First we sort the input points lexicographically. Let $\Delta x_{i,j} = |x_j - x_i|$. Since at least two labels must touch each other in an optimal labeling, $\lambda_{\text{max}}$ must be in the list $L = \{\Delta x_{i,j}/l_i, \Delta x_{i,j}/l_j, \Delta x_{i,j}/(l_i + l_j) : 1 \leq i < j \leq n\}$ of all potentially optimal stretch factors. We compute $L$, sort $L$, and do a binary search on $L$ calling our decision algorithm in each step. This takes $O(n^2 \log n)$ time and uses quadratic space for $L$. Instead we could also compute the elements of $L$ on the fly and test them without sorting. $\square$

The problem becomes much harder when we allow labels to slide horizontally. We will show this by reducing a special variant of Partition to 1d-4S. Actually sliding vertically does not help when the input line is horizontal, so 1d-4S is equivalent to 1d-2SH, where only horizontal sliding is allowed. For the same reason the problem 1d-2SV, where only vertical sliding is allowed, is equivalent to 1d-4P, see Figure 1.

**Theorem 3.** 1d-4S is NP-complete.

*Proof.* The problem is in $\mathcal{NP}$ since we have the following non-deterministic polynomial-time decision algorithm. First guess an $n$-tuple $c$ with entries $c_i \in \{a, b\}$ that encode whether label $L_i$ lies above or below the input line in the solution. Then go through the points from left to right and place $L_i$ at position 1 if $c_i = a$ and at position 4 if $c_i = b$. Push $L_i$ left until it either hits a previously placed label or is in its leftmost position. If $L_i$ cannot be placed without intersection, there cannot be a solution that conforms to $c$. However, if there is a 1d-4S-labeling of the given points, it is found with non-zero probability.

To show the NP-hardness we reduce the following NP-hard variant of Partition [8] to 1d-4S. Given positive integers $a_1, \ldots, a_{2m}$ is there a subset $J$ of $J = \{1, \ldots, 2m\}$ such that $J$ contains exactly one of $\{2i-1, 2i\}$ for $i = 1, \ldots, m$ and $\sum_{i \in J} a_i = \sum_{i \notin J} a_i$? We will reduce an instance $A$ of this problem to an instance $(P, L)$ of 1d-4S such that $A$ can be partitioned if and only if there is a 1d-4S-labeling of $P$ with the corresponding labels from $L$.

First let $C$ be a very large and $c$ a very small number, e.g. $C = 1000 \sum_{i \in J} a_i$ and $c = \min_{i \in J} a_i/1000$. Our point set $P$ consists of 4 stoppers and $2m$ usual points $a, b, p_1, p_2, \ldots, p_{2m}$, $y, z$ from left to right with distances $\overline{ab} = \overline{yz} = c$, $\overline{bp_1} = \overline{p_{2m}y} = C/2$, $\overline{p_{2i-1}p_{2i}} = (a_{2i-1} + a_{2i})/2$, and $\overline{p_{2i}p_{2i+1}} = C$, thus $\overline{by} = mC + \sum_{i \in J} a_i/2$, see Figure 4. The corresponding labels have length $l_a = l_b = l_y = l_z = \overline{by}$ and $l_i = C + a_i$, thus $\sum_{i \in J} l_i = 2mC + \sum_{i \in J} a_i = 2\overline{by}$. Due to the long labels of the stoppers, the other points must be labeled between these stoppers.
The total space available above and below the input line is 

\[ \overline{by} + \overline{ax} = 2\overline{by} + 2c \]

and thus just slightly more than the total length of the labels.

If there is a labeling for this instance then it must be tight (neglecting the 2c extra space) and the number of labels above and below the input line \( \ell \) must be equal. Due to its length a label is attached to its point roughly in its center. Thus the labels of \( p_{2i-1} \) and \( p_{2i} \) lie on opposite sides of \( \ell \). Therefore the indices of the points whose labels lie above \( \ell \) give the desired partition \( I \) of \( J \).

On the other hand if there is a partition \( I \) of \( J \) then we can label \( P \) as follows. For each \( p_i \) with \( i \in I \) we place its label with the lower left corner at \( x_b + \sum_{j \in I, i < j} l_j \), where \( x_b \) is the \( x \)-coordinate of \( b \). The labels of the other \( m \) points are placed analogously below \( \ell \).

We needed extremely long labels and point distances to construct the reduction from Partition to 1d-4S above. In practice such labels are not common, which makes it worthwhile to design a pseudo-polynomial time algorithm whose running time depends not only on \( n \), the size of the input, but also on \( l_{\text{max}} \), the length of the longest label. Pseudo-polynomial time algorithms have been suggested for point labeling before. There is a scheduling algorithm that can be used for weight maximization given 1d-1SH and runs in \( O(dn \log \log d) \) time, where \( d = x_n + l_0 \) [2]. Another example is an approximation algorithm that labels points with circles of radius at least \( R^* / 3.6 \) in \( O(n \log n + n \log R^*) \), where \( R^* \) is the maximum label radius [6].

**Theorem 4.** If the input consists exclusively of integers and points are sorted from left to right, 1d-4S can be solved in \( O(n l^2_{\text{max}}) \) time and space, where \( l_{\text{max}} \) is the length of the longest label.

**Proof.** We will use dynamic programming with a table \( T \) of size \( (n+1) \times (2l_{\text{max}} + 1) \times (2l_{\text{max}} + 1) \). Let a \( k \)-realization be leftmost if all its labels are pushed as far left as possible. Note that a leftmost realization is not necessarily minimum. Now an entry \( T[k, t, b] \) is a boolean that answers the question “Is \( (t, b) \) the shadow of a leftmost \( k \)-realization?” where \( t, b \in \{-l_{\text{max}}, \ldots, l_{\text{max}}\} \) are measured relative to \( x_{k+1} \) assuming \( x_{n+1} = x_n + l_n \). Initially all table entries are false except \( T[0, -l_{\text{max}}, -l_{\text{max}}] \). The entries of level \( k \) are computed from those in level \( k-1 \) as follows. Let \( f_k(x) = \max\{-l_{\text{max}}, x - \Delta x_{k,k+1}\} \) be the function that maps a point \( x \) measured relative to \( x_k \) to a point \( f_k(x) \) measured relative to \( x_{k+1} \) with a lower bound of \(-l_{\text{max}}\). For each level-\((k-1)\) entry \( T[k-1, t, b] \) that
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is true we switch at most two entries in level $k$ to true: if $t \leq 0$ we generate a new leftmost $k$-realization by placing $L_k$ leftmost above $\ell$. If additionally $t \geq -l_k$ then the new label touches the last label above $\ell$ and we set $T[k, f_k(t + l_k), f_k(b)]$ to true, otherwise $T[k, f_k(0), f_k(b)]$. The case $b < 0$ is symmetric. The algorithm returns true if and only if there is an entry of value true at level $n$.

It is not difficult to modify the algorithm within the time and space bound of $O(nl_{\max}^2)$ such that it actually computes a labeling if one exists. The proof of correctness is by induction over $k$.

3 Points on a Sloping Line with Square Labels

In this section we will investigate labeling problems where the input line has positive slope and labels are equal-size squares. We will give decision and label-size maximization algorithms for both the discrete and the continuous versions Slope-4P and Slope-4S, respectively. We allow labels to intersect the input line, otherwise only two label positions per point would be valid, and the decision version could simply be reduced to 2-SAT and solved in linear time [7]. We start with the more difficult problem Slope-4S and later show how it can be simplified to Slope-4P. Since we do not have the notion of duality for sloping lines as in Definition 2, we redefine minimality as follows.

**Definition 4.** Let $R$, $R'$ two $k$-realizations. We write $R \leq R'$ if $s(R) \subseteq s(R')$. $R = (r_1, \ldots, r_k)$ is a minimum $k$-realization if $r_1, \ldots, r_i \leq R'$ for all $i$-realizations $R'$ and for each $i = 1, \ldots, k$. A $(k + 1)$-realization is the child of a $k$-realization if their first $k$ entries agree.

**Lemma 3.** A $k$-realization has at most two children that are minimum.

**Proof.** Given a $k$-realization $R$ and a point $p_{k+1}$ with a square label $L$, $R$ has a child iff $p_{k+1} \not\in s(R)$. In this case place $L$ in position 1. There are two paths in which $L$ can be slid towards its optimal position 3, either left-down on a path via position 2 or down-left on a path via position 4. Here optimality refers to the resulting $(k + 1)$-realization, and sliding means that the label is moved continuously from one position to the other while touching $p_{k+1}$. All shadows of $L$ on one path are comparable to each other, while no shadow of $L$ on one path is comparable with a shadow of $L$ on the other path except for the two endpoints. Thus sliding $L$ as far as possible without intersecting $s(R)$ on each of the two paths gives minimum shadows for $L$, see Figure 5. Appending these positions of $L$ to $R$ yields at most two children that can be minimum $(k + 1)$-realizations.

We will continue to use the terms left-down and down-left from the previous proof. We will say that a $k$-realization $R = (r_1, \ldots, r_k)$ is of type LD if $r_k \leq 3$ and of type DL if $r_k \geq 3$. Extending this notation, we will say that $R$ is of type X-X if the last two entries of $R$ are both at most 3 or both at least 3, X-Y otherwise. The following two lemmas are easy to prove.
Lemma 4. The shadow of a realization is determined by its last two labels.

Lemma 5. Two $k$-realizations of type DL-DL are comparable to each other, and their minimum can be determined in constant time.

Due to symmetry the same holds for $k$-realizations of type LD-LD.

Theorem 5. Given unit-square labels, Slope-4S can be solved in quadratic time and space.

Proof. We sort the input points lexicographically and process them in this order. In each step we maintain a superset $\mathcal{R}$ of the set of minimum $k$-realizations. The idea to bound the size of $\mathcal{R}$ is the following. In step $k+1$ each of the $k$-realizations in $\mathcal{R}$ yields at most two $(k+1)$-realizations according to Lemma 3, one of type LD and one of type DL. Of these $(k+1)$-realizations at most $|\mathcal{R}|$ will be of type X-Y. All $(k+1)$-realizations of type DL-DL are comparable to each other according to Lemma 5. Finding the minimum among them takes linear time, analogously for those of type LD-LD. Thus we keep at most $|\mathcal{R}| (k+1)$-realizations of type X-Y and 2 of type X-X. According to Lemma 3, the minimum $(k+1)$-realizations must be among them. Since the number of realizations increases by two in each step, the total running time and space consumption are quadratic. 

There are point sets with a linear number of minimum $n$-realizations of type X-Y, for an example see Figure 6, so one cannot hope to do better using the concept of minimum realizations.

The following lemma is shown in a similar way as Lemma 1 in [11]. The idea is that in an optimal solution there are paths of labels that touch each other, and among these paths there is a path whose first and last label touch input points—either with their top and bottom edge or with their left and right edge. Otherwise all labels could be slid and enlarged by a small factor.

Lemma 6. Given Max-Slope-4S the maximum label size lies in the set $L = \{\Delta x_{i,j}/m, \Delta y_{i,j}/m : 1 \leq i < j \leq n, 1 \leq m \leq j - i\}$.

This immediately yields an algorithm for Max-Slope-4S using binary search on the list $L$ of potential label sizes and the decision algorithm of Theorem 5.

Corollary 1. Given square labels, Max-Slope-4S can be solved in $O(n^3 \log n)$ time using $O(n^2)$ space.

As expected the discrete version Slope-4P can be solved faster.

Theorem 6. Given unit-square labels and points sorted lexicographically, Slope-4P can be solved in linear time and space.

Proof. Lemma 4 holds in the discrete case Slope-4P as well. Here, however this immediately implies that there are at most $4^2 = 16$ (a case analysis reduces this to 2) different shadows in each step. When placing label $L_{k+1}$ we get at most 32 $(k+1)$-realizations by Lemma 3, but of these at most 16 can have different shadows and must be kept. Filtering these out can be done in constant time, which yields a linear-time algorithm. 

Corollary 2. Given square labels, Max-Slope-4P can be solved in $O(n \log n)$ time using linear space.

Proof. It is not hard to see that in an optimal solution of Max-Slope-4P only labels of neighboring points or points that have a common neighbor can touch, see Figure 7. Thus there is a list $L = \{\Delta x_{i,j}/m, \Delta y_{i,j}/m : 1 \leq i \leq n, j \in \{i+1, i+2\}, m \in \{1, 2\}\}$ of linear length that contains the maximum label size. The algorithm is as follows: first sort $P$, then compute $L$, sort $L$, and finally do a binary search on $L$. \[\square\]

The problem Slope-4P can be solved similarly for unit-height rectangles in linear time. The maximization version, however, takes longer, namely $O(n^2 \log n)$ time, since there is a quadratic number of possibly optimal stretch factors.

4 Conclusions

In this paper we have studied problems that arise when labeling schematic maps such as subway networks where the points to be labeled lie on a line. Even among these seemingly strong simplifications of the general point-labeling problem there are cases that remain weakly NP-hard.

There are plenty of open problems left in 1d-labeling. First of all we would like to see the time complexity of our algorithm for Max-Slope-4S reduced. Then it would be interesting to see how much the reduction to one dimension helps to solve the label-number or label-weight maximization problem. Given a set of points in the plane, each with its own label length but fixed height, there is a PTAS for finding the largest subset of points that can be labeled [14], while for weight maximization only a factor-$(\frac{1}{2} - \varepsilon)$ approximation algorithm is known [12].
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Abstract. The complexity issues of two clustering problems are studied. We prove that the Smooth Clustering and Biclustering problems are NP-hard; we also propose an 0.5 approximation algorithm and 0.8 inapproximability for a simplified clustering problem.

1 Introduction

By allowing biologists to observe thousands of genes being on or off under certain conditions, cDNA microarray technology is becoming a powerful and versatile tool for studying many important attributes of genes. It has been used for gene functional assignments; it has been used for study of gene regulation networks of a living cell; it has also been used for cancer classification and diagnosis. Because a large number of genes are often involved in rich cDNA microarray experiments, clustering is necessary for gene expression analysis as it would partition genes into different classes each containing genes expressing in similar patterns under certain conditions (such as tissues, environments) (see [1,5,8,7,2,4]).

Recently, the authors proposed a novel clustering approach for overcoming data errors such as data missing [9] and expression inconsistency across different experiments[3] in the stage of clustering. The approach is based on the so-called smooth score [10]. Gene expression data generated from cDNA microarray experiments are usually given as matrices, where each entry is a gene expression value under a condition. We assume the rows of such a matrix correspond to the genes and the columns to the conditions. The smooth score is not defined as a pairwise dissimilarity measure like Euclidean distance; instead, it measures the deviation of the expression level of a gene from the average expression level of all the involved genes under a condition. For a cluster $I$ of genes obtained by considering conditions in $J$, its smooth score is formally defined in Equation (1). We formulate the Smooth Clustering problem as, given a set of conditions,

---
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finding a largest cluster of genes with its smooth score below a threshold under the given conditions. We would also like to find a largest smooth ‘bicluster’ with its smooth score below a threshold, grouping genes and conditions simultaneously as proposed in [4], which is called the Smooth BiClustering problem. The authors proposed efficient greedy algorithms for the Smooth Clustering and BiClustering problems in [10]. These algorithms were shown to perform well in finding co-regulation patterns in a test with a yeast data set.

In this paper, we study the computational complexity of these two clustering problems. The Smooth Clustering and BiClustering problems are introduced in Section 2 and are proved to be NP-hard in Section 3. In Section 3, a variant of the Smooth Clustering problem is also proved to be NP-hard. In Section 4, we focus on a special case of the Smooth Clustering Problem where the input gene expression matrix has only one column. A polynomial-time $\frac{1}{2}$-approximation algorithm is presented for the special case. However, unless NP = P, there is no polynomial-time algorithm of approximation ratio better than $\frac{1}{2}$, even for the special case. Finally, we conclude the paper with an open problem in Section 5.

2 Clustering Problems

The gene expression data from cDNA microarray experiments is usually presented as a matrix. Each entry represents the relative abundance of the mRNA of a gene under a specific condition. Here, we assume that each row corresponds to a gene and a column to a condition. The logarithm transformation is often applied to gene expression values for converting multiplicative changes of the relative abundance into additive increments.

Let $A = (a_{ij})$ be a gene expression matrix with gene set $X$ and condition set $Y$. Any subsets $I \subseteq X$ and $J \subseteq Y$ specify a submatrix $A(I, J)$. We associate it with the following smooth score

$$s(I, J) = \max_{j \in J} \max_{i \in I} \frac{a_{ij}}{|I|} - \frac{1}{|J|} \sum_{k \in J} a_{kj},$$

(1)

where $\frac{1}{|I|} \sum_{k \in I} a_{kj}$ denotes the average expression level of genes in $I$ under condition $j$. The smooth score $s(I, J)$ is actually a refinement of $L_\infty$-distance $d_\infty(\cdot)$, a popular metric in functional analysis. Recall that, for any two $n$-dimensional vectors $x = (x_i)$ and $y = (y_i)$, $d_\infty(x, y) = \max_i |x_i - y_i|$. If a gene expression level is considered as a function with condition as variable, clustering aims to classifying genes into groups each containing genes with expression functions in similar shapes. Thus, we propose the smooth score for gene expression analysis. If $A(I, J)$ has the smooth score $s(I, J)$, then, for any rows $v$ and $v'$ in $A(I, J)$, $d_\infty(v, v') \leq 2s(I, J)$.

Given a small number $\epsilon > 0$, $A(I, J)$ is an $\epsilon$-smooth cluster if $s(I, J) \leq \epsilon$. We formulate clustering as the following problem.
Smooth Clustering Problem [10]

Instance: A gene expression matrix $A = (a_{ij})$ with gene set $X$ and condition set $Y$, a subset $J \subseteq Y$, and a number $\epsilon > 0$;

Question: Find a largest subset $I \subseteq X$ such that $A(I, J)$ is an $\epsilon$-smooth cluster.

To facilitate the study of genes with multiple functions that may or may not be co-active under all conditions, we use an approach proposed by Cheng and Church by allowing clustering both genes and conditions [4]. Thus, we investigate the following problem:

Smooth Biclustering Problem [10]

Instance: A gene expression matrix $A$ with gene set $X$ and condition set $Y$, and a number $\epsilon > 0$;

Question: Find an $\epsilon$-smooth submatrix $A(I, J)$, $I \subseteq X$ and $J \subseteq Y$, that maximizes $\min\{|I|, |J|\}$.

3 NP-Hardness Results

In this section, we prove the Smooth Clustering and Biclustering problems to be NP-hard. For basic notations and knowledge on NP-hardness and approximation algorithms, the reader is referred to [6].

Theorem 1. The Smooth Clustering problem is NP-hard.

Proof. We prove the theorem using a reduction from the INDEPENDENT SET problem, which is a basic NP-complete problem [6]. Recall that the INDEPENDENT SET problem is to, given a graph $G = (V, E)$ and an integer $k > 0$, find whether $G$ contains a subset of $V_0 \subseteq V$ such that no two vertices in $V_0$ are joined by an edge $e \in E$ and such that $|V_0| \geq k$.

Given an instance $(G = (V, E), k)$ of the INDEPENDENT SET problem, we construct an instance of the Smooth Clustering problem as follows. For simplicity, assume that $V = \{1, 2, \cdots, n\}$ and $E = \{e_1, e_2, \cdots, e_m\}$. We define a matrix $A_{n \times m} = (a_{ij})$ as

$$a_{ij} = \begin{cases} 0 & \text{if } i \text{ is not an endpoint of } e_j, \\ -1 & \text{if } e_j = (i, i'), i < i', \\ 1 & \text{if } e_j = (i', i), i' < i. \end{cases}$$

Note that each column of $A$ corresponds to an edge and has exactly two non-zero entries -1 and 1. Let $J = \{1, 2, \cdots, m\}$ and $\epsilon = 1 - \frac{2}{n}$.

Let $V' = \{i_1, i_2, \cdots, i_k\}$. For any column $j$ of matrix $A$, if its corresponding edge $e_j$ has two endpoints in $V'$, then, $\sum_{i \in V'} a_{ij} = 0$, and $\max_{i \in V'} |a_{ij} - \frac{1}{k} \sum_{i \in V'} a_{ij}| = 1$; Similarly, if $e_j$ has only one endpoint in $V'$, $\max_{i \in V'} |a_{ij} - \frac{1}{k} \sum_{i \in V'} a_{ij}| = 1 - \frac{1}{k}$; and if $e_j$ has no endpoints in $V'$,
\[
\max_{i \in V'} |a_{ij} - \frac{1}{n} \sum_{i \in V'} a_{ij}| = 0. \text{ This concludes that } V' \text{ is an independent set of } G \text{ if and only if } V' \text{ is a feasible solution to the instance } (A_{n \times m}, J, \epsilon) \text{ of the Smooth Clustering problem. Hence, if we can find an optimal solution to } (A_{n \times m}, J, \epsilon), \text{ we can easily decide whether the graph } G \text{ has an independent set of size } k \text{ or not. Since the INDEPENDENT SET problem is NP-complete, the Smooth Clustering problem is NP-hard.}
\]

Now, we consider the following variant of the Smooth Clustering problem, which is of interest itself.

**Square Smooth Clustering Problem**

**Instance:** A gene expression matrix \( A = (a_{ij}) \) with gene set \( X \) and condition set \( Y \), a subset \( J \subseteq Y \), and a number \( \epsilon > 0 \);

**Question:** Find a largest subset \( I \subseteq X \) such that, for every \( j \in J \),

\[
\sum_{i \in I} (a_{ij} - \frac{1}{|I|} \sum_{i \in I} a_{ij})^2 \leq \epsilon.
\]

**Theorem 2.** The Square Smooth Clustering Problem is NP-hard.

**Proof.** We again prove the theorem by a reduction from the INDEPENDENT SET problem. Given an instance \((G = (V, E), k)\) of the INDEPENDENT SET problem, we will construct an instance \((A, \epsilon)\) of the Square Smooth Clustering problem as follows. We let \( A = (a_{ij}) \) be the adjacent matrix of the graph \( G \), where each column of \( A \) corresponds to an edge and each row to a vertex. Then, by definition, \( a_{ij} \) is 1 if the \( i \)th vertex is an endpoint of the \( j \)th column and it is 0 otherwise. Since each edge has two endpoints, each column contains exactly two entries of value 1 (called 1-entries). Assume \( V' = \{v_{i_1}, v_{i_2}, \ldots, v_{i_k}\} \) is a subset of vertices and its index subset \( I' \) is \( I' = \{i_1, i_2, \ldots, i_k\} \). Now we start to prove that, if \( |V'| = k > 4 \), \( V' \) is an independent set if and only if

\[
\sum_{i \in I'} (a_{ij} - \frac{1}{|I'|} \sum_{i \in I'} a_{ij})^2 \leq 1
\]

for every column \( j \) in \( A \).

If \( V' \) is an independent set, then, there is at most one 1-entry among \( a_{ij} \)'s, \( i \in I' \), for every column \( j \). Therefore, for every \( j \), \( \sum_{i \in I'} (a_{ij} - \frac{1}{|I'|} \sum_{i \in I'} a_{ij})^2 = 0 \) if all \( a_{ij} \)'s \((i \in I')\) are zero. Otherwise, \( \frac{1}{|I'|} \sum_{i \in I'} a_{ij} = \frac{1}{k} \) since \(|I'| = k \) and there is one 1-entry among \( a_{ij} \)'s \((i \leq I')\); furthermore,

\[
\sum_{i \in I'} (a_{ij} - \frac{1}{|I'|} \sum_{i \in I'} a_{ij})^2 = (1 - \frac{1}{k})^2 + (k - 1) \cdot (0 - \frac{1}{k})^2 = 1 - \frac{1}{k} < 1.
\]

Conversely, if (2) is true for \( I' \), then there is at most one 1-entry among \( a_{ij} \)'s \((i \in I')\) for every column \( j \). Assume the fact is not true for some column \( j' \). Since
the $j'$-th column has exactly two 1’s, all these two 1-entries are among $a_{ij'}$’s, $i \in I'$. Hence, since $|I'| = k$, \( \frac{1}{|I'|} \sum_{i \in I'} a_{ij'} = \frac{2}{k} \); since $k > 4$, \[
\sum_{i \in I'}(a_{ij'} - \frac{1}{|I'|} \sum_{i \in I'} a_{ij'})^2 = 2 \left(1 - \frac{2}{k}\right)^2 + (k - 2)(0 - \frac{2}{k})^2 = \frac{2(k - 2)}{k} > 1.
\]
This contradicts to (2). Therefore, there is at most one 1-entry among $a_{ij'}$’s ($i \in I'$) for every column $j$ and hence $V'$ is an independent set.

We have proved that $V'$ is an independent set of $G$ if and only if its index subset $I'$ is a solution for the instance $(A, 1)$ of the Square Smooth Clustering problem if $|V'| = |I'| > 4$. This implies that if we can find a solution of size $k$ for $(A, 1)$, we can easily find an independent set of the same size in $G$. Since the INDEPENDENT SET problem is NP-complete, the Square Smooth Clustering problem is NP-hard. This finishes the proof.

The Smooth Biclustering problem can be thought as a generalization of finding a largest balanced complete bipartite subgraph of a bipartite graph. Thus it is NP-hard as proved below.

**Theorem 3.** The Smooth Biclustering problem is NP-hard.

**Proof.** The problem is equivalent to find a largest $\epsilon$-smooth square submatrix $A(I, J)$, i.e. $|I| = |J|$. We proved the theorem by using a reduction from the Balanced Complete Bipartite Subgraph problem. Recalled that this problem is to, given a bipartite graph $G = (V, E)$ and a positive integer $k < |V|$, find two disjoint subsets $V_1, V_2 \subseteq V$ such that $|V_1| = |V_2| = k$ and such that $v_1 \in V_1$ and $v_2 \in V_2$ implies that $(u, v) \in E$. Such a problem is NP-complete (listed as GT24 in [6]).

Given a bipartite graph $(V, E)$, we construct an instance of the Smooth Biclustering problem as follows. Without loss of generality, we may assume that $V = \{1, 2, \ldots, n\}$, where $n = |V|$. We define an $n \times n$ matrix $A = (a_{ij})$ by assigning $a_{ij} = a_{ji} = 0$ if $(i, j) \in V$, and $a_{ij} = i$ and $a_{ji} = j$ otherwise. Hence, each row/column of $A$ corresponds to a vertex of the graph. Let $\epsilon < 1/2$. Then, we claim that, for any subsets $I, J \subseteq V$ such that $|I| = |J| \geq 2$, the square submatrix $A(I, J)$ is $\epsilon$-smooth if and only if $I \times J \subseteq E$ and thus the induced subgraph on $I \cup J$ is a balanced complete bipartite graph. This implies that Smooth Biclustering problem is NP-hard.

Now we start to prove the claim. Assume that $I \times J \subseteq E$. By definition, for any $i \in I$, $j \in J$, $a_{ij} = 0$. Thus, $A(I, J)$ is a zero matrix and hence $\epsilon$-smooth. Conversely, if $A(I, J)$ is $\epsilon$-smooth, where $|I| = |J|$, it has to be a zero matrix and hence, $I \cup J$ induces a balanced complete bipartite graph. Otherwise, let the $j$-th column have non-zero entries for some $j \in J$. Assume that $a_{ij} = \min_{i \in I} a_{ij}$ and $a_{mj} = \max_{i \in I} a_{ij}$. Since $|I| \geq 2$, by definition, $a_{ij} < a_{mj}$. Since all entries are integers, $|a_{ij} - \sum_{i \in I} a_{ij}| \geq 1/2$, or $|a_{mj} - \sum_{i \in I} a_{ij}| \geq 1/2$. This contradicts to the fact that $A(I, J)$ is $\epsilon$-smooth.
4 Approximation Results

Since the Smooth Clustering problem is NP-hard, it is desirable to develop efficient approximating algorithms for it. However, this task seems difficult in general. In this section, we shall focus on matrices with only one column. In this case, the Smooth Clustering problem is equivalent to

**Smooth Subset problem:** Given a finite set \( S \), a weight \( w(s) \geq 0 \) for each \( s \in S \), and a positive number \( \epsilon \), find a largest \( \epsilon \)-smooth subset \( S' \subseteq S \), i.e.,

\[
|w(s) - \frac{1}{|S|} \sum_{t \in S} w(t)| \leq \epsilon \quad \text{for every } s \in S'.
\]

**Theorem 4.** Let \( k(S, \epsilon) \) be the size of a largest \( \epsilon \)-smooth subset of \( S \) for a weighted set \( S \) and \( \epsilon > 0 \). There is a polynomial-time algorithm that always outputs an \( \epsilon \)-smooth subset of size at least \( k(S, \epsilon)/2 \) on any input \( S \).

**Proof.** Let \((S, \epsilon)\) be an instance of the Smooth Subset problem. For simplicity, we assume that \( S = \{a_1, a_2, \ldots, a_n\} \), where \( w(a_i) \leq w(a_{i+1}) \) for \( 1 \leq i \leq n - 1 \). Otherwise, we can sort \( S \) in terms of its weight function in polynomial time.

Let \( S' \) be a largest \( \epsilon \)-smooth subset of \( S \). Then, by assumption, \( k(S, \epsilon) = |S'| \).

For any \( a, b \in S' \), by triangle inequality,

\[
|w(a) - w(b)| \leq |w(a) - m| + |w(b) - m| \leq 2\epsilon,
\]

where \( m = \frac{1}{2|S'|} \sum_{x \in S'} w(x) \). This concludes that \( S' \) is contained in an interval of length \( 2\epsilon \).

Hence,

\[
k(S, \epsilon) = |S'| \leq \max_{1 \leq i \leq n} \{|a \in S \mid w(a) \in [w(a_i), w(a_i) + \epsilon]\}.
\]

Let \( X_i = \{a \in S \mid w(a) \in [w(a_i), w(a_i) + \epsilon]\} \) for \( i = 1, 2, \ldots, n \). Clearly, each \( X_i \) is an \( \epsilon \)-smooth subset of \( S \) since \( |w(a) - \frac{1}{|S|} \sum_{x \in X_i} w(x)| \leq (w(a_i) + \epsilon - w(a_i)) = \epsilon \) for every \( a \in X_i \). We choose the largest subset \( X \) over all \( X_i \)'s, \( 1 \leq i \leq n \). Since

\[
k(S, \epsilon) \leq \max_{1 \leq i \leq n} \{|a \in S \mid w(a) \in [w(a_i), w(a_i) + 2\epsilon]\} \leq 2|X|,
\]

\( X \) is an \( \epsilon \)-smooth subset of size at least \( \frac{1}{2}k(S, \epsilon) \). Moreover, \( X \) can be found in polynomial time.

Now we study a restricted version of the Smooth Subset problem:

**Restricted Smooth Subset problem:** given a finite weighted set \( S \), a number \( \epsilon > 0 \), and two elements \( a, b \in S \) such that \( w(a) < w(b) \), find a largest \( \epsilon \)-smooth subset \( S' \) 'between \( a \) and \( b \) that satisfies

\[
\{a, b\} \subseteq S' \subseteq \{s \in S \mid w(a) \leq w(s) \leq w(b)\},
\]

where \( w(x) \) denotes the weight of \( x \in S \).

It is easy to see that any efficient algorithm for the Restricted Smooth Subset problem can be used to solve the general problem efficiently by considering
all possible pairs \((a, b)\). Moreover, the Restricted Smooth Subset problem can be formulated into an integer program. Let \((S, (a, b))\) be an instance of the Restricted Smooth Subset problem, where \(w(a) < w(b)\). If \(w(b) - w(a) > 2\epsilon\), then there is no \(\epsilon\)-smooth subset containing \(a\) and \(b\). Hence, we assume that 
\[w(b) - w(a) \leq 2\epsilon.\]

We assign a 0-1 variable \(y_s\) to each \(s \in S\) satisfying \(w(a) \leq w(s) \leq w(b)\). Then, finding a largest \(\epsilon\)-smooth subset ‘between \(a\) and \(b\)’ can be formulated into the following integer program:

\[
\begin{align*}
\text{Maximize} & \quad \sum_{s \in S} y_s, \\
\text{subject to} & \quad \sum_{s \in S} (w(s) - \epsilon - w(a))y_s \leq 0, \\
& \quad \sum_{s \in S} (w(b) - \epsilon - w(s))y_s \leq 0, \\
& \quad y_a = y_b = 1, \quad y_s = 0 \text{ or } 1, \quad s \in S.
\end{align*}
\]

Using this formulation, we obtain the following simple results.

**Theorem 5.** Let \(S\) be a weighted finite set, and let \(\epsilon > 0\). For any \(a, b \in S\) such that \(0 \leq w(b) - w(a) \leq 2\epsilon\), the following facts hold:

1. For any largest \(\epsilon\)-smooth subset \(S'\) of \(S\) such that 
\[
\{a, b\} \subseteq S' \subseteq \{x \mid w(a) \leq w(x) \leq w(b)\},
\]

\[
\{s \in S \mid w(b) - \epsilon \leq w(s) \leq w(a) + \epsilon\} \subseteq S'.
\]

2. If \(w(b) = 2\epsilon + w(a)\), for any \(\epsilon\)-smooth subset \(S'\) of \(S\) such that \(\{a, b\} \subseteq S' \subseteq \{x \mid w(a) \leq w(x) \leq w(b)\}\),

\[
\sum_{s \in S} (w(s) - \epsilon - w(a))y_s = 0
\]

where \(y_s = 0\) if \(s \notin S'\) and 1 otherwise.

Using Theorem 5 (2), we are able to prove the following theorem.

**Theorem 6.** Let \(k(S, \epsilon)\) is the size of a largest \(\epsilon\)-smooth subset of \(S\) for any weighted set \(S\) and \(\epsilon > 0\). For any small constant \(\delta > 0\), there is no polynomial-time algorithm that always outputs an \(\epsilon\)-smooth subset of size at least \((0.8 + \delta)k(S, \epsilon)\) on input \(S\) unless \(\text{NP} = \text{P}\).

**Proof.** Let \(\delta\) be a small positive constant. Suppose \(A\) is a polynomial time approximation algorithm with approximation factor \(0.8 + \delta\) for the Smooth Subset problem. We will show that \(A\) can be used to derive a polynomial time algorithm for the Partition problem, contradicting its NP-completeness [c]. Recall that the Partition problem is to, given a finite set \(B\) and an integer size \(s(b) > 0\) for each \(b \in B\), decide if there is a subset \(B' \subseteq B\) such that \(\sum_{b \in B} s(b) = \sum_{b \in B - B'} s(b)\). Observe that if \(B'\) is a solution subset to the Partition instance \(B, B - B'\) is also a solution subset. Since \(\delta\) is a constant, we only focus on instance sets \(B\) with size no less than \(\frac{\delta}{\delta(\frac{1}{\delta} - 1)}\).
For such a weighted set $B$ as an instance of the Partition problem, we let $v = \frac{1}{2} \sum_{b \in B} s(b)$. If $\max_{b \in B} s(b) > v$, obviously, there is no solution to the instance $B$. Without loss of generality, we may assume that $\max_{b \in B} s(b) \leq v$. Let $\epsilon = 2v + 1$. We construct an instance $(D, \epsilon)$ of the Smooth Subset problem from $B$ as follows. First, $D$ contains $|B|$ elements $x_i$ of weight 0 and $|B|$ elements $y_i$ of weight $2\epsilon$; for each $b \in B$, $D$ contains a unique element $u_b$ of weight $\epsilon - s(b) > 0$; finally, $D$ contains an element $z$ of weight $\epsilon + v$. In total, $D$ contains $3|B| + 1$ elements.

**Fact.** If there is a solution to the Partition instance $B$, then $D$ has an $\epsilon$-smooth subset of size at least $\frac{2}{3}|B| + 1$; Otherwise, any $\epsilon$-smooth subset of $D$ has size at most $2|B| + 1$.

**Proof.** Suppose $B$ has a subset $B'$ such that $\sum_{b \in B'} s(b) = \sum_{b \in B - B'} s(b) = v$. Without loss of generality, we assume that $|B'| \geq \frac{2}{3}|B|$. (Otherwise, we choose $B - B'$ instead.) Define

$$D' = \{x_1, y_1 \mid 1 \leq i \leq |B|\} \cup \{u_b \mid b \in B'\} \cup \{z\}.$$ 

Then, $D'$ contains $2|B| + |B'| + 1$ elements, which is at least $\frac{2}{3}|B| + 1$ since $|B'| \geq \frac{2}{3}|B|$ by assumption. Noting that

$$\frac{1}{|D'|} \sum_{d \in D'} w(d) = \frac{1}{|D'|} \sum_{i=1}^{|B|} w(x_i) + \sum_{i=1}^{|B|} w(y_i) + w(z) + \sum_{b \in B'} (\epsilon - s(b)) = \epsilon,$$

we conclude that $D'$ is $\epsilon$-smooth. This has proved the first part of the fact.

If there is no solution to the Partition instance $B$, then, $\sum_{b \in B'} s(b) \neq v$ for any subset $B' \subseteq B$. Let $D''$ be a largest $\epsilon$-smooth subset of $D$. Recall that, for each $d \in D$, we use $w(d)$ to denote its weight. Let $m = \frac{1}{|D''|} \sum_{d \in D''} w(d)$. If $m < \epsilon$, then, $D''$ does not contain $|B|$ elements of weight $2\epsilon$ since $2\epsilon - m > \epsilon$ and thus $|D''| \leq 2|B| + 1$. Similarly, if $m > \epsilon$, $D''$ does not contain $|B|$ elements of weight 0 and again $|D''| \leq 2|B| + 1$. If $m = \epsilon$, we prove that $|D''| \leq 2|B| + 1$ by considering the following two cases.

Case 1: $D''$ does not contain either all the elements of weight 0 or of weight $2\epsilon$. Obviously, $|D''| \leq 2|B| + 1$.

Case 2: $D''$ contains $r$ elements of weight 0 and $s$ elements of weight $2\epsilon$, where $r, s > 0$. We let $D_1 = D'' \cap \{z, u_b \mid b \in B\}$. If $D_1$ is empty, then $|D''| \leq 2|B|$. Otherwise, we divide Case 2 into three subcases.

Subcase 2.1: $r = s$. Since $D_1$ is non-empty, that $m = \epsilon$ implies that

$$\sum_{d \in D_1} w(d) = |D_1| \epsilon.$$

Then, $D_1$ must contain the element $z$, which has weight $\epsilon + v$; hence, it induces a solution subset to the Partition instance $B$, a contradiction.

Subcase 2.2: $r > s$. Then, $\sum_{d \in D_1} w(d) = (r - s) + |D_1| \epsilon$ since $m = \epsilon$. Again, $D_1$ must contain the element $z$. On the other hand, for any element
\( d \in D_1 - \{z\}, \) \( w(d) \leq \epsilon. \) Since \( \epsilon = 2v + 1, \)

\[
\sum_{d \in D_1} w(d) \leq (|D_1| - 1)\epsilon + v + \epsilon \\
< (|D_1| - 1)\epsilon + 2\epsilon \leq ((r - s) + |D_1|)\epsilon,
\]
a contradiction.

Subcase 2.3: \( r < s. \) Then, as Subcase 2.1, we have that

\[
(s - r)\epsilon + \sum_{d \in D_1} w(d) = |D_1|\epsilon
\]
since \( m = \epsilon. \) This is impossible since

\[
\sum_{d \in D_1} w(d) \geq |D_1|\epsilon - \sum_{b \in B} s(b)
\]
and hence

\[
(s - r)\epsilon + \sum_{d \in D_1} w(d) \geq \epsilon + \sum_{d \in D_1} w(d)
\]
\[
= \sum_{b \in B} s(b) + 1 + \sum_{d \in D_1} w(d) > |D_1|\epsilon.
\]
This has proved the fact.

By assumption, \( \mathcal{A} \) is a polynomial time algorithm with approximation factor \( 0.8 + \delta \) for the Smooth Subset problem. Now, we apply \( \mathcal{A} \) to the instance \( D. \) If \( \mathcal{A} \) outputs an \( \epsilon \)-smooth subset has size at most \( 2|B| + 1, \) then, the largest \( \epsilon \)-smooth subset has size at most

\[
\frac{2|B| + 1}{0.8 + \delta} = \frac{5}{2}|B| + \frac{5}{4 + 5\delta} - \frac{25|B|\delta}{8 + 10\delta} \leq \frac{5}{2}|B| + 1
\]
since \( \mathcal{A} \) is a \((0.8 + \delta)\)-approximation algorithm and \( |B| > \frac{\delta}{2(\frac{1}{13} - 1)}. \) Thus, we conclude that there is no solution to the Partition instance \( B \) by the fact proved above. If \( \mathcal{A} \) outputs an \( \epsilon \)-smooth subset of length at least \( 2|B| + 2, \) then, by the fact, there is a solution to the Partition instance \( B. \) Therefore, we derive a polynomial time algorithm for the Partition problem using \( \mathcal{A}, \) contradicting NP-completeness of the Partition problem.

5 Conclusions

We have proved that the Smooth Clustering and Biclustering problems are NP-hard. We also provide a simple polynomial time \( \frac{1}{2} \)-approximation algorithm for the Smooth Subset problem, a special case of the Smooth Clustering problem. It is interesting whether there is a better approximation algorithm for the Smooth Subset problem or not.
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Abstract. The set cover problem is that of computing, given a family of weighted subsets of a base set $U$, a minimum weight subfamily $\mathcal{F}'$ such that every element of $U$ is covered by some subset in $\mathcal{F}'$. The $k$-set cover problem is a variant in which every subset is of size bounded by $k$.

It has been long known that the problem can be approximated within a factor of $H(k) = \sum_{i=1}^{k} (1/i)$ by the greedy heuristic, but no better bound has been shown except for the case of unweighted subsets. In this paper we consider approximation of a restricted version of the weighted $k$-set cover problem, as a first step towards better approximation of general $k$-set cover problem, where subset costs are limited to either 1 or 2. It will be shown, via LP duality, that improved approximation bounds of $H(3) - 1/6$ for 3-set cover and $H(k) - 1/12$ for $k$-set cover can be attained, when the greedy heuristic is suitably modified for this case.

1 Introduction

The set cover problem (SC) is a typical combinatorial optimization problem with many practical applications, and it is defined as follows: Given a base set $U$ of $n$ elements, a family $\mathcal{F}$ of subsets of $U$, and a nonnegative cost $c_S$ associated with each $S \in \mathcal{F}$, it is required to find a subfamily $\mathcal{F}' \subseteq \mathcal{F}$ of minimum total weight such that $\bigcup_{S \in \mathcal{F}'} S = U$. The $k$-set cover problem (k-SC) is a variant of SC in which every subset is of size bounded from above by a constant $k$. The problem SC, or even $k$-SC for $k \geq 3$, is known to be NP-hard [15] as well as MAX SNP-hard [18].

An intuitively most natural and simple heuristic for SC is the greedy algorithm, which iteratively picks a most “cost-effective” subset until every element of $U$ is covered by some picked subset; here, the cost effectiveness of a subset $S$ is measured by its cost $c_S$ divided by the number of elements, “yet to be covered”, in $S$. For the case of unit-costs it was first shown by Johnson [14] that its performance ratio is bounded by the $n$th Harmonic number $H(n) = \sum_{i=1}^{n} (1/i)$ for SC, of which value is between $\ln(n+1)$ and $1 + \ln n$, or $H(k)$ for $k$-SC, and it was Lovász who obtained the same results by making use of fractional covers [16]. While the same performance ratio of $H(k)$ was later shown to hold
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even for the case of general costs [4] by extension of these analysis via the linear program duality. Slavik proved that it is exactly $\ln n - \ln \ln n + \Theta(1)$ for unit-cost SC [19]. It turns out, moreover, that the greedy bound of $H(n)$ is almost the best possible one for SC because the interactive proof based hardness result of Feige [7] says that SC is not approximable within a factor of $(1 - \varepsilon) \ln n$ for any fixed $\varepsilon > 0$ unless $\text{NP} \subset \text{DTIME}(n^{O(\log \log n)})$.

An alternative view of the greedy algorithm for unweighted $k$-SC is that it computes a “maximal” set packing $P^k$ of $k$-sets, reduces to an instance $J$ of $(k - 1)$-SC by removing all the $k$-sets in $P^k$, and recurses on $J$. Although $k$-SC is $\text{NP}$-hard for $k > 3$ as already stated, 2-SC is nothing but the edge cover problem which can be solved in time complexity of maximum matching. Thus, when $J$ is reduced to the one for 2-SC, we may finish up the entire procedure with an optimal solution for $J$, instead of a maximal set packing of 2-sets plus whatever remains. This is the observation used by Goldschmidt, Hochbaum, and Yu [10], and they proved that such a modification to the standard greedy algorithm leads to the performance ratio of $H(k) - 1/6$ for $k$-SC. Further improvements over the greedy bound have been obtained more recently, by additionally applying various local search techniques to ordinary greedy, in the order of $H(k) - 11/42$ [11], $H(k) - 1/3$ [12], and $H(k) - 1/2$ [3], which is the best bound known to date for unweighted $k$-SC.

The packing problem as a counterpart of SC is the maximum set packing problem, another fundamental set optimization problem, and in the $k$-set packing problem, it is required, given a weighted set system as in $k$-SC, to find a subfamily of disjoint subsets of “maximum” total weight. For this problem, the tight greedy bound is $k$, whether subsets are weighted or not, while a local search heuristic yields an approximation ratio of $k/2 + \varepsilon$ if subsets are unweighted [13,11]. Unlike weighted $k$-SC, however, the performance ratio for weighted $k$-set packing has been improved from $k$ of greedy, by combination of greedy and local search techniques, to $k - 1 + \varepsilon$ [2,1] first, and then to $2(k+1)/3$ [3].

In this paper we consider approximation of a severely restricted version of weighted $k$-SC, as a first step towards better approximation of general $k$-SC, where subset costs are limited to either 1 or 2, and show that improved approximation bounds of $H(3) - 1/6$ for 3-SC and $H(k) - 1/12$ for $k$-SC can be attained when the greedy heuristic is suitably modified for this case. This algorithm is a generalization of the modified greedy algorithm of Goldschmidt et al., being identical to theirs when all the costs are unit (i.e., unweighted case), and the approximation bound of $H(k) - 1/6$ was also shown by them to be tight for $k \geq 3$ [10]. Although it may thus appear that such improvements result from straightforward extension of their approach for the unweighted case, we base our analysis on the LP relaxation of $k$-SC and its dual program, following the Chvátal’s approach in [4], unlike their analysis, or any other in [11,12,5], which are all based on purely combinatorial arguments. In Sect. 3 we first present an alternative proof that the modified greedy algorithm delivers a solution of which size is within a factor of $H(k) - 1/6$ from optimal (i.e., unweighted case), where a lower bound for the optimal size is now provided by the LP relaxation. This
new proof serves for the purposes of elucidating our strategy in a simpler setting of only unit costs, and providing bases of algorithmic and accounting scheme to be extended later. A key to our accounting scheme in this analysis is the decomposition theorem of Gallai [8,9] and Edmonds [6]. In Sect. 4 the algorithm is extend to deal with subsets of costs 1 and 2, first in the setting of 3-SC and then in that of k-SC. Interestingly, the Gallai-Edmonds decomposition will be seen needed here in the algorithm design as well to guide us in picking subsets.

2 Preliminaries

An instance of the set cover problem is a weighted set system $\langle U, F \rangle$, where $\mathcal{F} \subseteq 2^U$, $\bigcup_{S \in \mathcal{F}} S = U$, and each $S \in \mathcal{F}$ is associated with a nonnegative cost $c_S$. For any $\mathcal{F}' \subseteq \mathcal{F}$, we write $\mathcal{F}'$ as a shorthand of $\bigcup_{S \in \mathcal{F}'} S$, and a set of size $i$ will be called $i$-set.

In the greedy-type algorithms considered in this paper, once $S \in \mathcal{F}$ is picked, it will never be discarded from a solution. Also, once it happens and $S$ is picked, we assume that any subset $S' \in \mathcal{F}$ is represented by $S' - S$ from now onward, and if $S' - S$ is later picked by the algorithm, it will be understood that the one actually selected into a solution is $S'$. More formally, if all the subsets in $\mathcal{F}'$ are already picked at some point, the current state of a given instance is represented by the set system $\langle V, \mathcal{F}[V] \rangle$, where $V = U - \mathcal{F}$ and $\mathcal{F}[V] = \{ S \cap V \mid S \in \mathcal{F} \}$ is the collection of subsets induced by $V$ in $\mathcal{F}$, and the cost of $S \cap V \in \mathcal{F}[V]$ is $c_S$.

2.1 LP Relaxation

The set cover problem for an instance of $\langle U, \mathcal{F} \rangle$, with a nonnegative cost $c_S$ for each subset $S$, can be formulated by the following integer program:

$$\begin{align*}
\text{Min} & \sum_{S \in \mathcal{F}} c_S \cdot x_S \\
\text{subject to:} & \\
\quad & \sum_{S \in \mathcal{F}} x_S \geq 1 \quad \forall u \in U \\
\quad & x_S \in \{0, 1\} \quad \forall S \in \mathcal{F}
\end{align*}$$

(1P)

where $x_S = 1$ iff $S$ is chosen in a solution. The LP relaxation of (IP), denoted (LP), is then obtained by replacing the integral constraints $x_S \in \{0, 1\}$ in (IP) by linear constraints $x_S \geq 0$ for all $S \in \mathcal{F}$. Let OPT denote the optimal value of (LP), with which the cost of our solution will be compared.

We also make use of the dual of (LP), denoted (D), and it is given by:

$$\begin{align*}
\text{Max} & \sum_{u \in U} y_u \\
\text{subject to:} & \\
\quad & \sum_{u \in S} y_u \leq c_S \quad \forall S \in \mathcal{F} \\
\quad & y_u \geq 0 \quad \forall u \in U
\end{align*}$$

(D)
Suppose now that we have a set cover \( C \subseteq F \) and dual variables \( y \in Q^U \) satisfying that

1. \( c(C) = \sum_{S \in C} c_S = y(U) = \sum_{u \in U} y_u \), and
2. \( y(S) = \sum_{u \in S} y_u \leq \alpha \cdot c_S \) for each \( S \in F \),

for some \( \alpha \in \mathbb{R}^+ \). Then, since \((1/\alpha) y(S) \leq c_S, \forall S \in F, (1/\alpha) y \) is feasible to (D),

with the objective value of \((1/\alpha) y(U) = (1/\alpha) \sum_{u \in U} y_u \). The LP duality theorem says an objective value of (D) is always a lower bound for OPT, implying that the cost of \( C \), \( y(U) \), is bounded by \( \alpha \cdot OPT \):

**Proposition 1.** If a set cover \( C \) and dual variables \( y \in Q^U \) satisfy the two conditions given above, \( c(C) \leq \alpha \cdot OPT \).

(This is the approach taken by Chvátal [4] in establishing the greedy bound of \( H(n) \) (or \( H(k) \)) for the weighted set cover problem)

### 2.2 Decomposition Theorems

Gallai [8,9] and Edmonds [6] independently found a “canonical” decomposition of a graph determined by maximum matchings in it. For any graph \( G \) denote by \( D \) the set of all vertices in \( G \) which are not covered by at least one maximum matching of \( G \). Let \( A \) denote the set of vertices in \( V - D \) adjacent to at least one vertex in \( D \), and let \( C = V - A - D \). A graph \( G \) is called factor-critical if removal of any vertex from \( G \) results in a graph having a perfect matching in it. Clearly, any factor-critical graph contains an odd number of vertices. A near-perfect matching in \( G \) is one covering all but exactly one vertex of \( G \). This decomposition, which can be computed in polynomial time via the Edmonds matching algorithm, provides important information concerning all the maximum matchings in \( G \):

**Theorem 2 (the Gallai-Edmonds structure theorem).**

1. The components of the subgraph induced by \( D \) are factor-critical.
2. The subgraph induced by \( C \) has a perfect matching.
3. If \( M \) is any maximum matching of \( G \), it contains a near-perfect matching of each component of \( D \), a perfect matching of each component of \( C \) and matches all vertices of \( A \) with vertices in distinct components of \( D \).

### 3 Unweighted Case

In this section we treat the modified greedy algorithm for unweighted \( k-SC \) presented in [10], which we call MG-Unit, and analyze its performance using the LP duality, as a precursor to the later analysis for a more general \( SC \) with weights. When all the subsets are unit-costed, the ordinary greedy algorithm repeatedly picks one covering the maximum number of uncovered elements, and this has the same effect as computing a maximal set packing consisting of subsets
of size \( i \), when \( i \) is the size of a largest subset remaining in the current set system (and choosing all the subsets in the packing). This operation is iterated after the set system is updated by considering any subset to be the one consisting of only uncovered elements in it. The modification was made to this algorithm by noticing that, when no subsets of size larger than 2 exist in the set system after larger ones are already taken, the remainder can be optimally covered since such a set system can be identified with a graph \( G_1 \), and a minimum edge cover for \( G_1 \) gives an optimal cover for the system. A minimum cardinality edge cover can be computed in a graph \( G \), by first computing a maximum cardinality matching \( M \) in \( G \), and then, choosing any edge incident to \( u \) for each vertex \( u \) left uncovered by \( M \). It is possible that \( G_1 \) contains a singleton component \( \{ u \} \) with no edge to cover \( u \), and \( u \) itself can be selected in this case.

The modified greedy algorithm MG-Unit for unweighted \( k \)-SC is thus described as follows:

1. For \( i = k \) downto 3 do
   a. Construct a maximal \( i \)-set packing \( P_i \) in \( (U, \mathcal{F}[U]) \).
   b. Set \( U \leftarrow U - \overline{P_i} \).
2. Letting \( V_1 = U \) and \( E_1 = \mathcal{F}[V_1] \), compute a maximum matching \( M_1 \) in a graph \( G_1 = (V_1, E_1) \).
3. For each vertex \( u \) left uncovered by \( M_1 \) in \( G_1 \), choose an extra edge (or vertex) to cover \( u \), and add it to \( Z \).
4. Output \((\bigcup_{i=3}^k P_i) \cup M_1 \cup Z\).

Recall that every vertex left uncovered by a maximum matching \( M \) occurs in \( D \), and for any component \( X \) of \( G[D] \), we say \( X \) is unmatched (by \( M \)) if it contains such a vertex while \( X \) is matched otherwise. This is equivalent to saying that \( X \) is matched iff there exists an edge of \( M \) between \( X \) and \( A \). Thus, there exist exactly \(|A|\) many matched components in \( G[D] \), and all the rest are unmatched.

For the sake of analysis of this algorithm, divide \( V_1 \), the vertex set of \( G_1 \), into \( C_1, A_1, \) and \( D_1 \) according to Theorem 2. For each edge \( \{u, v\} \) taken in \( M_1 \), we distribute its cost to \( u \) and \( v \) by setting

\[
\begin{align*}
y_u = y_v = 1/2 & \quad \text{if } \{u, v\} \subseteq C_1, \\
y_u = y_v = 1/2 & \quad \text{if } \{u, v\} \subseteq D_1 \text{ and } \{u, v\} \text{ lies in a component matched by } M_1, \\
y_u = 1/3, \quad y_v = 2/3 & \quad \text{if } u \in A_1, v \in D_1.
\end{align*}
\]

To account for total cost of the edge cover for \( G_1 \), the vertices yet to be assigned are those in unmatched components of \( G_1[D_1] \), and let \( X \) be such a component. Since \( X \) contains exactly one vertex left uncovered by \( M_1 \), \( X \) is covered by \( |X|/2 \) many edges of \( M_1 \) and just one more. Averaging the total cost of these subsets over all the vertices of \( X \), the covering cost for \( X \) can be accounted for by setting

\[
y_u = \frac{|X|/2 + 1}{|X|}.
\]
for each $u \in X$. Notice that $y_u = 1$ if $X$ is a singleton set $\{u\}$, but otherwise,
$y_u = \frac{\lfloor |X|/2 \rfloor + 1}{|X|} \leq \frac{\lfloor \frac{3}{2} \rfloor + 1}{3} = 2/3$ since $|X| \geq 3$.

**Lemma 3.** Let $y : V_1 \to Q$ be the dual assignments on the vertices of $G_1 = (V_1, E_1)$, as given above. Then,

$$y_u \leq 1 \text{ for each } u \in V_1 ,$$
$$y_u + y_v \leq 4/3 \text{ for each } \{u, v\} \in E_1 .$$

**Proof.** These inequalities can be easily verified to hold, and $y_u = 1$ exactly when $u$ is an unmatched singleton component of $G_1[D_1]$, and $y_u + y_v = 4/3$ exactly when either $\{u, v\}$ is an edge of an unmatched triangle component of $G_1[D_1]$ with $y_u = y_v = 2/3$, or $y_u = 1$ as in the previous case and $y_v = 1/3$ with $v \in A_1$ (recall that there exist no edges between $D_1$ and $C_1$).

**Theorem 4.** The algorithm MG-Unit computes a set cover $\mathcal{C}$ such that $|\mathcal{C}| \leq (H(k) - 1/6)OPT$, where $k$ is the size of the largest subset in $F$.

**Proof.** For any subset $S \in F$ selected in an $i$-set packing $P_i^1$ during Step 1 (that is, $S$ was an $i$-set $S^i$ when it was picked), set $y_u = 1/i$ for each $u \in S^i$. For any element $u$ left uncovered after Step 1, assign $y_u$ as above. Then clearly, $|\mathcal{C}| = y(U)$, and it suffices to show that for any $i$-set $S \in F$, $y(S) = \sum_{u \in S} y_u \leq H(i) - 1/6$ (by Proposition 1).

Number the elements $\{u_1, \ldots, u_i\}$ of an $i$-set $S$ in the order they are covered. Observe first that $y_{u_i} \leq 1/(i - l + 1)$ for any $u_i$ covered during Step 1, due to the greedy selection rule, since $S$ was of size at least $i - l + 1$ when $u_i$ was covered for the first time, and $y_{u_i} \leq 1/3$ in any case. Therefore, if $S$ becomes a $j$-set $S^j$, $0 \leq j \leq 2$, after Step 1, $y(S - S^j) = \sum_{u \in S - S^j} y_u \leq \sum_{i=3} y_{u_i} \leq (1/l) + (2 - j)(1/3)$. Thus, if $S^j$ is a 0-set, $y(S) \leq \sum_{i=3} y_{u_i} + 2/3 = H(i) - 5/6$, and if $S^j = \{u\}$ is a 1-set, $y_u \leq 1$ by Lemma 3, and hence, $y(S) = y(S - S^j) + y_u \leq \sum_{i=3} y_{u_i} + 1/3 + 1 = H(i) - 1/6$. Similarly, if $S^j = \{u, v\}$ is a 2-set, it will appear in $G_1$ as an edge, and $y(S) = y(S - S^j) + y(\{u, v\}) \leq \sum_{i=3} y_{u_i} + 4/3 = H(i) - 1/6$ since $y_u + y_v \leq 4/3$ by Lemma 3.

**4 With Weights 1 and 2**

Let us first consider 3-SC, where the cost of any subset is either 1 or 2. In fact, if any cost is either 1 or $d$ with $d > 3$, instead of 2, it is easier to design a modified greedy algorithm with performance guarantee of $H(3) - 1/6$; run MG-Unit first on the set system induced by cost-1 subsets only, and then, run MG-Unit again to cover the remainder using this time cost-2 subsets only. The reason why such simply concatenated runs of MG-Unit can yield the same approximation ratio as the one for unit cost case is because the effect of the second run can be analyzed independently from the first run; no price assigned in the first run exceeds $d/3$ ($\geq 1$), which is the least price to be assigned in the second run, and
thus, the first run leaves nothing to hinder the same argument repeated in the second run.

We need to be much more careful, however, when the costs are either 1 or 2, because they are too close to each other, causing more interactions between subsets of different costs, and it could happen, for instance, to be more beneficial to cover the same elements by cost-2 subsets than by cost-1 subsets. To resolve such conflicts we need to delay our commitment in the first run to a certain group of elements until the very end of the second run. Moreover, although the Gallai-Edmonds decomposition played an important role in the analysis of the modified greedy algorithm for the unit-cost \( k \)-SC in Sect. 3, here it will be needed in the algorithm itself as well to ensure that a maximum matching computed in the second run possesses a certain property (thus, we need to actually compute it).

4.1 Algorithm for 3-Set Cover

Let \( \mathcal{F}_i = \{ S \in \mathcal{F} \mid c_S = i \} \), and \( U_1 = \overline{\mathcal{F}_1} \), the part of the base set coverable by cost-1 subsets only. If we run the modified greedy algorithm of Sect. 3 on \((U_1, \mathcal{F}_1)\), \( U_1 \) will be divided into the subbases covered by a maximal 3-set packing \( P_1 \), and \( V_1 \) in which every subset of \( \mathcal{F}_1 \) is of size bounded by 2. Then, a maximum matching \( M_1 \) is computed, and \( V_1 \) is further divided into \( C_1, A_1, \) and \( D_1 \), as before. We pay special attention to a singleton components \( X \) of \( G_1[D_1] \) such that it is unmatched by \( M_1 \) yet it can be covered by some cost-2 subset (recall that we had to assign \( y_u = 1 \) for such a component \( \{ u \} \) before); so, we designate the set of such singletons as \( B_1 \) (i.e., \( B_1 = \{ u \in D_1 \mid \{ u \} \) is a component of \( G_1[D_1] \), unmatched by \( M_1 \), and \( u \in S \) for some \( S \in \mathcal{F}_2 \})).

Let us consider now 3-SC on \((U_2, \mathcal{F}_2[U_2])\), where \( U_2 = U - (U_1 - B_1) \). By first taking any maximal 3-set packing \( P_2 \) in it, the system of cost-2 subsets is reduced to a graph \( G_2 = (V_2, E_2) \), where \( V_2 = U_2 - \overline{P}_2 \) and \( E_2 = \mathcal{F}_2[V_2] \). Let \( M_2 \) be a maximum matching in \( G_2 \), and \( C_2, A_2 \), and \( D_2 \) be the Gallai-Edmonds decomposition of \( V_2 \), corresponding to \( M_2 \). We say that a component \( X \) of \( G_2[D_2] \) is hit (by \( B_1 \)) if \( X \cap B_1 \neq \emptyset \), and it is free otherwise.

The first part of the modified greedy algorithm, called MG-3SC, for 3-SC with weights 1 and 2 simulates MG-Unit on the set system induced by cost-1 subsets only, as described below, except for non-commitment to those in \( B_1 \):

1. Initialize \( U_1 = \overline{\mathcal{F}_1} \), and compute a maximal 3-set packing \( P_1 \) of cost-1 subsets in \((U_1, \mathcal{F}_1)\).
2. Set \( V_1 = U_1 - P_1 \), and let \( G_1 = (V_1, E_1) \) be a graph representing the set system \((V_1, \mathcal{F}_1[V_1])\) of all the remaining cost-1 subsets.
3. Compute a maximum matching \( M_1 \) in \( G_1 \) as well as the Gallai-Edmonds decomposition, \( C_1, A_1 \), and \( D_1 \), of \( V_1 \).
4. Set \( B_1 = \{ u \in D_1 \mid \{ u \} \) is a component of \( G_1[D_1] \), unmatched by \( M_1 \), \( u \in S \) for some \( S \in \mathcal{F}_2 \}) \).
5. Pick any subset to cover each singleton component, unmatched by \( M_1 \), remaining in \( G_1[D_1 - B_1] \) (such a subset must be of cost-1), and store it in \( Z \).
6. From each non-singleton component $X$, unmatched by $M_1$, of $G_1[D_1]$, choose one extra edge to cover the vertex left uncovered by $M_1$ in $X$, and store it in $Z$.

Notice that it is not yet determined at this point which subsets are to cover the elements in $B_1$; we can simply use a cost-1 subset to cover each $u \in B_1$ here for, if we do, and if a cost-2 subset $S = \{u, v, w\}$ exists such that $S \cap B_1 = \{u, v\}$ and $S$ is the only one covering $w$, we need to assign $y_u = y_v = 1, y_w = 2$ resulting in $g(S) = 4 > 2(H(3) - 1/6)$.

Therefore, the second part begins the second run of MG-Unit on the set system induced by $U - (U_1 - B_1)$ as if cost-1 subsets covering those in $B_1$ do not exist:

7. Set $U_2 \leftarrow U - (U_1 - B_1)$, and construct a maximal 3-set packing $P_2$ of cost-2 subsets in $(U_2, F_2[U_2])$.

8. Set $V_2 \leftarrow U_2 - \overline{P}_2$, and let $G_2 = (V_2, F_2)$ be a graph representing the set system $(V_2, F_2[V_2])$ of all the remaining cost-2 subsets.

9. Compute a maximum matching $M_2$ in $G_2$ as well as the Gallai-Edmonds decomposition, $C_2, A_2$, and $D_2$ of $V_2$.

Let $\Gamma(u)$ denote the set of vertices adjacent to a vertex $u$ in $G_2$. For any vertex $u$ covered by a matching $M$, there is a unique edge $\{u, v\}$ in $M$, and $v$ is denoted by mate$(u)$. Here, we modify the structure of the maximum matching $M_2$ in $G_2$:

10. Set $B_2 \leftarrow \{u \in D_2 \mid \{u\}$ is a free singleton component of $G_2[D_2]$, unmatched by $M_2\}$.

11. For each $u \in B_2$, test if, for some $v \in \Gamma(u) \subseteq A_2$, the component containing mate$(v)$ is hit (by $B_1$), and if so, replace $\{v, \text{mate}(v)\}$ with $\{u, v\}$ in $M_2$ (the component $\{u\}$ becomes matched as a result).

Observe that, every time $M_2$ is updated here, an edge of $M_2$ is flipped from a hit component to a free component; thus, this operation does not cycle, and $M_2$ is updated at most $|B_2|$ times. This operation ensures $M_2$ to possess some key property to be used in later analysis, but it is also an intuitively reasonable thing to do. Imagine the situation where the test condition above is satisfied. The component $X$ containing mate$(v)$ is hit, and so, it can be covered entirely with cost of $2(|X| - 1)/2 + 1 = |X|$ without using an edge $\{v, \text{mate}(v)\}$ from $M_2$; thus, both $u$ and $X$ can be covered, by flipping the edge of $M_2$ with cost of $|X| + 2$, while, if we do not flip, it will cost 2 (for $u$) plus $2 + 2(|X| - 1)/2 = |X| + 1$ (for $X$).

In the final stage of subset selection, we recall the existence of cost-1 subsets by which vertices in $V_2 \cap B_1$ can be covered, and we choose them whenever it is a clear plus for us:

12. For each unmatched (by $M_2$) component $X$ of $G_2[D_2]$, 
   (a) If $X$ is free, choose one extra edge, as in Step 6, to cover the vertex left uncovered by $M_2$ in $X$, and store it in $Z$. 
(b) Otherwise (i.e., hit by $B_1$), let $u \in B_1$ be any one of those hitting $X$, and replace edges of $M_2$ in $X$, if necessary, by those of a perfect matching in $G_2[X - u]$. This way, $X$ is covered by $u$ and $M_2$. Store $u$ in $Z$.

13. Output $P_1 \cup M_1 \cup P_2 \cup M_2 \cup Z$.

4.2 Analysis

Basically, we extend the analysis of Sect. 3 for the unweighted case to the algorithm above, and to do so, we use the same dual assignment as given in Sect. 3 for the elements covered by cost-1 subsets in the first part of the algorithm, except for the treatment of those in $B_1$; if $u \in B_1$ is after all covered by a cost-1 subset in Step 12b, its cost is accounted for by setting $y_u = 1$, but otherwise, the value of $y_u$ depends on where a cost-2 set covers it in $G_2$, though $y_u \leq 1$ in any case, as will be seen next.

The dual assignment corresponding to cost-2 subsets imitates the twice of the one for cost-1 subsets as was given in Sect. 3, yet it is here necessary to distinguish those edges $e$ between $A_2$ and $D_2$ according to whether the component of $G_2[D_2]$ into which $e$ is incident is hit or free: For each edge $\{u, v\}$ taken in $M_2$, we set

$$y_u = y_v = 1 \quad \text{if } \{u, v\} \subseteq C_2,$$

$$y_u = y_v = 1 \quad \text{if } \{u, v\} \subseteq D_2 \text{ and } \{u, v\} \text{ lies in a component matched by } M_2,$$

$$y_u = 2/3, \quad y_v = 4/3 \quad \text{if } u \in A_2, v \in D_2, \text{ and } v \text{ is in a component free from } B_1,$$

$$y_u = y_v = 1 \quad \text{if } u \in A_2, v \in D_2, \text{ and } v \text{ is in a component hit by } B_1.$$

(That is, the cost of $\{u, v\}$ is distributed evenly to $u$ and $v$ except for the case when $\{u, v\} \in A_2 \times D_2$ and $v$ belongs to a free component.)

The remaining vertices to be assigned are again those in unmatched components of $G_2[D_2]$, and let $X$ be such a component. Once again we distinguish the cases according to whether $X$ is hit or free. If it is hit by $v \in B_1$, $X$ is covered by $v$ (or any subset containing it) of cost-1, together with the edges of $M_2$ perfectly matching $X - u$. Since the total cost is $1 + 2(|X| - 1)/2 = |X|$, we may account for it by setting

$$y_u = 1 \quad \text{if } u \in X \subseteq D_2 \text{ and } X \cap B_1 \neq \emptyset.$$

On the other hand, if $X$ is free from $B_1$, the same argument as before tells us that the costs of covering $X$ can be accounted for by setting $y_u = 2(|X|/2) + 1)/|X|$ for each $u \in X$. Therefore, $y_u = 2$ if $X$ is a singleton set, and $y_u = 2(|X|/2) + 1)/|X|$.

The following auxiliary lemma follows easily from the operation of Step 11 in the above algorithm.

**Lemma 5.** The matching $M_2$ computed by the above algorithm satisfies the property that, if $\{u\}$ is a free (from $B_1$) and unmatched (by $M_2$) singleton
component in $G_2[D_2]$, mate($v$) $\in D_2$ belongs to a free component for each $v \in \Gamma(u) \subseteq A_2$.

Now the counterpart of Lemma 3 is:

**Lemma 6.** Let $y : V_2 \rightarrow \mathbb{Q}$ be the dual assignments on the vertices of $G_2 = (V_2, E_2)$, as given above. Then,

$$y_u \leq 2 \text{ for each } u \in V_2 - B_1,$$

$$y_u \leq 1 \text{ for each } u \in V_2 \cap B_1,$$

$$y_u + y_v \leq 8/3 \text{ for each } \{u, v\} \in E_2.$$

**Proof.** Clearly the first inequality holds since $y_u \leq 2, \forall u \in V_2$. For the second inequality, observe that the value of $y_u$ could exceed 1 only when $u$ lies in a component of $G_2[D_2]$, whether it is matched or not, which is free from $B_1$ (thus, this cannot happen if $u \in B_1$).

Suppose $\{u, v\} \in E_2$ and w.l.o.g. $y_u \geq y_v$. The third inequality clearly holds when $y_u \leq 4/3$, so assume $y_u > 4/3$. Then, it must be the case that $y_u = 2$ and $\{u\}$ is a free and unmatched singleton component of $G_2[D_2]$. Therefore, mate($w$) $\in D_2$ belongs to a free component for each $w \in \Gamma(u) \subseteq A_2$, according to Lemma 5. This then implies that $y_w \leq 2/3, \forall w \in \Gamma(u)$, and this is why $y_u + y_v \leq 2 + 2/3 = 8/3$. \qed

**Lemma 7.** For any $S \in F_1$ of cost-1, $y(S) \leq H(3) - 1/6$.

**Proof.** As far as $(U_1 = \overline{F}_1, F_1)$ is concerned, the possible difference from the dual assignments given in Sect. 3 can arise only in $B_1$ as pointed out already.

Yet, $B_1$ consists of singleton components of $G_1[D_1]$ when seen from inside $G_1$, and $y_u \leq 1, \forall u \in B_1 \cap V_2$ by Lemma 6 (or $y_u = 2/3$ if $u \in B_1 - V_2$). Thus, the inequalities in Lemma 3 still hold, and the analysis for Theorem 4 still works. \qed

Finally, we have

**Theorem 8.** The performance guarantee of MG-3SC for 3-SC is at most $H(3) - 1/6$.

**Proof.** To prove the performance ratio of $H(3) - 1/6$ (using Proposition 1), it remains, due to Lemma 7, only to show that $y(S) \leq 2(H(3) - 1/6) = 10/3$ for any $S \in F_2$ of cost-2. Recall from Sect. 3 that $y_u \leq 2/3$ for each $u \in U_1 - B_1$ (Note: For $u \in U_1 - \overline{F}_2$, $y_u$ could exceed $2/3$ exactly when $u \in B_1$). Also, $y_u = 2/3, \forall u \in \overline{F}_2$. Since $U$ is partitioned into $U_1 - B_1, \overline{F}_2$, and $V_2$, $y(S - V_2) \leq 2|S - V_2|/3$. So, $y(S) \leq 2$ if $S \cap V_2 = \emptyset$, and, by Lemma 6, $y(S) \leq 4/3 + 2 = 10/3$ if $|S \cap V_2| = 1$ while $y(S) \leq 2 + 8/3$ if $|S \cap V_2| = 2$. The claims thus follow in either case. \qed

### 4.3 Algorithm for $k$-Set Cover

One simple strategy for handling $i$-sets with $i > 3$ is to extend the construction of maximal 3-set packings in Steps 1 and 7 of MG-3SC to that of maximal $i$-set packings. To do so, we run the standard greedy procedure to process larger
subsets, and eventually switch into the operation mode of MG-3SC. When do we switch then? Suppose we let the standard greedy algorithm to pick first all and only the cost-1 \( r \)-sets with \( r \geq 3 \) and the cost-2 \( j \)-sets with \( j \geq 5 \). We then initiate MG-3SC to cover the remainder of elements, but a maximal cost-1 3-set packing is already taken at this point, and thus Step 1 is to be skipped. Moreover, there could remain 4-sets of cost-2, and we modify Step 7 of MG-3SC to incorporate them, so that a maximal 4-set packing of cost-2 subsets is constructed before a maximal 3-set packing; let \( P_2 \) denote now the union of these set packings.

How large could \( y(S) \) become now? Let \( S \) be a cost-1 \( k \)-set first, and suppose \( S^j \subseteq S \) is a \( j \)-set remaining uncovered after the standard greedy part, where \( 0 \leq j \leq 2 \). If \( S^j = \emptyset \), \( y(S) \leq (\sum_{i=3}^{k} 1/i) + 2(2/5) = H(k) - 7/10 \), since \( y_u \leq 2/5 \) for any \( u \) covered by the standard greedy part. If \( j = 2 \), \( S^j \) becomes an edge of \( G_1 \) as before, and hence, \( y(S^j) \leq 4/3 \), even after the modification in Step 7 of MG-3SC (the existence of cost-2 4-sets can only possibly lower its value). Meanwhile, \( y(S - S^j) \leq \sum_{i=3}^{k} 1/i \), and thus, \( y(S) \leq (\sum_{i=3}^{k} 1/i) + 4/3 \leq H(k) - 1/6 \). Similarly when \( j = 1 \), \( y(S - S^j) \leq (\sum_{i=3}^{k} 1/i) + 2/5 \), and \( y(S^j) \leq 1 \), totaling to \( y(S) \leq H(k) - 1/10 \).

Suppose next \( S \) is a cost-2 \( k \)-set, and in this case, \( S^j \) could be a \( j \)-set for \( 0 \leq j \leq 4 \), when the standard greedy procedure terminates. It is straightforward though to verify that, if \( j \leq 3 \), \( y(S - S^j) \leq (\sum_{i=5}^{k} 2/i) + 2/5 \leq 2(H(k) - H(3)) \) and \( y(S^j) \leq 2(H(3) - 1/6) \) as before, resulting in \( y(S) \leq 2(H(k) - 1/6) \). So assume that \( S^j \) is a 4-set, and observe that, as soon as \( S^j \) becomes a 3-set \( S^3 \) during the MG-3SC part, the analysis of Sect. 4.2 applies and \( y(S^3) \leq 2(H(3) - 1/6) \). So, let \( u \in S^j \) be the first element covered by MG-3SC. Then, \( u \) remains uncovered at the initiation of the maximal cost-2 4-set packing construction in Step 7, it receives \( y_u = 2/4 \). On the other hand, if \( u \) is already covered as a vertex of \( G_1 \) by a cost-1 set, \( y_u \) could be as large as 2/3. Therefore, \( y(S^j) \leq 2/3 + 2(H(3) - 1/6) = 2(H(4) - 1/12) \), and \( y(S) \leq 2(\sum_{i=5}^{k} 1/i) + 2(H(4) - 1/12) = 2(H(k) - 1/12) \).

The standard greedy algorithm can be implemented to run in time \( O(\sum_{S \in \mathcal{F}} |S|) \). The running time for computing a maximum cardinality matching (and the Gallai-Edmonds decomposition) is known to be \( O(|E| \sqrt{|V|}) \) for a graph \( G = (V, E) \) [17]. After all, we have shown that

**Theorem 9.** The modified greedy algorithm, given above, computes a set cover for \( k \)-SC of cost bounded by \( H(k) - 1/12 \) times the optimal cost in time \( O(\sum_{S \in \mathcal{F}} |S| + \min(|\mathcal{F}|, |U|^2) \cdot \sqrt{|U|}) \).

The integrality gap of (LP) is the maximum ratio, over all instances of \( k \)-SC, of the optimal value of (IP) to that of (LP). Since our analysis is throughout based on the LP duality, we additionally have

**Corollary 10.** The integrality gap of (LP) with \( cs \in \{1, 2\}, \forall S \in \mathcal{F} \), is bounded by \( \frac{2}{3} \) for 3-SC and by \( H(k) - 1/12 \) for \( k \)-SC with \( k \geq 4 \).
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Abstract. We present a simple and unified framework for developing and analyzing approximation algorithms for some multiway partition problems (with or without terminals), including the $k$-way cut (or $k$-cut), multiterminal cut (or multiway cut), hypergraph partition and target split.

1 Introduction

Let $V$ and $f : 2^V \to \mathbb{R}$ be a finite set and a set function respectively. Function $f$ is submodular if $f(A) + f(B) \geq f(A \cap B) + f(A \cup B)$ for all subsets $A$ and $B$ of $V$. It is symmetric if $f(S) = f(V - S)$ for all $S \subseteq V$. A family $\mathcal{P} = \{V_1, \ldots, V_k\}$ of pairwise disjoint nonempty subsets of $V$ whose union is $V$ is called a $k$-partition of $V$. The cost of $\mathcal{P}$ (with respect to $f$) is defined as $f(\mathcal{P}) = \sum_{i=1}^{k} f(V_i)$. Given a submodular system $(V, f)$ where $f$ is nonnegative, the $k$-partition problem in submodular systems (k-PPSS) is to find a $k$-partition of $V$ with the minimum cost ($2 \leq k \leq |V| - 1$). The $k$-partition problem in symmetric submodular systems (k-PPSS) is the k-PPSS with symmetric $f$. In this paper, we assume that $f$ is given by an oracle that computes $f(S)$ in at most $\theta$ time for any $S \subseteq V$.

The $k$-partition problem in hypergraphs (k-PPH) is a special case of the k-PPSS in which $V$ and $f$ are respectively the vertex set and the cut function of a hypergraph with nonnegative hyperedge costs (i.e., for any $S \subseteq V$, $f(S)$ is the sum of costs of hyperedges that have at least one but not all endpoints in $S$. It is nonnegative, symmetric and can be easily seen to be submodular). Our study starts from the $k$-partition problem in graphs (k-PPG). Given an undirected graph with nonnegative edge costs, the k-PPG asks to find a minimum cost edge subset whose removal leaves the graph with at least $k$ connected components. The problem is also called the $k$-way cut or $k$-cut problem. Goldschmidt and Hochbaum [4] have shown that the k-PPG is NP-hard for arbitrary $k$ even for unit edge costs, while it is solvable for any fixed $k$ in $O(n^k)$ time, where $n$ is the number of vertices. Faster algorithms can be found in [9,13,14].
Saran and Vazirani [19] and Kapoor [7] showed that the $k$-PPG problem (for arbitrary $k$) can be approximated within factor $2 - \frac{1}{k}$ in polynomial time. Recently, the authors [20] have given an approximation algorithm with improved performance guarantee about $2 - \frac{1}{k}$.

It is easy to see that the inclusion among the above problem classes is $k$-PPG $\subseteq k$-PPH $\subseteq k$-PP3S $\subseteq k$-PPSS. Hence all of these are also NP-hard for arbitrary $k$. Queyryame [17] has shown that for any fixed $k$ the $k$-PP3S is solvable in $O(|V|^{k^2} \theta)$ time. A faster algorithm for the 3-PP3S can be found in [13]. On the other hand, Queyryame [17] extends the greedy algorithm in [7,19] to show that the $k$-PP3S can be approximated within factor $2 - \frac{1}{k}$ in polynomial time. We note that his proof and the proofs of [7,19] all use lower bounds derived from the so-called cut tree (or Gomory-Hu tree) for $f$ (or for undirected graph), and are rather complicated and work only for symmetric submodular systems. As will be seen in the following, our approach in this paper works for any submodular system and gives a much simpler proof to show the same results.

We first show that the 2-PPSS is solvable in $O(|V|^3 \theta)$ time, while we leave it open whether the $k$-PPSS can be solved in polynomial time for fixed $k \geq 3$. We then extend the greedy algorithm in [7,17,19] to the $k$-PPSS. It finds a $k$-partition of $V$ by greedily “splitting” $V$ via minimum 2-partition computations. We will give a simple proof to show that the performance guarantee is no worse than $(1 + \alpha)(1 - \frac{1}{2})$, where $\alpha$ is any number that satisfies $\sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)$ for all $k$-partitions $\{V_1, \ldots, V_k\}$ of $V$. We show that in general we can let $\alpha = k - 1$, which implies the performance guarantee $k - 1$. This is the first approximation algorithm for the $k$-PPSS. Furthermore, it is clear that we can let $\alpha = 1$ if $f$ is symmetric, which implies the results of [7,17,19]. Several more applications of the results will also be given.

We next consider to approximate the $k$-PPSS via minimum 2,3-partition computations. We will show some properties on the performance and use them to approximate the $k$-PPH by factor about $2 - \frac{1}{k}$. This extends our result [20] for the $k$-PPG and improves the previous best bound $2 - \frac{1}{k}$ (implied by the result for the $k$-PP3S due to Queyryame [17]).

Finally we extend our results to the target split problem in submodular systems (TSPSS), which for an additional given target set $T \subseteq V$ ($|T| \geq k$) asks to find a minimum $k$-partition $\{V_1, V_2, \ldots, V_k\}$ such that each $V_i$ contains at least one target in $T$. A special case in which $|T| = k$, $V$ and $f$ are respectively the vertex set and the cut function of graphs is called the multiterminal (or previously multiway) cut problem, which is NP-hard even for $k = 3$ [3], and can be approximated within factor $1.5 - \frac{1}{k}$ [1], 1.3438 [8]. Clearly the TSPSS is a generalization of the $k$-PPSS and the multiterminal cut problem. We note that Maeda, Nagamochi and Ibaraki [12] have considered the target split problem in graphs and shown that it can be approximated within factor $2 - \frac{1}{2}$ in polynomial time. Our result will also give a simpler proof to show their result.
2 k-PPSS and Greedy Splitting Algorithm

We first observe that the 2-PPSS is solvable in $O(|V|^3 \theta)$ time.

**Theorem 1.** (Queyranne [16]) Given a symmetric submodular function $g: 2^V \to \mathbb{R}$, a nonempty proper subset $S^*$ of $V$ ($|V| \geq 2$) such that $g(S^*)$ is minimum can be found in $O(|V|^3 \theta)$ time where $\theta$ is the time bound of the oracle for $g$. □

**Theorem 2.** Given a submodular function $f: 2^V \to \mathbb{R}$ and a $W \subseteq V$ ($|W| \geq 2$), a nonempty proper subset $S^*$ of $W$ such that $f(S^*) + f(W - S^*)$ is minimum can be found in $O(|W|^3 \theta)$ time where $\theta$ is the time bound of the oracle for $f$.

Proof. Let $g: 2^W \to \mathbb{R}$ be defined by $g(S) = f(S) + f(W - S)$ for all $S \subseteq W$. Notice that $g$ is symmetric, submodular and for any $S \subseteq W$ we can compute $g(S)$ in at most $2\theta$ time. Theorem 1 shows that such an $S^*$ can be found in $O(|W|^3 \theta)$ time. □

(Notice that $f$ is not needed to be nonnegative in Theorem 2.) We next present a greedy splitting approximation algorithm (GSA) for the $k$-PPSS in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Greedy splitting algorithm (GSA) for the $k$-PPSS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $P_1 \leftarrow {V}$;</td>
</tr>
<tr>
<td>2. for $i = 1, \ldots, k - 1$ do</td>
</tr>
<tr>
<td>3. $(S_i, W_i) \leftarrow \text{argmin}{f(S) + f(W - S) - f(W) \mid \emptyset \neq S \subseteq W, W \in P_i}$;</td>
</tr>
<tr>
<td>4. $P_{i+1} \leftarrow (P_i - {W_i}) \cup {S_i, W_i - S_i}$;</td>
</tr>
<tr>
<td>5. end for $*$/</td>
</tr>
<tr>
<td>6. Output $P_k$.</td>
</tr>
</tbody>
</table>

GSA contains $k - 1$ rounds and the $i$-th round computes an $(i+1)$-partition $P_{i+1}$ of $V$, where $P_1 = \{V\}$ and $P_{i+1}$ is obtained by greedily “splitting” some member in $P_i$ into two nonempty parts at the minimum cost. Formally, in the $i$-th round we compute a pair $(S_i, W_i)$ that minimizes $f(S) + f(W - S) - f(W)$ (called the splitting cost) over all $S$ and $W$ such that $\emptyset \neq S \subseteq W$ and $W \in P_i$. We get $P_{i+1}$ from $P_i$ by replacing $W_i$ with $S_i$ and $W_i - S_i$. Thus, for $\ell = 1, 2, \ldots, k$, it holds

$$f(P_{\ell}) = f(V) + \sum_{i=1}^{\ell-1} (f(S_i) + f(W_i - S_i) - f(W_i)). \quad (1)$$

Clearly the output $P_k$ of GSA is a $k$-partition of $V$. For any (fixed) $W \subseteq V$, Theorem 2 shows that we can find in $O(|W|^3 \theta)$ time a nonempty proper subset $S^*$ of $W$ such that $f(S^*) + f(W - S^*)$ (hence $f(S^*) + f(W - S^*) - f(W)$) is minimum. Thus we can execute step 3 in $\sum_{W \in P_i} O(|W|^3 \theta) = O(\sum_{W \in P_i} |W|^3 \theta) = O(|V|^3 \theta)$ time. Hence the running time of GSA is $O(k|V|^3 \theta)$.

To analyze the performance guarantee, we first go through a technical lemma.
Lemma 1. For an \( \ell \in \{1, \ldots, k\} \), let \( \mathcal{P}_\ell \) be the \( \ell \)-partition of \( V \) found by GSA in the \((\ell - 1)\)-th round. Then for any ordered \( \ell \)-partition \( \{V_1, V_2, \ldots, V_\ell\} \) of \( V \), it holds that

\[
f(\mathcal{P}_\ell) \leq \sum_{i=1}^{\ell-1} (f(V_i) + f(V - V_i)) - (\ell - 2)f(V). \tag{2}
\]

Proof. We proceed by induction on \( \ell \). It is trivial for \( \ell = 1 \). Suppose that it holds for \( \ell - 1 \). Consider an ordered \( \ell \)-partition \( \mathcal{P} = \{V_1, V_2, \ldots, V_\ell\} \) of \( V \). Since \( \mathcal{P}_{\ell-1} \) is an \((\ell - 1)\)-partition of \( V \), there exist a \( W \in \mathcal{P}_{\ell-1} \) and two distinct \( V_j, V_k \in \mathcal{P} \) with \( j < k \) such that \( W \cap V_j \neq \emptyset \neq W \cap V_k \). We here consider the ordered \((\ell - 1)\)-partition \( \mathcal{P}' = \{V_1, \ldots, V_{j-1}, V_{j+1}, \ldots, V_{\ell-1}, V_j \cup V_\ell\} \) where the order is the same as \( \mathcal{P} \) except for that \( V_j \) is merged with the last member \( V_\ell \) (notice \( j < \ell \)). By the induction hypothesis on \( \ell - 1 \), (2) holds for \( \mathcal{P}_{\ell-1} \) and \( \mathcal{P}' \), i.e.,

\[
f(\mathcal{P}_{\ell-1}) \leq \sum_{1 \leq i \leq \ell-1, \ i \neq j} (f(V_i) + f(V - V_i)) - (\ell - 3)f(V). \tag{3}
\]

Thus by (3) it suffices to show that

\[
f(\mathcal{P}_\ell) - f(\mathcal{P}_{\ell-1}) \leq f(V_j) + f(V - V_j) - f(V). \tag{4}
\]

Notice that \( W \cap V_j \) is a nonempty proper subset of \( W \). Thus \((W \cap V_j, W)\) is a candidate for step 3 of GSA. Hence by the optimality of \((S_{\ell-1}, W_{\ell-1})\),

\[
f(S_{\ell-1}) + f(W_{\ell-1}) - f(S_{\ell-1}) \leq f(W \cap V_j) + f(W - V_j) - f(W). \tag{5}
\]

The submodularity of \( f \) implies that the right hand of (5) is at most

\[
f(V_j) + f(W - V_j) - f(W \cup V_j) \leq f(V_j) + f(V - V_j) - f(V),
\]

proving (4). \( \square \)

Theorem 3. Given a nonnegative submodular system \((V, f)\), GSA finds a k-partition of \( V \) of cost at most \((1 + \alpha)(1 - \frac{1}{k})\) times the optimum, where \( \alpha \) is any number that satisfies \( \sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i) \) for all k-partitions \( \{V_1, \ldots, V_k\} \) of \( V \).

Proof. Let \( \mathcal{P}^* = \{V_1^*, V_2^*, \ldots, V_k^*\} \) be an optimal k-partition of \( V \) with the order such that \( f(V_i^*) + f(V - V_i^*) = \max_{1 \leq i \leq k} \{f(V_i^*) + f(V - V_i^*)\} \). Then

\[
\sum_{i=1}^{k-1} (f(V_i^*) + f(V - V_i^*)) \leq (1 - \frac{1}{k}) \sum_{i=1}^{k} (f(V_i^*) + f(V - V_i^*))
\]

\[
\leq (1 + \alpha)(1 - \frac{1}{k}) \sum_{i=1}^{k} f(V_i^*).
\]

On the other hand, by Lemma 1 GSA finds a k-partition of cost at most \( \sum_{i=1}^{k} (f(V_i^*) + f(V - V_i^*)) \) (note \( f(V) \geq 0 \)). Hence the proof goes because \( \sum_{i=1}^{k} f(V_i^*) \) is the optimum. \( \square \)
For symmetric $f$, we can let $\alpha = 1$ and obtain the following corollaries.

**Corollary 1.** (Queyrane [17]) The $k$-PP3S can be approximated within factor $2 - \frac{1}{k}$ in polynomial time.

**Corollary 2.** (Saran and Vazirani [19], Kapoor [7]) The $k$-PPG problem can be approximated within factor $2 - \frac{1}{k}$ in polynomial time.

In general we cannot let $\alpha = 1$. Nevertheless, we show that $\alpha = k - 1$ is enough.

**Lemma 2.** $\sum_{i=1}^{k} f(V - V_i) \leq (k - 1) \sum_{i=1}^{k} f(V_i) - k(k - 2) f(\emptyset)$ holds for any $k$-partition $\{V_1, \ldots, V_k\}$ of a submodular system $(V, f)$.

**Proof.** For any two disjoint subsets $A, B \subseteq V$, $f(A \cup B) \leq f(A) + f(B) - f(\emptyset)$ holds by the submodularity of $f$. Thus $f(V - V_i) = f(\bigcup_{j \neq i} V_j) \leq \sum_{j \neq i} f(V_j) - (k - 2) f(\emptyset)$ for $i = 1, \ldots, k$. Hence the lemma goes.

Notice that $f(\emptyset) \geq 0$ in the $k$-PPSS, which implies that $\alpha = k - 1$ is enough. Thus the performance guarantee of GSA for the $k$-PPSS is no worse than $k - 1$. We remark that the bound is also tight (a tight example will be given in the full paper). By summarizing the arguments so far we establish the next theorem.

**Theorem 4.** The $k$-PPSS can be approximated within factor $k - 1$ in $O(k|V|^3 \theta)$ time for any nonnegative submodular system $(V, f)$, where $\theta$ is the time bound of the oracle for $f$.

Our proof is not only very simple but also allows us to plug some approximate algorithms into GSA. Suppose that a $\rho$-approximation algorithm for 2-PPSS is used. It is easy to see that the cost of the obtained $k$-partition is bounded by $\rho(1 + \alpha)/(1 - 1/k)$ times the optimum.

**Theorem 5.** The variant of GSA that uses a $\rho$-approximation algorithm for 2-PPSS to compute 2-partitions is a $\rho(1 + \alpha)/(1 - 1/k)$ approximation algorithm for the $k$-PPSS, where $\alpha$ is any number that satisfies $\sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)$ for all $k$-partitions $\{V_1, \ldots, V_k\}$ of $V$.

As a result, we obtain the next corollary by using the linear time $(2 + \epsilon)$-approximation algorithm [11] for minimum cut problem in graphs with unit edge costs, where $\epsilon \in (0, 1)$ is an arbitrary number.

**Corollary 3.** The $k$-PPG in graphs with unit edge costs can be approximated within factor $(4 + \epsilon)(1 - 1/k)$ in $O(k(n + m))$ time, where $\epsilon \in (0, 1)$ is a fixed number, and $n$ and $m$ are the numbers of vertices and edges respectively.

Before closing this section, we show important applications of our results to two variants of the $k$-PPH that arise from VLSI design [2,10]. Let $H = (V, E)$ be a hypergraph with vertex set $V$ and hyperedge set $E$. Let $c : E \rightarrow \mathbb{R}^+$ be a nonnegative hyperedge cost function. For a $k$-partition $\mathcal{P}$ of $V$, two types of cost to be minimized, $\text{cost}_1(\mathcal{P})$ and $\text{cost}_2(\mathcal{P})$, are introduced: $\text{cost}_1(\mathcal{P})$ counts
the cost \( c(e) \) of each hyperedge \( e \) \( p - 1 \) times if its endpoints of \( e \) belong to \( p \) distinct members in \( P \), while \( \text{cost}_2(P) \) counts \( c(e) \) once if its endpoints \( e \) belong to at least two distinct members in \( P \). (Recall that \( f(P) \) in the \( k \)-PPH counts \( c(e) \) \( p \) times if its endpoints of \( e \) belong to \( p \geq 2 \) distinct members in \( P \).)

For the \( k \)-PPH with cost functions \( \text{cost}_1 \) and \( \text{cost}_2 \), the previous best approximation guarantees are \( 2 - \frac{1}{p} \) and \( d_{\text{max}}(1 - \frac{1}{p}) \) respectively [15], where \( d_{\text{max}} \) is the maximum degree of hyperedges. We here show that better guarantees can be obtained by a simpler proof than [15]. For this, we define three set functions \( f_{\text{ex}}, f_{\text{in}} \) and \( f : 2^V \to \mathbb{R}^+ \) as follows. Let \( f_{\text{ex}} \) be the cut function of \( H \). For any \( S \subseteq V \), let \( f_{\text{in}}(S) \) be the sum of costs of hyperedges whose endpoints are all in \( S \), and \( f(S) = f_{\text{ex}}(S) + f_{\text{in}}(S) \). Observe that the \( k \)-PPH with cost function \( \text{cost}_1 \) asks to find a \( k \)-partition \( P = \{V_1, V_2, \ldots, V_k\} \) of \( V \) that minimizes \( \sum_{i=1}^{k} f(V_i) - f(V) = \sum_{i=1}^{k} (f(V_i) - \frac{f(V)}{k}) \), while the \( k \)-PPH with cost function \( \text{cost}_2 \) asks to minimize \( f_{\text{in}}(V) - \sum_{i=1}^{k} f_{\text{in}}(V_i) = \sum_{i=1}^{k} (\frac{f_{\text{in}}(V)}{k} - f_{\text{in}}(V_i)) \). It is easy to see that both functions \( g_1 = f - \frac{f}{k} \) and \( g_2 = f_{\text{in}}(V) - f_{\text{in}} \) are submodular, but may not be nonnegative or symmetric. Nevertheless, since both Theorem 2 and Lemma 1 do not require the function to be nonnegative or symmetric, we can still use GSA to find a \( k \)-partition and use Lemma 1 to estimate the performance. By easy calculations, we can enjoy the next performance guarantees.

Corollary 4. The \( k \)-PPH with cost function \( \text{cost}_1 \) (resp., \( \text{cost}_2 \)) can be approximated within factor \( 2 - \frac{1}{p} \) (resp., \( \min(k, d_{\text{max}})(1 - \frac{1}{p}) \)) in polynomial time, where \( d_{\text{max}} \) is the maximum degree of hyperedges with positive cost. \( \square \)

3 Greedy Splitting via Minimum 2,3-Partitions

We have seen the GSA that increases the number of partitions one by one via minimum 2-partition computations. In this section we consider to increase the number of partitions two by two greedily. Let \( k = 2m + 1 \geq 3 \) be an odd number. (The case that \( k \) is an even number will be treated later.) We consider the next approximation algorithm for the \( k \)-PPSS, GSA2 (Table 2) contains \( m \) rounds and the \( t \)-th round constructs an \((2t + 1)\)-partition \( P_{t+1} \) of \( V \), where \( P_1 = \{V\} \), and the \((2t + 1)\)-partition \( P_{t+1} \) is obtained by greedily “splitting” some member(s) in \( P_t \) at the minimum cost. There are two ways of such splitting. One is to split two members into four, which is considered by step 3. Another is to split one member into three, which is considered by step 4. We choose the one with the minimum cost to get \( P_{t+1} \) from \( P_t \) (step 5 – 8).

Clearly the output \( P_{m+1} \) is a \( k \)-partition of \( V \). Let us consider the running time. In step 3 the objective is minimized by the least two minimum 2-partitions of members in \( P_t \). Thus by Theorem 2 step 3 can be done in \( \sum_{W \in P_t} O(|W|^2\theta) = O(V^3\theta) \) time. However, by now we do not know how to find a minimum 3-partition in submodular systems, which means that the time complexity of step 4 is still unknown in general. Therefore we suppose that the input \((V, f)\) satisfies the next condition, which ensures that GSA2 runs in polynomial time.
Table 2. Greedy splitting algorithm 2 (GSA2) for the k-PPSS with odd k = 2m + 1.

1. \( P_0 \leftarrow \{ V \} \);
2. for \( i = 1, \ldots, m \) do
   3. \( (S_i^1, W_i^1, S_i^2, W_i^2) \leftarrow \arg \min \{ \sum_{j=1}^{2} (f(S_j) + f(W_j - S_j) - f(W_j)) \mid \emptyset \neq S_j \subseteq W_j, j = 1, 2, \text{ for distinct } W_i, W_i^2 \in P_i \} \);
   4. \( (T_i^1, T_i^2, W_i^3) \leftarrow \arg \min \{ f(T_i^1) + f(T_i^2) + f(W_i - T_i^1 - T_i^2) - f(W_i^3) \mid \{T_i^1, T_i^2, W_i - T_i^1 - T_i^2\} \text{ is a 3-partition of some } W \in P_i \} \);
   5. if \( \sum_{j=1}^{2} (f(S_j^1) + f(W_j^1 - S_j^1) - f(W_j^1)) \)
      \( < f(T_i^1) + f(T_i^2) + f(W_i - T_i^1 - T_i^2) - f(W_i^3) \) then
      6. \( P_{i+1} \leftarrow (P_i - \{ W_i^3 \}) \cup \{ T_i^1, T_i^2, W_i - T_i^1 - T_i^2 \} \);
   else
      8. \( P_{i+1} \leftarrow (P_i - \{ W_i^3 \}) \cup \{ T_i^1, T_i^2, W_i - S_i^1 - S_i^2 \} \);
   end if
   9. end for
10. Output \( P_{m+1} \).

Condition 1. For any \( W \subseteq V \), a 3-partition \( \{ T^1, T^2, W - T^1 - T^2 \} \) of \( W \) that minimizes \( f(T^1) + f(T^2) + f(W - T^1 - T^2) \) can be found in polynomial time.

To analyze the performance of GSA2, we show a lemma analogous with Lemma 1.

Lemma 3. For an \( \ell \in \{0, 1, \ldots, m\} \), let \( P_{\ell+1} \) be the \((2\ell+1)\)-partition of \( V \) found by GSA2 in the \( \ell \)-th round. Then for any ordered \((2\ell+1)\)-partition \( \{ V_1, V_2, \ldots, V_{2\ell+1} \} \) of \( V \), it holds that

\[
f(P_{\ell+1}) \leq \sum_{i=1}^{\ell} (f(V_{2i-1}) + f(V_{2i}) + f(V - V_{2i-1} - V_{2i})) - (\ell - 1)f(V). \tag{6}
\]

Proof. We proceed by induction on \( \ell \). It is trivial when \( \ell = 0 \). Suppose that it holds for \( \ell - 1 \). Consider an ordered \((2\ell + 1)\)-partition \( P = \{ V_1, V_2, \ldots, V_{2\ell+1} \} \) of \( V \). Since \( P_\ell \) is a \((2\ell - 1)\)-partition of \( V \), we see that at least one of the next two cases occurs for \( P \) and \( P_\ell \).

1. There is a \( W^1 \in P_\ell \) and three distinct \( V_r, V_s, V_t \in P \) \((r < s < t)\) such that \( W^1 \cap V_r \neq \emptyset, W^1 \cap V_s \neq \emptyset, \text{ and } W^1 \cap V_t \neq \emptyset \).
2. There are two distinct \( W^1, W^2 \in P_\ell \) and four distinct \( V_a, V_b, V_p, V_q \in P \) \((a < b, p < q, a < p)\) such that \( W^1 \subseteq V_a \cup V_b, W^2 \subseteq V_p \cup V_q, W^1 \cap V_a \neq \emptyset \neq W^2 \cap V_q \).

In case 1, we further consider the following two sub-cases.

1a. There is an \( h \in \{1, \ldots, \ell\} \) such that \( r = 2h - 1 \) and \( s = 2h \).
1b. Otherwise \( r \in \{2h - 2, 2h\} \) and \( s \in \{2h' - 2, 2h'\} \) for some \( 1 \leq h < h' \leq \ell \).

Similarly, we consider the next two sub-cases in case 2.
2a. There is an \( h \in \{1, \ldots, \ell\} \) such that \( a = 2h - 1 \) and \( p = 2h \).
2b. Otherwise \( a \in \{2h - 1, 2h\} \) and \( p \in \{2h' - 1, 2h'\} \) for some \( 1 \leq h < h' \leq \ell \).

We will show that in each sub-case of 1a, 1b, 2a, 2b, there is a “nice splitting” which is a candidate for step 3 or 4 of GSA2. (Recall that the cost of any “nice splitting” is an upper bound on \( f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_{\ell}) \).) We show that we can construct an ordered \((2\ell - 1)\)-partition \( \mathcal{P}' = \{V_1, \ldots, V_{2\ell-1}\} \) of \( V \) from \( \mathcal{P} \) such that \( \sum_{i=1}^{\ell-1} (f(V_{2i-1}) + f(V_{2i}) + f(V - V_{2i-1} - V_{2i})) - (\ell - 2)f(V) \) plus the cost of the “nice splitting” is at most the right hand of (6). This will prove the lemma by the induction hypothesis on \( \mathcal{P}' \).

In what follows, we only consider sub-case 2a due to space limitation (the other cases can be shown analogously). Let \( \mathcal{P} \) be the ordered \((2\ell - 1)\)-partition \( \{V_1, \ldots, V_{2h-2}, V_{2h+1}, \ldots, V_{2\ell}, V_{2h-1} \cup V_{2h} \cup V_{2\ell+1}\} \) of \( V \), which has the same order as \( \mathcal{P} \) except for that \( V_{2h-1} \) and \( V_{2h} \) are merged with the last member \( V_{2\ell+1} \) (notice \( 2h - 1 < 2h < 2\ell + 1 \)). By the induction hypothesis on \( \ell - 1 \), (6) holds for \( \mathcal{P}_{\ell} \) and \( \mathcal{P}' \), i.e.,

\[
f(\mathcal{P}_{\ell}) \leq \sum_{1 \leq i \leq \ell, i \neq h} (f(V_{2i-1}) + f(V_{2i}) + f(V - V_{2i-1} - V_{2i})) - (\ell - 2)f(V).
\]

Thus, it suffices to show

\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_{\ell}) \leq f(V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) - f(V). \tag{7}
\]

For this, we choose \((W^1 \cap V_{2h-1}, W^1 \cap V_{2h}, W^2 \cap V_{2h}, W^2)\) as the “nice splitting”, i.e., split \( W^1 \) and \( W^2 \) into \( W^1 \cap V_{2h-1}, W^1 \cap V_{2h}, W^2 \cap V_{2h}, W^2 - V_{2h} \) respectively. Clearly it is a candidate for \((S_1^1, W_1^1, S_2^1, W_2^1)\) in step 3 of GSA2 (see Table 2). Therefore,

\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_{\ell}) \leq f(W^1 \cap V_{2h-1}) + f(W^1 \cap V_{2h} - V_{2h}) - f(W^1) + f(W^2 \cap V_{2h}) + f(W^2 - V_{2h}) - f(W^2). \tag{8}
\]

By the submodularity, the right hand of (8) is at most

\[
f(W^1 \cap V_{2h-1}) - f(W^1) + f(W^2 \cap V_{2h}) + f(W^2 \cap V_{2h}) - f(W^2) - f(V) + f[W^1 \cap V_{2h-1}) + f(W^2 \cap V_{2h-1}) - f(W^1)] \]
\[
\leq [f(W^1 \cap V_{2h-1}) + f(W^1 \cup V_{2h-1}) - f(W^1)] + [f(W^2 \cap V_{2h}) + f(W^2 \cup V_{2h}) - f(W^2)] + f(V - V_{2h-1} - V_{2h}) - f(V) - f(V) \]
\[
\leq f(V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) - f(V),
\]

proving (7).

For an even \( k = 2m \geq 2 \), we start with a minimum 2-partition of \( V \) before increasing the number of partitions two by two greedily. It is described in Table 3, where the same code as in Table 2 are abbreviated. Clearly the output \( \mathcal{P}_m \) is a \( k \)-partition of \( V \). In order to be a polynomial time algorithm, it is again assumed that Condition 1 is satisfied. We give a lemma on the performance, where the proof can be done in a similar way as Lemma 3 and is omitted.
Table 3. Greedy splitting algorithm 2 (GSA2) for the $k$-PPSS with even $k = 2m$.

1. $\mathcal{P}_1 \leftarrow$ a minimum 2-partition of $V$;
2. for $i = 1, \ldots, m - 1$ do
3. \hspace{1em} (The same as step 3 - 10 in Table 2);
11. Output $\mathcal{P}_m$.

Lemma 4. For an $\ell \in \{1, 2, \ldots, m\}$, let $\mathcal{P}_\ell$ be the $2\ell$-partition of $V$ found by GSA2 in the $\ell$-th round. Then for any ordered $2\ell$-partition $\{V_1, V_2, \ldots, V_{2\ell}\}$ of $V$, it holds that

$$f(\mathcal{P}_\ell) \leq f(V_1) + f(V - V_1) + \sum_{i=1}^{\ell-1} (f(V_{2i}) + f(V_{2i+1}) + f(V - V_{2i} - V_{2i+1})) - (\ell - 1)f(V). \quad (9)$$

We note that, not surprisingly, GSA2 does no worse than GSA in any cases. This can be seen by comparing the right hand of (2) and (6) or (9). Notice that $f(V - A - B) + f(V) \leq f(V - A) + f(V - B)$ for any disjoint subsets $A$ and $B$ of $V$. In fact, using Lemma 3 and Lemma 4, we have the next result.

Theorem 6. The performance guarantee of GSA2 is $\frac{2 - \frac{1}{m}}{2}$ for the $k$-PPSS and $2 - \frac{1}{m}$ for the $k$-PP3S. There are examples that indicate these bounds are tight.

However, we know that GSA2 can do better for the $k$-PPG [20]. A question is, what can it guarantee to problem classes lying between the $k$-PPG and the $k$-PP3S e.g., the $k$-PPH. In the following, we show that GSA2 achieves a guarantee better than $2 - \frac{1}{m}$ for the $k$-PPH, extending the result for the $k$-PPG by [20].

Theorem 7. The $k$-PPH can be approximated in polynomial time within factor $2 - \frac{1}{3}$ for any odd $k \geq 3$ and factor $2 - \frac{1}{k} + \frac{1}{k+1}$ for any even $k \geq 2$.

Proof. Let $V$ and $f$ be respectively the vertex set and the cut function of a hypergraph $H$. It is easy to see that Condition 1 is satisfied by considering the reduced hypergraph of $H$ for any vertex subset $W \subseteq V$, where for each hyperedge $e$, the endpoints of $e$ that are not in $W$ are removed and $e$ is present if it has at least two endpoints in $W$. Thus GSA2 (Table 2, 3) is a polynomial time approximation algorithm for the $k$-PPH. We next show the claimed performance guarantee. Let $\mathcal{P}^* = \{V_1^*, V_2^*, \ldots, V_k^*\}$ be a minimum $k$-partition of $V$. Let $\pi$ denote a numbering of $\{1, \ldots, k\}$, and let $\pi(t)$ be the number of $t$.

First consider an odd number $k = 2m + 1 \geq 3$. By applying Lemma 3 to $\mathcal{P}^*$, we see that GSA2 finds a $k$-partition of $V$ with cost at most $f_\pi = \sum_{i=1}^m (f(V^*_\pi(2i-1)) + f(V^*_\pi(2i)) + f(V - V^*_\pi(2i-1) - V^*_\pi(2i)))$ for any numbering $\pi$. We want to show that there is a numbering $\pi^*$ such that $f_{\pi^*}$ is no more than $2 - \frac{1}{m}$.
times the optimum $f(P^*) = \sum_{i=1}^{k} f(V^*_i)$. This can be done by considering all permutations and showing that the average value of $f_\pi$ is at most $(2 - \frac{2}{d}) f(P^*)$.

Let us rewrite $f_\pi$ as $2f(V^*_i) - \Delta_\pi$, where $\Delta_\pi = 2f(V^*_i) + \sum_{i=1}^{m} (f(V^*_i(2i-1)) + f(V^*_i(2i)) - f(V - V^*_i(2i-1) - V^*_i(2i)))$ Thus we only need to show that the average value of $\Delta_\pi$ is at least $\frac{2}{d} f(P^*)$. For each hyperedge $e$, we consider the average number that $e$ is counted in $\Delta_\pi$. For simplicity, let us contract each $V^*_i \in P^*$ to a single node $v_i$ (this may decrease the degree of $e$). Let $H|_{P^*}$ denote the contracted hypergraph. To avoid confusing we use the word “node” in $H|_{P^*}$ to denote the contracted vertex subsets. We assume without loss of generality that $H|_{P^*}$ is simple and complete. Otherwise we can meet this by merging the hyperedges with the same endpoints and adding zero cost hyperedges. Suppose that after contraction $e$ has degree $d \geq 2$ (otherwise $e$ is not counted in $\Delta_\pi$).

Recall that $f(S)$ is the sum of costs of hyperedges that has at least one but not all endpoints in $S$ for $S \subseteq V$. Thus due to the $2f(V^*_i)$ term in $\Delta_\pi$, $e$ is counted twice if one endpoint of $e$ is numbered $k$. Since $H|_{P^*}$ has $k$ nodes and $e$ has $d$ endpoints, we see that the average number (expected value) that $e$ is counted due to the $2f(V^*_i)$ term is $\frac{4d}{k}$. On the other hand, due to the other term $\sum_{i=1}^{m} (f(V^*_i(2i-1)) + f(V^*_i(2i)) - f(V - V^*_i(2i-1) - V^*_i(2i)))$ in $\Delta_\pi$, $e$ is counted twice if $d = 2$ and the two endpoints of $e$ are numbered $i((2i-1)$ and $i(2i)$ for some $i \in \{1, 2, \ldots, m\}$, otherwise $e$ is counted $p$ times if $d > 3$ and the endpoints of $e$ contains $p$ pairs of nodes that are numbered $i((2i-1)$ and $i(2i)$ for some distinct $i_p \in \{1, 2, \ldots, m\}$. Notice that for each fixed pair of indices $2i - 1$ and $2i$, the average number (probability) that both nodes $v_{2i-1}$ and $v_{2i}$ become endpoints of $e$ is $\frac{k-2}{d-2} \cdot \frac{k}{d} \cdot \frac{d}{k-2} = \frac{k(k-1)}{d(k-1)}$. Thus the average number that $e$ is counted due to the $\sum_{i=1}^{m} (f(V^*_i(2i-1)) + f(V^*_i(2i)) - f(V - V^*_i(2i-1) - V^*_i(2i)))$ term is $2 \cdot m \cdot \frac{2(d-1)}{k(k-1)} = \frac{4d}{k}$. Since $e$ is counted $d$ times in the optimum $f(P^*)$, we see that the contribution of $e$ to the average value of $\Delta_\pi$ is $\frac{1}{2} \cdot \frac{4d}{k}$ times the contribution to $f(P^*)$, Thus we see that the average value of $\Delta_\pi$ is at least $\frac{2}{d} f(P^*)$, which finishes the proof of the theorem for an odd $k$.

Similarly, we can prove the theorem for an even $k$. We note that the bounds are tight, see [20].

\section{Target Split Problem in Submodular Systems}

Given a target set $T \subseteq V (|T| \geq k)$ as an additional input, the \textit{target split problem in submodular systems} (TSPSS) is to find a minimum $k$-partition \{$V_1, V_2, \ldots, V_k$\} such that each $V_i$ contains at least one target. By considering only those “valid” $k$-partitions (i.e., a target split of $T$), we extend our algorithms to the TSPSS.

Let us first consider algorithm GSA. In step 3 of GSA, we need to compute a valid 2-partition for some $W$ in the current solution $P_i$ at the minimum cost. This can be done if we can compute a minimum valid 2-partition for each $W \in P_i$. We do this in the next way.
We do nothing with $W \in \mathcal{P}_t$ such that $|T \cap W| \leq 1$. For each $W \in \mathcal{P}_t$ with $|T \cap W| \geq 2$, we choose a target $s \in T \cap W$, compute a minimum 2-partition of $W$ that separates $s$ and $t$ for each target $t \in T \cap W - \{s\}$, and choose the one with the minimum cost. We see that a minimum 2-partition of $W$ that separates specified vertices $s$ and $t$ can be found in polynomial time.

**Lemma 5.** Given a submodular system $(V, f)$ and a $W \subseteq V$, for any $s, t \in W$ ($s \neq t$), a subset $S^*$ of $W$ such that $s \in S^*$, $t \notin S^*$ and $g(S^*) + g(W - S^*)$ is minimum can be found in polynomial time.

**Proof.** Consider a submodular system $(W - \{s, t\}, g)$ where $g(S) = f(S \cup \{s\}) + f(W - S - \{s\})$ for all $S \subseteq W - \{s, t\}$. Clearly we need only to find a subset $S'$ of $W - \{s, t\}$ that $g(S')$ is minimum by letting $S^* = S' \cup \{s\}$. Since $g$ is submodular, it can be minimized in polynomial time [5,6,18].

Hence we have seen that GSA can be extended to the TSPSS and runs in polynomial time. Furthermore, the performance can still be shown in a straightforward manner as Lemma 1 and Theorem 3. We summarize this as the next theorem.

**Theorem 8.** Given a nonnegative submodular system $(V, f)$ with a target set $T \subseteq V$, the TSPSS can be approximated within factor $(1 + \alpha)(1 - \frac{1}{k})$ in polynomial time, where $\alpha$ is any number that satisfies $\sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)$ for all $k$-partitions $\{V_1, \ldots, V_k\}$ of $V$ that is a target split of $T$, where we can let $\alpha = k - 1$ in general, and let $\alpha = 1$ for symmetric $f$.

Let us consider GSA2. Since the multiterminal cut problem is NP-hard even for $k = 3$, we cannot expect a polynomial time algorithm to compute a minimum 3-partition that is a target split in general (unless P=NP). Nevertheless, we note that Lemma 3, 4 can be extended to the TSPSS in a straightforward manner.

### 5 Conclusion and Remark

In this paper, we have presented a simple and unified approach for developing and analyzing approximation algorithms for some multiway partition related minimization problems. The main idea is a greedy splitting approach to unified problems k-PPSS (k-partition problem in submodular systems) and TSPSS (target split problem in submodular systems). Several important and interesting results are shown in this paper.

We note that it is still open whether the k-PPSS can be solved in polynomial time for any $k \geq 3$ (the 2-PPSS is shown to be solvable in polynomial time). Finally, we remark that it seems not so easy as in this paper to show the performance guarantee of greedy algorithms that increase the number of partitions three (or more) by three (or more). This is because analogous properties that we have shown in Lemma 1, 3 and 4 no longer hold even for k-PPG [20].
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Abstract. The bin packing problem asks for a packing of a list of items from \(\{0, 1\}\) into the smallest possible number of bins having unit capacity. The \(k\)-item bin packing problem additionally imposes the constraint that at most \(k\) items are allowed in one bin. We present two efficient approximation algorithms for the on-line version of this problem. We show that, for increasing values of \(k\), the asymptotic worst-case performance ratio of the first algorithm tends towards 2 and that the second algorithm has an asymptotic worst-case performance ratio of 2. Both heuristics considerably improve upon the best known result 2.7 of Krause, Shen and Schwetman. Moreover, we present algorithms for \(k = 2\) and \(k = 3\), where the result for \(k = 2\) is best possible.
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1 Introduction

In the classical bin packing problem (BP) we are given a list \(L = (a_1, a_2, \ldots, a_n)\) consisting of real numbers from \(\{0, 1\}\), called items, and arbitrary many bins of unit capacity. The task is to find a packing of the items into as few bins as possible. In the on-line version (oBP) of this problem, the items have to be packed into the bins in the order they arrive. A new item \(a_n\) is packed solely on the basis of the sizes of the previous items \(a_1, \ldots, a_{n-1}\) and their packing. There is no information about subsequent items nor is it allowed to move or remove an already packed item.
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We study a variant of \((oBP)\) in which an upper bound is additionally imposed on the number of items that can be packed together into one bin. The resulting problem is known as the \emph{on-line k-item bin packing problem} \((okBP)\). It is derived directly from \((oBP)\) by adding the constraint that at most \(k\) items can be packed into every bin.

The problem \((okBP)\) first appeared in [3] in the context of task-scheduling on a multiprogramming computer system. In such a system there are \(k\) processors that share a common memory of fixed capacity. A sequence of tasks with unit processing times have to be executed on these processors. Each task has a certain memory requirement. The goal is to execute all tasks within the shortest possible time. We can represent the tasks by items and each unit of time by one bin. The memory requirements of the tasks correspond to the sizes of the items. All tasks that are performed in parallel correspond to items in the same bin. In particular, each bin has capacity \(1\) and contains not more than \(k\) items. The total execution time of the schedule equals the number of bins used in the packing.

Since bin packing is well known to be NP-complete, we are interested in the worst-case performance of approximation algorithms. For a given bin packing heuristic \(H\) and a list \(L\) of items, let \(C^H(L)\) denote the number of bins used in a solution generated by \(H\). Let \(C^{OPT}(L)\) denote the smallest possible number of bins. (If \(L\) is clear from the context, then we omit it from the notation.) Then, the \emph{asymptotic worst-case performance ratio} \(R_H\) of a heuristic \(H\) is defined by

\[
R_H = \lim_{N \to \infty} \sup_L \left\{ \frac{C^H(L)}{C^{OPT}(L)} \right\} \text{ for } C^{OPT}(L) = N.
\]

The \(d\)-\emph{dimensional vector packing problem} is a generalization of the one-dimensional bin packing problem. In such a problem, each item \(i\) is characterized by \(d\) numbers \(a_{i1}, a_{i2}, \ldots, a_{id}\). The task is to find a packing of items into as few bins as possible such that, for every \(j\) with \(1 \leq j \leq d\), the sum of the numbers \(a_{ij}\) of all items \(i\) in one bin is at most \(1\). The best known on-line heuristic for this problem is the generalization of First-Fit to the \(d\)-dimensional case, for which Garey et al. [2] prove that \(R_{FF} = d + 0.7\). Clearly, \((okBP)\) can be seen as a special case where \(d = 2\) and the second number associated with each item is \(1/k\). This provides an immediate bound \(R_{FF} \leq 2.7\).

While bin-packing without cardinality constraints is well investigated, not much is known so far about the \(k\)-item bin packing problem. Krause et al. [3] investigated in 1975 an adaptation of \((FF)\) to the cardinality constrained problem (henceforth denoted by \((kFF)\)), which packs a new item into the first possible bin that contains less than \(k\) items. They prove a bound \(2.7 - \frac{12}{k^2}\) for the asymptotic worst-case performance ratio of \((kFF)\). As pointed out in [1], no improvement of this result has been obtained since 1975. While \((kFF)\) behaves \emph{sufficiently well} if \(k\) is small, it turns out that for large values of \(k\) the corresponding bounds are considerably worse than the bound obtained for First-Fit in the unconstrained case. For that reason we are particularly interested in algorithms that have a better worst-case performance ratio when \(k\) is not too small.

In our paper we study approaches more sophisticated than First-Fit, which enable us to improve the previous results. We present two efficient heuristics \(A_1\)
and $A_2$ and show that the asymptotic worst-case performance ratio of $A_1$ tends towards 2 as $k$ goes to infinity and that the asymptotic worst-case performance ratio of $A_2$ is actually 2. Clearly this is an important progress from the bound 2.7 obtained for $(kFF)$. Moreover, we will present algorithms for $k = 2$ and $k = 3$, where the result for $k = 2$ is best possible.

2 Algorithm $A_1$

The main feature of our algorithm $A_1$ is that a new item can be packed into a bin only if the bin contains either few items or, if this is not the case, the bin together with this new item is sufficiently filled. In this way we want to avoid that bins with plenty of empty space contain too many items, a situation which could lead to a very bad solution.

Let $\ell(B)$ denote the load of bin $B$, i.e. the sum of the items in $B$, and $c(B)$ the number of items in $B$. We say that a bin $B$ is active if $1 \leq c(B) \leq k - 1$. If $c(B) = k$ then $B$ is called full. Furthermore, a bin $B$ is termed available for item $a_n$, if $\ell(B) + a_n \leq 1$ holds.

In our algorithm $A_1$ we require that a bin containing $k$ items has load at least $1/2$, a bin with $k-1$ items has load at least $1/3$, a bin with $k-2$ items has load at least $1/4$ etc. In this sense, for $1 \leq l < p$ where $p$ is a not yet specified integer with

$$1 < p < k,$$  \hspace{1cm} (1)

we say that a bin $B$ is $(k-l)$-blocked if $c(B) = k-l$ and $\ell(B) < 1/(l + 1)$. For convenience, we also briefly say that $B$ is blocked. (Note that according to (1) for blocking at least two items are necessary.) On the other side, a bin $B$ is called unblocked if either $c(B) \leq k-p$, or $c(B) = k-l$ and $\ell(B) \geq 1/(l + 1)$. Thus, an available bin is a candidate for a new item $a_n$ if it is either unblocked, or it is blocked and fulfills the threshold condition

$$\frac{1}{l + 1} \leq \ell(B) + a_n.$$ \hspace{1cm} (2)

The newly arriving items are packed into the bins according to the following strategy: First it is checked whether there is an available blocked bin whose load, along with the actual item, exceeds the associated threshold value $\frac{1}{l + 1}$. If there is more than one such bin then we pack the item into a bin with largest load. If no such bin exists then it is checked whether there is an available unblocked bin that has been blocked in the past. If there is more than one such bin then the algorithm again chooses a bin with largest load. If also no such bin exists then it is checked whether, among the remaining active bins, there is an available one. In case of a tie again a bin with largest load is selected. Finally, if no active bin could be found that fits for the actual item, then the algorithm opens a new bin for it.

Roughly speaking, $A_1$ follows a Best-Fit strategy which is first applied to all blocked bins which satisfy the threshold condition (2), then to all formerly blocked and now unblocked bins, and finally to the remaining bins.
A more formal description of algorithm $A_1$ is given below:

**ALGORITHM $A_1$**

While the list $L$ of items is nonempty do

Remove the next item $a_n$ from $L$

Let $B_1 := \{ B \mid \exists l \in \{1,\ldots,p-1\} : c(B) = k - l \text{ and } \ell(B) < \frac{1}{t+1} \leq \ell(B) + a_n \leq 1 \}$

If $B_1 \neq \emptyset$ then choose $B \in B_1$ with $\ell(B)$ maximal else

Let $B := \{ B \mid (1 \leq c(B) \leq k - p) \text{ or } \exists l \in \{1,\ldots,p-1\} : (c(B) = k - l \text{ and } \frac{1}{t+1} \leq \ell(B) \leq 1 - a_n) \}$

and $B_2 := B \cap \{ B \mid B \text{ marked} \}$, $B_3 := B - B_2$

If $B_2 \neq \emptyset$ then choose $B \in B_2$ with $\ell(B)$ maximal else

Choose a bin $B$ with $c(B) = 0$

Pack item $a_n$ into the selected bin $B$

If $\exists l \in \{1,\ldots,p-1\} : (c(B) = k - l \text{ and } \ell(B) < \frac{1}{t+1})$ then mark $B$.

Algorithm $A_1$ contains a parameter, namely $p$, which determines the smallest number of items in a bin to become blocked. We first analyze the worst-case performance ratio of algorithm $A_1$ depending on $p$. Then we choose the most suitable value for $p$.

Note that, during the execution of the algorithm, a bin can repeatedly become blocked and unblocked. We first point out that in every stage of the algorithm all bins with small load, except at most one, are blocked or have been blocked in the past. More precisely, we claim:

**Proposition 1** In each stage of the algorithm $A_1$ there are no two active bins with load smaller than $\frac{1}{4}$ which never have been blocked.

If after the execution of algorithm $A_1$ there is no bin with load smaller than $1/2$ which is blocked or has been blocked in the past then, by the previous fact, all bins except at most one have load at least $1/2$. This immediately implies that

$$C^{A_1} \leq 2C^{OPT} + 1. \quad (3)$$

In the following we can assume that there exists at least one bin of small load that is blocked or has been blocked.

Among all the bins which ever become blocked, let $B^*$ denote the one which becomes marked at last (i.e. when $B^*$ becomes blocked for the first time, all
other bins have already been blocked). Let further $a^*$ be the smallest item which is packed into $B^*$ until $B^*$ is blocked for the first time.

We consider first the structure of the packing at time $t_1$ when item $a^*$ appears. Till then we distinguish between three types of bins. The bins of type 1 are the active bins with load smaller than $1/2$ at time $t_1$. By the previous proposition, all these bins except at most one are blocked or have been blocked. All active bins which are not of type 1 have load at least $1/2$. The bins of type $2a$ are the full bins at time $t_1$. We can state:

**Observation 2** All bins $B$ of type $2a$ fulfill $c(B) = k$ and $\ell(B) \geq \frac{1}{2}$.

The remaining active bins at time $t_1$ are of type 3. Clearly, all these bins are unblocked. We can show:

**Proposition 3** All bins $B$ of type 3 fulfill $\ell(B) > 1 - \frac{1}{2(k-1)}$.

Let us now study the structure of the solution after having packed the last item. The items which are treated after $a^*$ are packed into bins of type 1 or of type 3, or into bins which are opened after the appearance of $a^*$ (note that bins of type 1 can now also have load at least $1/2$ and can also be full). By Proposition 1, all bins of type 1 except one extra-bin are blocked or have been blocked. Let $\ell_{\text{min}}$ denote the smallest load of all bins of type 1 (except the extra-bin). For each of these bins consider further its load when it has been blocked for the last time. We denote with $\ell'_{\text{min}}$ the smallest of all these loads. Since we assumed that there is at least one bin with load smaller than $1/2$, we have $\ell'_{\text{min}} \leq \ell_{\text{min}} < 1/2$. These definitions immediately imply:

**Observation 4** All bins $B$ of type 1 - except at most one - fulfill $\ell(B) \geq \ell'_{\text{min}}$. If $\frac{1}{l(t)} \leq \ell'_{\text{min}} < \frac{1}{l}$ with $1 < l \leq p$ then $c(B) \geq k - l + 1$. If $\ell'_{\text{min}} < \frac{1}{p}$ then $c(B) \geq k - p + 1$.

For bins of type $2a$ and 3 clearly Observation 2 and Proposition 3 are still valid. It is easy to see that bins which are opened after the appearance of $a^*$ can never become blocked: If such a bin becomes blocked before $B^*$ then, since no blocked bins with a single item exist, in contradiction to Proposition 1, at some stage there are two active bins with load smaller than $1/2$ which never have been blocked in the past. On the other side, due to the special choice of $B^*$, such a bin cannot become blocked after $B^*$.

What can we say about the items which appear after $a^*$ and which are packed into these new bins? First, since such an item is not packed into a blocked bin of type 1, it might be too small in order to exceed the associated threshold value for the bin. If $1/(l + 1) \leq \ell_{\text{min}} < 1/l$ then it must be smaller than $1/l - 1/(l + 1) = 1/(l(l + 1))$, if $\ell_{\text{min}} < 1/p$ then it must be smaller than $1/p$. Second, the item might be too large in order to fit into a blocked bin or into an unblocked (and formerly blocked) bin of type 1. This means that it must be larger than $1 - \ell_{\text{min}}$.

The new bins which contain an item larger than $1 - \ell_{\text{min}}$ are said to be of type 4.
Observation 5 All bins $B$ of type 4 fulfill
\[ \ell(B) > 1 - \ell_{\min}. \]

The remaining bins contain only items smaller than $1/(l(l+1))$ resp. $1/p$. If they are active, they are of type 5. Otherwise, they are of type 2b. Of course, Observation 2 holds also for bins of type 2b. Bins which are either of type 2a or of type 2b are of type 2.

Lemma 6 All bins $B$ of type 5 - except at most one - fulfill
\[ c(B) \geq l^2 + l \quad \text{resp.} \quad c(B) \geq p. \]
With the exception of at most two bins we furthermore have
\[ \ell(B) \geq \frac{l^2 + l}{l^2 + l + 1} \quad \text{resp.} \quad \ell(B) \geq \frac{p}{p + 1}. \]

Theorem 7
\[ C^{A_1} \leq \left( 2 + \frac{k + p(p - 3)}{(k - p + 1)p} \right) C^{OPT} + 2. \]

Let $p = k^\alpha$ with $0 < \alpha < 1$ fixed. As $k$ goes to infinity, we obtain that $R_{A_1}$ tends towards 2. If we replace $p$ by the nearest integer $p^* = \text{round} \left( \frac{k + \sqrt{k^2 - 2k}}{k - 2} \right)$ then the above bound becomes as small as possible.

3 Algorithm $A_2$

For the construction of the algorithm $A_2$ we distinguish between closed and open bins. Closed bins are bins with $\ell(B) \geq \frac{1}{l}$ and $c(B) \geq \frac{k}{l}$ or pairs of bins $B_1, B_2$ with $\ell(B_1) + \ell(B_2) \geq 1$ and $c(B_1) + c(B_2) \geq k$. All the other bins are called open. The open bins are partitioned into three different types:

1. Bins of type 1: These are bins with $\ell(B) \geq \frac{1}{l}$ and $c(B) < \frac{k}{l}$.
2. Bins of type 2: These are bins with $\ell(B) < \frac{1}{l}$ and $c(B) < k - 1$.
3. Bins of type 3: These are bins with $\ell(B) < \frac{1}{l}$ and $c(B) = k - 1$.

The current number of bins of type $i$ ($i = 1, 2, 3$) is denoted by $c_i$.

Our algorithm $A_2$ works as follows: First we try to pack an incoming item $a$ into a bin of type 1. Then we try to put $a$ into a bin of type 3 if the total load with $a$ would be greater than $\frac{1}{l}$ or if there exists a bin of type 1. Finally try to put $a$ into bins of type 2. If it fits in none of these bins, a new bin is opened.
Lemma 8 In each stage of algorithm $A_2$ the following two properties hold:

$$c_2 \leq 1$$  (4)

and

$$c_3 = 0 \text{ or } c_1 + c_2 \leq 1.$$  (5)

Proof. The proof will be done by induction on the number of items assigned. Assume that before item $a$ is taken from the list both (4) and (5) hold. We distinguish several cases:

a) Item $a$ is packed into a bin of type 1:

By adding item $a$ a bin of type 1 either becomes closed or remains of type 1. Thus, the number of bins of type 1 does not increase and (4) and (5) hold.

b) Item $a$ is packed into bin of type 3:

Let $B$ be a bin of type 3 in which $a$ fits. By adding $a$ either $B$ becomes closed or $B$ forms together with an arbitrary bin $B$ of type 1 a pair of closed bins since $a$ did not fit in $B$.

c) Item $a$ is packed into a bin of type 2:

After packing item $a$ there will be no increase of $c_2$. Thus, (4) holds. Now let $B$ be the unique bin of type 2. If $B$ becomes closed or remains of type 2, the numbers $c_1$, $c_2$, $c_3$ are still the same. If $B$ turns into a bin of type 1, then $c_1 + c_2$ and $c_3$ remain unchanged and (5) holds. Finally, assume that $B$ turns into a bin of type 3. If $c_1 = 0$, then from (4) we know that $c_1 + c_2 \leq 1$ still holds. If $c_1 > 0$, there was at least one bin of type 1, denoted by $B_1$ in which item $a$ did not fit. But then $\ell(B) + \ell(B_1) > 1$. Consequently, $B$ and $B_1$ form a pair of closed bins.

d) A new bin is opened by item $a$:

If there is no bin of type 3 before adding $a$, then (5) holds. In case that there is no bin of type 2 also (4) is valid. Otherwise, $a$ did not fit into the bin of type 2 and has size greater than $\frac{1}{k}$. Therefore, the new bin is of type 1 and (4) is valid again.

If there is a bin of type 3, in which item $a$ does not fit, this bin and $a$ form a pair of closed bins. Thus, assume $a$ fits in all bins of type 3. Since a new bin is opened by item $a$, item $a$ has size smaller than $\frac{1}{k}$ and no bins of type 1 exist. Consequently, also no bin of type 2 could exist before adding $a$. We get $c_1 + c_2 \leq 1$ after packing $a$ and both (4) and (5) hold.

Theorem 9 Algorithm $A_2$ has asymptotic worst-case ratio 2.

Proof. The number of items divided by $k$ or the total sum of the items are two obvious lower bounds for the number of bins in an optimal solution. Lemma 8 guarantees that $A_2$ packs either more than $\frac{k}{2}(C^{A_2} - 1)$ items or has total load greater than $\frac{k}{2}(C^{A_2} - 1)$. The claim follows. $\square$
4 A Best Possible Algorithm for (o2BP)

This section contains the algorithm A for (o2BP). Before we start the description of the algorithm, some notations are introduced. An item is said to be small if its size is no more than $\frac{1}{2}$. Otherwise, it is called big. Consider a packing configuration right after item $a_i$ is packed. A non-empty bin is said to be of type $X^i$ if it contains exactly one small item, of type $Y^i$ if it contains a big item and a small item, of type $Z^i$ if it contains two small items, and of type $U^i$ if it contains exactly one big item. As we will see, packing a big item is relatively simple. Therefore, bins of small items, i.e., of types $X$, $Y$ and $Z$, will be our main concern. Let the numbers of bins of these types be $x^i$, $y^i$, $z^i$ and $u^i$, respectively. If there is no confusion, we will omit the superscript $i$ from the above notation. Denote $\rho = \sqrt{2} - 1$.

4.1 Algorithm A and Its Analysis

At any stage of packing, the algorithm tries to make the following condition satisfied if all possible:

$$|\rho z| \leq x + y \leq |\rho z| + 2. \quad (6)$$

In the following description of algorithm A, an item is said to be $A$-packed (packed, respectively) into a set $S$ of bins, if it is packed into one of these bins according to the rule of Best Fit when $|S| \geq 2$ (when $S \neq \emptyset$, respectively), and a new bin is opened if it fits in none of these bins or $|S| \leq 1$ ($S = \emptyset$, respectively).

Algorithm A. Consider how algorithm A packs an item $a_{i+1}$.

Step 1. If the item is the first small item, then pack it into a new bin.

Step 2. If the item is big, then $A$-pack the item into a bin of type $X^i$.

Step 3. If the item is small and if $x^i + y^i < |\rho z^i| + 2$, then pack the item into a bin of type $U^i$.

Step 4. If the item is small and if $x^i + y^i \geq |\rho z^i| + 2$, then pack the item into a bin of type $X^i$ if $x^i \geq 2$ and into a bin of type $U^i$ otherwise.

The following two lemmas are evident.

**Lemma 10** For all $i$, $x^i \geq 1$. The first small item in any bin of type $Z^i$ is at least as big as the smallest item among the $x^i$ items in bins of type $X^i$. Similarly, the first item $a_k$ in any bin of type $Y^i$ is at least as big as the smallest item among the $x^i$ items in bins of type $X^i$ if $a_k$ is small, and of type $U^i$ if $a_k$ is big.

**Lemma 11** Violation of condition (6) is necessarily equivalent to $x + y > |\rho z| + 2$. Packing at Step 3 will never result in such situation.

**Lemma 12** If $x \geq 3$, then condition (6) is satisfied.
**Proof.** Let $a_{i_1}, \ldots, a_{i_x}$ be the small items contained in the bins of type $X$, where $i_1 < \cdots < i_x$. If condition (6) is not satisfied, then $a_{i_x}$ is packed at Step 4 according to Lemma 11. However, according to the algorithm, item $a_{i_x}$ would have been packed into a bin of type $X^{i_x-1}$, such as those of items $a_{i_1}$ and $a_{i_x}$. This is a contradiction.

**Theorem 13** Algorithm A satisfies $C^H \leq (1 + \rho)C^{OPT} + 3$.

**Proof.** Since half of the total number of packed items is a lower bound on $C^{OPT}$, we first obtain

$$C^{OPT} \geq \frac{u + x}{2} + y + z. \tag{7}$$

Let us consider two cases. Case 1: $x \geq 3$. According to the algorithm, each of the items, except possibly one, in bins of type $X$ will not fit into a single bin with the item in any bin of type $U$. According to Lemma 10, there are at least $x + z - 1$ small items, each of which will not fit into a single bin with any big items in the bins of type $Y$. Taking into account of the $y$ big items in bins of type $Y$, we obtain

$$C^{OPT} \geq (u + x) + \frac{y + z}{2} - \frac{1 + x}{2} \geq (u + x) + \frac{y + z}{2} + \frac{y - \rho z}{2} - \frac{3}{2}, \tag{8}$$

Inequality (8) plus $(1 + \rho)$ times (7) gives

$$(2 + \rho)C^{OPT} \geq \frac{3 + \rho}{2}(u + x + y + z) - 3 = \frac{3 + \rho}{2} C^{A} - 2,$$

which is equivalent to $C^{A} \leq (1 + \rho)C^{OPT} + 2(1 - \rho)$.

Case 2: $x \leq 2$. Since $x + y \leq \rho z + 2$ according to Lemma 12, we obtain

$$C^{OPT} \geq \frac{u + x + y}{2} + \frac{1}{2} y + z \geq \frac{u + x + y}{2} + (2 + \rho z - x + 1). \tag{9}$$

On the other hand, since all the $u + y$ big items have to be packed separated in any packing, we obtain

$$C^{OPT} \geq u + y = (u + x + y) - x. \tag{10}$$

Sum of 2 times (9) and $(1 + \rho)$ times (10) gives

$$(3 + \rho)C^{OPT} \geq (2 + \rho)(u + x + y + z) - (2 + \rho)x - 1 \geq (2 + \rho)C^{A} - (5 + 2\rho),$$

which is equivalent to $C^{A} \leq (1 + \rho)C^{OPT} + (2 + \rho)$. 

4.2 A Matching Lower Bound

Given any on-line algorithm $H$, according to the definition, there exists a constant $N_H \geq 1$, such that for any item list $L$,

$$C^H(L) \leq R_H C^{OPT}(L),$$

(11)

where $C^{OPT}(L) \geq N_H$.

**Theorem 14** Any on-line algorithm for $(a2BP)$ has an asymptotic competitive ratio at least $\sqrt{2}$.

**Proof.** Consider any on-line algorithm $H$. Let $N = 2N_H$, where $N_H$ is chosen as above. Let us release one-by-one a list of $k_1$ small jobs of sizes

$$a_{1,k} = \frac{1}{2} - \frac{k}{4N}, \quad k = 1, \ldots, k_1,$$

where $k_1 = \max \{k: 1 \leq k \leq N \text{ and } z^k = 0\}$. It is evident that $k_1$ is well defined. In general, suppose, for some $s \geq 1$, we have released one-by-one $n_s = \sum_{i=1}^{s} k_i$ small jobs of sizes $a_{i,k}$ $(k = 1, \ldots, k_i, i = 1, \ldots, s)$, which are defined iteratively as follows: for $i = 0, \ldots, s - 1$,

$$a_{i+1,k} = a_{i,k_i} - \frac{k}{4N^{i+1}}, \quad k = 1, \ldots, k_{i+1},$$

(12)

where

$$k_{i+1} = n_i + \max \{k: 1 \leq k \leq N - n_i \text{ and } z^{n_i+k-1} = z^{n_i}\},$$

(13)

and $k_0 = 1$, $a_{0,0} = 1/2$. If $n_s = N$, we stop. Otherwise, we further release one-by-one $k_{s+1}$ small jobs of sizes $a_{s+1,k}$, $k = 1, \ldots, k_{s+1}$, which are defined as in (12) and (13) by setting $i = s$. Therefore, with the inductive definition, we assume without loss of generality that $n_s = N$. By construction, we observe that the list $L_0$ of the $N$ small items has the following two properties: (a) The sizes of all items satisfy $1/4 \leq a_{i,k} \leq 1/2 - 1/(4N)$ and (b) the sizes of second items in all bins of type $Z$ satisfy $a_{1,k} < a_{2,k} < \cdots < a_{s,k}$ and they are all strictly smaller than any other $N - s$ items. Now we are ready to give a contradiction. If we further release a list $L'$ of $s$ big jobs, each of size $1 - a_{s,k}$, then any optimal packing of the concatenated list $L_0L'$ has $C^{OPT}(LL') = s + (N-s)/2 = (N+s)/2$, while $C^H = N$. Hence we have

$$\frac{C^H(L_0L')} {C^{OPT}(L_0L')} = \frac{2N}{N + s}.$$  

(14)

On the other hand, instead of $L'$, if we further release a list $L''$ of $N$ big jobs, each of size $1/2 + 1/(4N)$, then any optimal packing has $C^{OPT} = N$, while $C^H = N + s$. Hence we also have

$$\frac{C^H(L_0L'')} {C^{OPT}(L_0L'')} = \frac{N + s}{N}.$$  

(15)
Combining (14) and (15) and taking (11) into account, we obtain

\[ R_H \geq \max \left\{ \frac{2N}{N+s}, \frac{N+s}{N} \right\}. \]

The right-hand side of above is minimized to \( \sqrt{2} \) when \( s = (\sqrt{2} - 1)N \), which proves our theorem.

5 A Simple Heuristic for (o3BP)

The harmonic approach was introduced by Lee and Lee [5] in 1985 for constructing efficient algorithms for on-line bin packing without cardinality constraints problem. For \( k = 3 \) we apply a simple harmonic-type algorithm.

Our Heuristic \( H \) for (o3BP) works as follows: The items are partitioned into three intervals \( A = [0, \frac{1}{3}] \), \( B = [\frac{1}{3}, \frac{2}{3}] \) and \( C = [\frac{2}{3}, 1] \). Heuristic \( H \) always keeps three active bins \( B_A, B_B, \) and \( B_C \). Items of interval \( A \) (respectively \( B \) and \( C \)) are packed by Next-Fit into bin \( B_A \) (respectively bin \( B_B \) and bin \( B_C \)). As soon as an active bin \( B_A \) (respectively bin \( B_B \) and bin \( B_C \)) has received 3 (respectively 2 and 1) items, it is closed and a new bin becomes active.

We show that \( H \) has asymptotic worst-case ratio \( \frac{5}{3} \) by using the weighting function technique. Assign to every \( A \)-item \( x \) a weight \( w(x) = \frac{1}{x} \), to every \( B \)-item \( x \) a weight \( w(x) = \frac{1}{2} \), and to every \( C \)-item \( x \) a weight \( w(x) = 1 \). The weight of an item set shall be equal to the sum of the weights of the items in this set. Now consider a list \( L \) of items. By definition, \( H \) assigns a weight of 1 to every closed bin. There are at most two non-empty open bins with minimum total weight at least \( \frac{5}{6} \). Hence,

\[ w(L) \geq C^H(L) - 2 + \frac{5}{6} \geq C^H(L) - \frac{7}{6}. \]  \hspace{1cm} (16)

It can be easily seen that the maximum weight of a bin is \( \frac{5}{3} \) (one \( A \)-item, one \( B \)-item and one \( C \)-item). Hence,

\[ w(L) \leq \frac{5}{3} C^{OPT}(L). \] \hspace{1cm} (17)

Combining the inequalities (16) and (17) yields the desired asymptotic competitive ratio of \( \frac{5}{3} \).

A lower bound of \( \frac{4}{3} \) for (o3BP) can easily established by using three lists with \( n \) items of sizes \( \varepsilon \) and \( \frac{1}{3} + \varepsilon \) and \( \frac{1}{3} + \varepsilon \), respectively introduced by Yao [7] for on-line bin packing without cardinality constraints. (For a detailed description of the proof for the lower bound we refer to [7].) Our results are summarized in the following theorem.

**Theorem 15** There is an on-line algorithm for (o3BP) with asymptotic competitive ratio \( \frac{5}{3} \). Any on-line algorithm for (o3BP) has an asymptotic competitive ratio at least \( \frac{4}{3} \).
6 Conclusions

We have studied a variant of the one-dimensional bin packing problem where each bin may contain not more than \( k \) items. We introduced two on-line algorithms with much better competitive ratio than the previously best known bound 2.7 obtained by Krause, Shen and Schwetman. While algorithm \( A_2 \) shows a slightly better worst-case performance than \( A_1 \), it performs much worse in the average case, even worse than the adapted version of (FF) by Krause et al., as it has been confirmed in extensive numerical testings. Due to the construction of \( A_2 \) the number of bins used by \( A_2 \) tends towards double the maximum of the total sum of the items and the total number of the items divided by \( k \).

It is a challenging open problem to find out whether there are on-line algorithms with competitive ratio strictly better than 2 (i.e. \( \leq 2 - \epsilon \) independently from \( k \)). A further object of research is to search for reasonable lower bounds on the worst-case ratio of any algorithm for the on-line \( k \)-item bin packing problem.

It is obvious that the lower bounds for the unconstrained case by Van Vliet [6] also hold if \( k \) tends to infinity. Thus, it is interesting whether bounds can be found which are stronger than the lower bounds by Van Vliet.
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Abstract. This paper introduces a new way of representing suffix trees.
The basic idea behind the representation is that we are storing the nodes
of the tree along with the string itself, thus edge labels can directly be
read from the string. The new representation occupies less space than
the best-known representation to date in case of English text and pro-
gram files, though it requires slightly more space in case of DNA se-
quences. We also believe that our representation is cleaner and thus
implementing algorithms on it is easier. We also show that our representa-
tion is not only better in terms of space but it is also faster to retrieve in-
formation from the tree. We theoretically compare the running time of
the matching statistics algorithm on both representations.

1 Introduction

Suffix tree is a data structure that stores all possible suffixes of a string. It is one of the
most versatile data structures in the area of string matching. Apostolico [2] lists over
40 applications of suffix trees and Gusfield [5] has a list of more than 20 applications.

Our main research area is identifying overlapping documents on the Internet [10]
and we use a suffix tree structure to find the exact matching chunks among documents.
Our application also shows that the applications of suffix trees are not limited to
DNA-matching and basic string-matching problems but they can also be applied in
other areas.

If we stored the suffix tree in a naive way it would occupy O(n²) space because the
overall length of suffixes is n*(n-1)/2. Instead of storing the actual characters of an
edge in the tree we store a start pointer and an end pointer. Since the number of edges
and nodes are proportional to n, the overall space requirement of a suffix tree is O(n).
There are three basic algorithms to build a suffix tree: McCreight’s [9], Weiner’s [12],
and Ukkonen’s [11]. For a unifying view of these algorithms, see Giegerich and
Kurtz’s paper [4].
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One of the main arguments against suffix trees is the space requirement of the structure. There has been quite a work done in this area, though most of the implementations are tailored to a specific problem. The original implementation, as it was suggested by McCreight [9], occupies 28 bytes for each input character in the worst case. Most of the implementations that aimed to improve the space-efficiency are not as versatile as the original suffix tree. None of the following alternative structures keep suffix link information in the tree, which is heavily utilised in the matching statistics [3] algorithm that we use to compare texts:

- suffix arrays [8] occupy 9 bytes for each input symbol
- level compressed tries [1] take 12 bytes for each input character
- suffix cactuses [6] require 10n bytes

Kurtz [7] proposes a data structure that requires 10.1 bytes per input character on average for a collection of 42 files. This data structure retains all features of the suffix tree including suffix links. Kurtz compares his representation to many other competing representations and finds that his implementation is the most space-efficient for the collection of 42 files he used. Later in this paper we will have a more detailed comparison of our representation to Kurtz’s.

In the next section we introduce suffix vectors: we show the basic idea abstracted from the actual implementation. In Section 3 we show how the new representation can be stored efficiently. Section 4 compares our representation to Kurtz’s representation in terms of space and usability. Section 5 gives a high-level description of how the suffix vector can be constructed from a suffix tree. In Section 6 we summarise our results and look at future work.

2 Suffix Vector

Suffix vectors are proposed in this paper as an alternative representation of suffix trees and directed acyclic graphs (DAG) derived from suffix trees. The basic idea of suffix vectors is based on the observation that we waste too much space on edge indices, so we store node information aligned with the original string. Hence, edge labels can be read directly from the string. This section describes the proposed alternative structure and in later sections we analyse worst-case space requirements.

First we give a sample string and the suffix tree representation for that string. Let the string be $S=\text{"abcdababcdab"}$. ‘$S$’ is the unique termination symbol, which is needed, otherwise the suffix tree cannot be constructed. The suffix tree for that string is depicted in figure 1.

Firstly we introduce a high-level suffix vector representation that is abstracted from the actual storage method. We show how the traversal of the tree works using this representation and later we show how we can efficiently represent this structure in memory. As we have already mentioned, the basic idea of our new representation is based on storing nodes and edges aligned with the string. Figure 2 shows the new representation.
Fig. 1. Suffix Tree of "abcdabdbdabb$"

The root node is represented as a linked list and it shows where to start searching for a string. It has one pointer for each possible character in the string (a,b,c,d,$). Nodes in the original tree are represented as linked lists in the vector aligned with the string. For example node 3 in the original tree is represented by the box between position 3 and 4. Each node has a “natural edge”, that is the continuation of the string, so the edge pointing from node 3 to node 6 is character 4 and 5 in the string. The first number in bold is the depth of the node, so in case of node 3, ‘7 x’ means that after matching one character (position 3 ‘d’) we can either follow the string itself (this is the edge pointing from node 3 to node 6), or we can jump to position 7 (this is leaf 6). The ‘x’ means that if we jump to position 7 there are no more nodes, that is a leaf. The second number in bold (5) says that if we reached this position after matching one character (‘d’) and we would follow matching ‘a’ (the “natural edge”), the next node is at position 5 (between 5 and 6). In the original tree the next node is 6, which is depicted by the third row of the box between 5 and 6. We need to be able to jump from one node to the next one for some algorithms. There are situations, which do not require this information. For example if we only need to find one occurrence of a pattern in the string we can find it without this information.

Fig. 2. Suffix Vector
As one can see, each node has one corresponding row in one of the boxes. Node 1 is the first row in the box at position 1, node 2 is the second row in the box at position 1, node 3 (as discussed earlier) is the only row in the box at position 3, node 4 is the first row in the box at position 5, node 5 is the second row in the box at position 5, node 6 is the third row in the box at position 5. Every node is stored at the smallest possible index that is at the first occurrence of the string running into that node.

To see how the algorithm finds a string, let us follow the matching of ‘dabb’ in the string. We start from the root and find that we have to start at position 3. It is equivalent to analysing the edges running out of the root in the tree. After having matched ‘d’, we try to match ‘a’. In the tree we have to check whether there is an edge starting with ‘a’ running out of node 3, in the suffix vector we match the next character. In this case it matches ‘a’ but if it did not match we should check the possible followings after having matched one character. We find this information in the first row of the box at position 3. After ‘a’ we have to match ‘b’ on the edge in the tree and in the string in the suffix vector. They match, so we have to match the second ‘b’. They do not match. We have followed 3 characters up to now, so we have to check the possible followings from here. We can see that having matched 3 characters we could follow at position 12, that is leaf 9 in the tree. The ‘x’ depicts that this is a leaf node, so that is the only possible match. We have matched 4 characters up to position 12, so the start position is 9.

3 Space-Efficient Representation of a Suffix Vector

A naive representation of the suffix vector would store a pointer at each position in the string. These pointers may or may not be filled in. Each pointer would point to a box structure that may store multiple nodes at each position. We store the depth of the deepest node and the number of nodes in each box. We can have a pointer each to an array of next node pointers, suffix links, and first edges. Knowing the actual depth of the node we can calculate its position in the array from the deepest node value. The deepest node is stored at position 0. The edges may be represented as linked lists. Obviously this storage method is far from ideal. In the following subsection we propose a more space-efficient representation. In Section 3.2 we introduce the concept of large nodes and reduced nodes, which allow further space reduction.

3.1 Suffix Vector Physical Representation

We start with a few observations and then present the implementation details that utilise those observations.

Observation 1. The node depth of a deepest node can usually fit into 7 bits.

Large node depth values represent long repetitions in the string. These are very rare in English texts and also very unlikely in random texts. The representation does not limit the node depth but it stores it in one byte whenever it is possible. We use 7 bits because in the actual implementation the first bit is used for some other purposes.
**Observation 2.** The number of nodes at a given position (in a given box) can usually fit into 7 bits.

This observation is a direct consequence of Observation 1 because we cannot have more nodes in a given box than the depth of the deepest node since nodes with the same node depths are stored at different positions.

**Observation 3.** The length of an edge can usually fit into 1 byte.

This observation follows the reasoning of the previous ones. Long edges mean long overlaps in the text and you cannot have many long overlaps. If you have many long overlaps it means that you have a long text, so the ratio of long edges is still small.

**Theorem 1.** The suffix link of a node always points to another node at the same position except for the last node (the node with the smallest node depth).

Let the label of node $v$ be $aw$ where $a$ is a single character and $w$ is a sequence of characters. If there is a suffix link between node $v$ and node $z$ then node $z$ has a label $w$. Let $x$ be the depth of node $v$. Then node $v$ is listed at the given position (let this position be $i$). If node $v$ is not the node with the smallest node depth then there is a node $y$, which has a node depth $x-1$ and its label is $w$ by definition. The suffix link of node $v$ points to a node with label $w$ and there is only one such node in the suffix tree because node labels are unique. Therefore, node $v$ must point to node $y$, thus the equality relation node $z = node y$ follows $\diamondsuit$.

Figure 3 depicts the representation that utilises the observations and the theorem above.

![Diagram of suffix tree structure]

**Fig. 3.** Space-efficient storage of a suffix vector

In each box we have to store three pieces of information that characterize the box rather than individual nodes, so this information must be stored once per box. The first value that we store is the deepest node value representing the depth of the deepest node stored at this position. From Observation 1 we know that the depth of the deepest
node is usually very small, so storing it constantly in 4 bytes is a waste of storage space. We use the first bit to denote the number of bytes we need to store the deepest node value (1 or 4 bytes). Let us denote this value by \( l \). The best case for us is when the depth is under 128 because then it fits into the first byte (note that the first bit is used to flag the length of the field). It is very rare that chunks greater than 128 characters are repeated in any text. The number of nodes value uses the same number of bytes \( l \) based on Observation 2. It is possible that the number of nodes value is less than the deepest node value, thus it fits into one byte when the deepest node value does not fit into one byte but using another bit to flag this situation would unnecessarily complicate retrieval of data and would only save space rarely.

The next piece of information stored in the box is the suffix link value. From Theorem 1 it follows that every box needs to store at most one suffix link value. If the number of nodes value equals to the deepest node value it means that the depth of shortest node is one character. One-character-deep nodes do not need to store a suffix link. In this case it is not necessary to store a suffix link for the shortest node but we store one anyway because we use the first bit of the suffix link to flag whether this is a reduced node and the second bit to flag whether we have small next node pointers (1 byte) or large next node pointers (4 bytes). Reduced nodes are discussed later. For reduced nodes we need one more integer beside the suffix link, which tells us the depth of the shortest node. If the first bit is not set the suffix link is stored in one integer (the offset of the start position of the suffix link is \( 2^l \)). If the second bit is set it means that all next node pointers can be stored in 1 byte, so the following pointers for next nodes occupy one byte. Let \( s \) be 1 if this is a reduced node, so we know that an extra integer is used for the smallest node and let \( n \) denote the length of the fields used for storing next node pointers (1 or 4 bytes).

The next thing that we are storing is the next node pointers. Next node pointers point to the node following from this position. Note that depending on the depth of the node stored at this position the next node value may vary, thus we have to store a next node pointer for each node represented at this position. From Observation 3 we know that edges are usually short, which means that we can save space by storing the length of an edge rather than the actual position of the next node. From the length of the edge we can calculate the actual position. As you will see in the ‘Performance Analysis’ section it is very rare to have edges longer than 256 characters, so we only consider two cases. If all the edges are short then next node pointers are stored in one byte, if any of the edges is long next node pointers are stored in 4 bytes. In the array we have as many pointers as the number of nodes and the size of the pointers depends on the size of edges as discussed above.

The next piece of information that we have to store in the array is the pointers to the list of first edges. The first of these pointers is located \( (2^l + s^4 + n \times \text{number_of_nodes}) \) bytes from the start position of the box. These are physical pointers to a given memory address. We need as many pointers as the number of nodes stored at this position. A pointer points to the address space where the list of edges running out of that node is stored. It is possible that a pointer points to an area and another pointer addresses edges within that area. These cases will be discussed in detail in the following subsection.
Each first edge pointer points to an area where the list of edges is stored. In the following we will discuss how a list of edges is represented. Each edge must store a next position pointer, which tells the next position in the string where we can follow the matching of a pattern. We store this information in an integer (4 bytes). The 3 most significant bits of this value are saved for some additional information. The first bit flags whether this edge is a leaf or an intermediate edge. If it is a leaf there is no need to store a next node pointer, so in this case the edge is stored in one integer. The next bit flags whether this edge is the last one in the list or there are more edges to follow. Using this technique we do not need to store edges as a linked list connected by pointers, rather we can have a fix array and we check for each edge whether this is the last edge in the list. If it is not we know that the next integer stores another edge. The third bit flags the number of bytes used to store the next node pointer. We follow the same reasoning that we followed in case of the next node pointers for the box. Edges are usually short, so if they are shorter than 256 we store the length of the edge in one byte if they are longer then we store them in an integer (4 bytes). The difference here is that we can decide for each next node pointer whether we need one or four bytes but in case of the next node pointers for the box it is determined for the whole array. By using this technique we can always determine the address of the next edge in the list in constant time from the first 3 bits or we learn that this is the last edge in the list. Let $l$ be 0 if this is a leaf and 1 if it is not a leaf. Let $n$ denote the number of bytes used for the next node pointer for the given edge. The number of bytes needed to store the given edge can be calculated using the following formula: $4+l*n$.

### 3.2 Reduced Nodes and Large Nodes

There are two observations we can make when we analyse the suffix vector of figure 2.

- the nodes at position 5 contain the same information
- some edges at node 1 have the same information

We can store the information of only one node at position 5, thus reducing the number of nodes we have to store. In order to retain memory integrity we set the number of nodes value to 1 at these nodes. It means that we have to store the actual smallest node value somewhere else in the data structure. It is stored after the suffix link (see section 3.1).

We can utilise the second observation by eliminating redundant edge information. It can be proven that the number of edges running out of a node monotonically increases as the node depth decreases for nodes stored at the same position. There are three cases:

- **Rule 1**: the node following in the list has as many edges as the previous one. In this case we simply set their first edge pointers to the same position.
- **Rule 2**: the node following in the list has the same edges as the previous node but it also has some extra edges. In this case the pointer of the previous node will point to the edge in the list of the second node where its own edges start.
• **Rule 3**: the node following in the list does not have the same edges as the previous node. In this case all the edges must be represented in a separate list. We call these nodes large nodes.

• **Figure 4** illustrates this concept. Reduced nodes and large nodes are very important in the matching statistics algorithm [3]. In case a reduced node is found we can save as many steps as the number of nodes represented because we do not need to analyse redundant information. In case Rule 1 is applied when a suffix link is followed (note that this is the case when the suffix link is the next node in the list) we can save comparison again and when Rule 2 applies we only have to check until the beginning of the previous edge because after that all the edges have been checked in the previous step.

![Diagram of large nodes](image)

**Fig. 4. Large nodes**

### 4 Performance Analysis

The most space-efficient suffix tree representation so far has been developed by Kurtz [7]. He uses a collection of 42 files of different types to compare his representation to others. We compare our representation to his representation in this section but we only show the result to one file in each file group because of the space limits of this paper. Other files in the same group have similar results. In Kurtz’s collection there are English text files (see book2 as an example), program code files (progl), and DNA sequences (K02402). We do not consider binary files because they are not commonly used in suffix tree applications. The following tables show the space requirement of our and his representation as well as some statistical data about our representation that explain why our representation is better in some situations and why his representation is better than ours in other cases.

<table>
<thead>
<tr>
<th>File name</th>
<th>File size</th>
<th>Vector size</th>
<th>Bytes/symbol</th>
<th>Bytes/symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Suffix Vector</td>
<td>Kurtz</td>
</tr>
<tr>
<td>book2</td>
<td>610856</td>
<td>5454903</td>
<td>8.9299328</td>
<td>9.67</td>
</tr>
<tr>
<td>progl</td>
<td>71646</td>
<td>593135</td>
<td>8.2786897</td>
<td>10.22</td>
</tr>
<tr>
<td>K02402</td>
<td>38095</td>
<td>488504</td>
<td>12.82331</td>
<td>12.59</td>
</tr>
</tbody>
</table>

Table 1 shows the total space requirement of the test files. For English texts our representation gives better results. The difference varies between 0.11 and 0.74 bytes per symbol. For program source code files our representation is significantly better than
Kurtz’s. The difference varies between 0.67 and 1.95 bytes per symbol. For K02402, which is a DNA sequence Kurtz’s representation is better than ours by 0.23 bytes per symbol.

**Table 2. Statistical Data on Suffix Vectors**

<table>
<thead>
<tr>
<th>File name</th>
<th>File size</th>
<th>nodes</th>
<th>Number of long nodes</th>
<th>Number of reduced nodes</th>
<th>Number of long edges in the tree</th>
<th>Number of edges in the vector</th>
<th>Number of vector vector</th>
<th>Long depth of</th>
<th>Number of</th>
<th>Long depth of</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book2</td>
<td>610856</td>
<td>328825</td>
<td>81238</td>
<td>27928</td>
<td>85812</td>
<td>939682</td>
<td>505567</td>
<td>0</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>Progl</td>
<td>71646</td>
<td>46512</td>
<td>6693</td>
<td>2242</td>
<td>6911</td>
<td>118159</td>
<td>66321</td>
<td>742</td>
<td>201</td>
<td></td>
</tr>
<tr>
<td>K02402</td>
<td>38095</td>
<td>24364</td>
<td>16574</td>
<td>1422</td>
<td>12706</td>
<td>62460</td>
<td>55614</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

In table 2 we show some statistical data that explains why our representation is better in some cases and why Kurtz’s representation is better in other cases. Firstly, let us analyse that part of the data that supports our observations. Observation 1 says that the node depth of the deepest node can usually be stored in one byte. If you consider the last column of the table you can see that this assumption is very true in practice. Observation 2 follows from Observation 1.

The results also support Observation3. The number of long edges is 0 for most files. The largest number of long edges can be found in progl, which means that this file contains long overlaps. This is a program source code, so it is not a surprise that it has long overlaps within itself. The ratio of long edges is still small.

The main advantage of our algorithm is that redundant information is eliminated. If you compare the number of edges in the tree to the number of edges in the suffix vector you can see how many edge-representations can be saved by this technique. The number of reduced nodes also tells us that many nodes represent the same information and they are only stored once in our representation. The number of large nodes value is some way related to the number of edges value because the less the number of large nodes we have the less edges that we have to represent. Note that only edges of large nodes are explicitly represented.

Now we explain why we get much better results for program code. As you can see from the data in the table for program source code we have many nodes represented at each position (compare the number of nodes value to the number of boxes value). These nodes share some information and give a chance for longer sequence of small nodes.

For the DNA sequence we can see that we hardly save any edges and the number of large nodes are very close to the total number of nodes. It means that we have to represent most of the nodes and most of the edges. DNA sequences have more complicated suffix tree structures than natural English texts or program source codes. This complex structure can be slightly more efficiently represented by Kurtz’s implementation.
5 Retrieving Information from the Suffix Vector

The efficiency of storing the tree is only one issue that we have to consider. Retrieving information from the tree is at least as important as the space requirement of the representation. In this section we compare the number of operations needed to retrieve the information on nodes and edges in both representations. There are three basic operations on a suffix tree:

- getting the first edge running out of a node
- getting the next edge from the current edge in the list of edges
- following a suffix link

We divide operations into three categories:

- **Masking.** It is when we have a value (an integer or one byte) that stores multiple pieces of information and we have to mask some bits to retrieve the information we need. We denote the masking operation by $\text{M}$.  
- **Comparison.** It is when we have to compare two values (two integers or two bytes) and based on the result we choose different execution paths. We denote the comparison operation by $\text{C}$.  
- **Addition (Subtraction).** It is when we have to add (or subtract) two values. We denote the addition (subtraction) operation by $\text{A}$.  

Due to space limitations here we are unable to analyse all operations, so we only give the actual number of steps needed in both representations for all operations. These figures may be verified by actually analysing each step. For each operation we give both the worst-case and best-case scenarios.

<table>
<thead>
<tr>
<th></th>
<th>Kurtz’s representation</th>
<th>Suffix Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Worst case</td>
<td>Best case</td>
</tr>
<tr>
<td>first edge</td>
<td>10M 5C 8A</td>
<td>6M 3C 2A</td>
</tr>
<tr>
<td>next edge</td>
<td>6M 4C 5A</td>
<td>1M 1C</td>
</tr>
<tr>
<td>suffix link</td>
<td>Alphabet size dependent</td>
<td>1C 1A</td>
</tr>
</tbody>
</table>

Table 3 shows that both worst-case and best-case data are better in case of the suffix vector representation except for one situation. The best case of getting the first edge is better in case of Kurtz’s representation. The worst case of getting the suffix link information in Kurtz’s representation is when the suffix link is stored at the end of the edge list. It is only necessary if there is a node, whose depth is greater than $2^{10} - 1$. This is a very rare situation. Neglecting this scenario the worst case is 3 maskings and 2 additions.
6 Building a Suffix Vector from a Suffix Tree

In this section we show that a suffix vector can be built from a suffix tree. It is not clear yet whether a direct construction algorithm can be used to build suffix vectors. Suffix vectors may still have their application, for example in case of our document overlap program. Firstly, the suffix vector representation uses fewer steps to retrieve the same information (see previous section). We have also analysed the number of steps saved by not analysing redundant information (see section 3.2), which showed that over 20% of the steps could be saved by using suffix vectors.

Before we give a high-level algorithm let us define some basic rules. Our first observation is that a suffix tree built by Ukkonen’s algorithm will always have the lowest possible edge labels (note that edges are labelled by the beginning and end position). It is true because in the case of a given substring appearing multiple times in the string it will be inserted into the tree when the first occurrence is encountered (the tree is built from left to right) and later occurrences will already be in the tree, so they will not be added. When a node has to be represented in the vector it is inserted into the position that is defined by the end position of the edge running into the node. Let us define node-depth as the number of characters followed from the root to the node (note that this definition is the same as Kurtz’s [7] but it is different from Gusfield’s node-depth definition [5]).

The problem we have to face is that we do not want to recreate those arrays that contain next node pointers and point to the first edges. It would be good to know how many nodes we will have at a given position. This can be found in $O(n)$ time by a depth first search of the tree. If a node is found we have two options. This is the first node at a given position: a new box object is created in the position identified by the edge running into that node, the node counter is set to 1, and the deepest node value is set to the node-depth of the given node. Other information in the box is not filled at this stage. The other option is that the box object has been created in some previous step and in this case we only update its information. By the end of the traversal each box object will have the correct value for the number of nodes, and the depth of the deepest node. In the same run large nodes and reduced nodes can also be identified. With another $O(n)$ run we can go through the vector and create the actual boxes when every node is actually inserted: its position in the array is defined by $\text{depth,depth} - \text{current,depth}$ and the list of the edges is created. The next node values of edges are simply the difference between the end position and start position value of the edge. Note that we store the difference rather than the actual end position.

7 Conclusion and Future Work

In this paper we have proposed an alternative data structure for representing and storing suffix trees. We compared this representation to the best-known representation to date. We have found that the suffix vector representation is more space-efficient in case of semi-structured textual documents and program code while it is slightly worse in case of DNA sequences. This structure similarly to Kurtz’s representation retains the versatility of suffix trees.
Future work will include analysis of how our representation can directly be constructed from scratch in $O(n)$ time. Our data structure, at this stage, has the advantage of simplicity over Kurtz's representation besides space efficiency, which is a very important argument. This advantage is demonstrated in the number of steps needed to obtain information from the tree. Our representation also eliminates some redundant information of a tree, which also saves some time on algorithms that run on the proposed data structure.
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Abstract. A fragmentary pattern is a multiset of non-empty strings,
and it matches a string w if all the strings in it occur within w with-
out any overlaps. We study some fundamental issues on computational
complexity related to the matching of fragmentary patterns. We show
that the fragmentary pattern matching problem is NP-complete, and the
problem to find a fragmentary pattern common to two strings that max-
imizes the pattern score is NP-hard. Moreover, we propose a polynomial-
time approximation algorithm for the fragmentary pattern matching, and
show that it achieves a constant worst-case approximation ratio if either
the strings in a pattern have the same length, or the importance weights
of strings in a pattern are proportional to their lengths.

Keywords: fragmentary pattern, string resemblance, string matching,
NP-completeness, polynomial-time approximation

1 Introduction

Waka is a form of traditional Japanese poetry with 1300-year history. A Waka
poem has five lines and thirty-one syllables, arranged thus: 5-7-5-7-7. Since one
syllable is represented by one Kana character in Japanese, a Waka poem con-
sists of thirty-one Kana characters. In [13], we attempted to discover similar
poems semi-automatically from an accumulation of about 450,000 Waka poems
in a machine-readable form. One of the aims is to find unheard instances of
Honkadori, a technique based on specific allusion to earlier famous poems. The

* This research is partially supported by Grants-in-Aid for Encouragement of Young
Scientists, Japan Society for the Promotion of Science, No. 12780286.
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approach we took is very simple: Arrange all possible pairs of poems in decreasing order of their similarity, and scholarly scrutinize a first part.

The key to success in this approach would be how to develop an appropriate similarity measure. Traditionally, the scheme of weighted edit distance with a weight matrix may have been used to quantify affinities between strings (see e.g. [10]). This scheme, however, requires a fine tuning of quadratically many weights in a matrix with the size of alphabet, by a hand-coding or a heuristic criterion. As an alternative idea, we introduced a new framework called string resemblance systems (SRSs for short) [13]. In this framework, similarity of two strings is evaluated via a pattern that matches both of them, with the support by an appropriate function that associates the quantity of resemblance to candidate patterns. This scheme bridges a gap among optimal pattern discovery (e.g. [12]), machine learning (e.g. [2,3]) and similarity computation (e.g. [6,10]).

An SRS is specified by (1) a pattern set to which common patterns belong, and (2) a pattern score function that maps each pattern in the set to the quantity of resemblance. For example, if we choose the set of patterns with variable-length don’t-cares (VLDC’s) and define the pattern score to be the number of non-variable symbols in a pattern, then we obtain one of the traditional measures, the longest common subsequence (LCS): a common pattern \texttt{acdeba} and \texttt{abdac}, whose score is three. With this framework researchers can easily design and modify their measures not only for generic purposes but also for definite usages. In fact, we designed several similarity measures as combinations of a pattern set and a score function along with this framework, and reported successful results in discovering instances of Honkadori [13].

Some of the similarity measures employed in [13] base upon a class of fragmentary patterns, or order-free patterns. A fragmentary pattern is formally a multiset of non-empty strings. It matches a string \( w \) if all the strings in it occur within \( w \) without any overlaps. Although the computational complexity of matching a fragmentary pattern had not been clarified, the potential intractability to deal with it could be ignored for comparing Waka poems, since the lengths of the poems are only approximately 31.

However, the computational complexity is crucial and must be paid attention to when comparing longer texts by a fragmentary pattern. For example, searching for a fragmentary pattern in long texts arises in detecting instances of Hikuts. Hikuts is a rhetorical device used in Monogatari (tales), which is based on a specific allusion to a famous poem and appears in the narrative, conversation, and letters. A prose passage of the tale and the poem, therefore, share a phrase or part of phrase when this device is used. Other possible applications in molecular biology require that methods can process efficiently for huge size of sequences.

The purpose of this paper is to settle some fundamental issues on computational complexity related to the matching of fragmentary patterns and the string resemblance system adopting them. Firstly, we show that a matching decision of a fragmentary pattern is NP-complete. This indicates that if a pattern contains strings whose suffices and prefixes can overlap, then finding a set of non-overlapping occurrences of the strings becomes intractable. Also, we prove that
the problem to find a fragmentary pattern that is common to two strings and maximizes the pattern score is NP-hard. Furthermore we present a polynomial-time approximation algorithm for the maximization version of the fragmentary pattern matching, and show that the algorithm achieves a constant worst-case approximation ratio if (i) the strings in a pattern have the same length, or (ii) the importance weights of strings in a pattern are the lengths of them.

The rest of this paper is organized as follows. Section 2 gives a brief sketch of the framework of string resemblance systems. Section 3 defines the class of fragmentary patterns and then proves that the pattern matching problem for this class is NP-complete. Section 4 discusses the complexity required for computing similarity between two strings for SRS with the fragmentary patterns. Section 5 considers combinatorial optimization version of the fragmentary pattern matching and gives an approximation algorithm. Section 6 describes applications to two typical problems arisen in analysis of classic Japanese literary works.

2 A Unifying Framework for String Similarity

This section briefly sketches the framework of string resemblance systems according to [13]. Gusfield [10] pointed out that in dealing with string similarity the language of alignments is often more convenient than the language of edit operations. Our framework is a generalization of the alignment based scheme and is based on the notion of common patterns.

Before describing our scheme, we introduce some notations. The set of all strings over a finite alphabet \( \Sigma \) is denoted by \( \Sigma^* \). The length of a string \( s \in \Sigma^* \) is denoted by \( |s| \). The empty string \( \varepsilon \) is the string of length zero. The set \( \Sigma^+ = \Sigma^* - \{\varepsilon\} \) thus denotes the set of all non-empty strings.

A pattern system is a triple \((\Sigma, \Pi, L)\) of a finite alphabet \( \Sigma \), a set \( \Pi \) of descriptions called patterns, and a function \( L \) that maps a pattern \( \pi \in \Pi \) to a language \( L(\pi) \subseteq \Sigma^* \). A pattern \( \pi \in \Pi \) matches \( w \in \Sigma^* \) if \( w \) belongs to \( L(\pi) \).

Also, \( \pi \) is a common pattern of \( w \) and \( u \) for strings \( w, u \in \Sigma^* \), if \( \pi \) matches both of them. Usually, a set \( \Pi \) of patterns is expressed as a set of strings over an alphabet \( \Sigma \cup X \), where \( X \) is a finite alphabet which is disjoint to \( \Sigma \).

**Definition 1.** A string resemblance system (SRS) is a quadruple \((\Sigma, \Pi, L, \text{Score})\), where \((\Sigma, \Pi, L)\) is a pattern system and \( \text{Score} \) is a pattern score function that maps a pattern in \( \Pi \) to a real number.

The similarity \( \text{SIM}(x, y) \) between strings \( x \) and \( y \) with respect to an SRS \((\Sigma, \Pi, L, \text{Score})\) is defined by

\[
\text{SIM}(x, y) = \max\{\text{Score}(\pi) \mid \pi \in \Pi \text{ and } x, y \in L(\pi) \}.
\]

When the set \( \{\text{Score}(\pi) \mid \pi \in \Pi \text{ and } x, y \in L(\pi) \} \) is empty or the maximum does not exist, \( \text{SIM}(x, y) \) is undefined.

The definition given above regards the similarity computation as optimal pattern discovery. In this sense, our framework bridges a gap between similarity
computation and pattern discovery. In [13], the class of homomorphic SRSs was
defined, and it was shown that the class covers most of the well-known and
well-studied similarity (dissimilarity) measures, including the edit distance, the
weighted edit distance, the Hamming distance, the LCS measure. Also this class
was extended to the semi-homomorphic SRSs in [13], into which for example the

Interestingly, membership problems of homomorphic and semi-homomorphic
pattern systems are assumed reasonably to be polynomial-time solvable, while
membership problems of non-homomorphic pattern systems include NP-complete
one, e.g. the Angluin pattern system [1]. The similarity computation for homo-
morphic and semi-homomorphic SRSs can be performed in polynomial time [13]
by the idea of weighted edit graph (see, e.g., [10]) under the above assumption,
while the similarity computation via the Angluin pattern system is NP-hard in
general [14]. We emphasize that the fragmentary pattern system is included in
the class of non-homomorphic pattern systems.

3 Fragmentary Patterns and Complexity of Their
Matching

We focus on the class of fragmentary patterns in this section, and discuss the
computational complexity of a matching or a searching of an arbitrary large
fragmentary pattern, before looking into SRSs adopting this class.

A fragmentary pattern over $\Sigma$ is a multiset $\{p_1, \ldots, p_\ell\}$ of $\ell > 0$ non-empty
strings $p_1, \ldots, p_\ell \in \Sigma^+$, and is denoted by $\pi[p_1, \ldots, p_\ell]$. The size of a fragmentary
pattern $\pi[p_1, \ldots, p_\ell]$ is the total length of strings $p_1, \ldots, p_\ell$, and denoted by $||\pi||$.

Definition 2 (Fragmentary pattern system). The fragmentary pattern system
on $\Sigma$ is a pattern system $(\Sigma, \Pi, L)$ such that (i) $\Pi$ is the set of all fragmen-
tary patterns over $\Sigma$, and (ii) $L$ is the function that maps $\pi[p_1, \ldots, p_\ell]$ to
the language $L(\pi[p_1, \ldots, p_\ell])$ that contains all strings expressed by

$$s_0 \cdot p_{\sigma(1)} \cdot s_1 \cdot p_{\sigma(2)} \cdot s_2 \cdots s_{\ell-1} \cdot p_{\sigma(\ell)} \cdot s_\ell,$$

where $s_0, s_1, \ldots, s_\ell$ are arbitrary strings in $\Sigma^*$ and $\langle \sigma(1), \ldots, \sigma(\ell) \rangle$ is an arbitrary
permutation of integers $1, \ldots, \ell$.

For example, the language of the pattern $\pi[abc, de]$ is denoted by a regular expression

$$L(\pi[abc, de]) = \Sigma^* abc \Sigma^* de \Sigma^* \cup \Sigma^* de \Sigma^* abc \Sigma^*.$$

In the context of a string pattern matching, the following notions are conve-
nient. Let $p$ and $t$ be strings over $\Sigma^*$. An occurrence position $i$ of $p$ in $t$ is an
integer such that $p = t[i] \cdots t[i+|p|-1]$. The range $[i, i+|p|-1]$ on $t$ represents
the substring $t[i] \cdots t[i+|p|-1]$ and is said to be an occurrence of $p$ in $t$. A fragmen-
tary pattern $\pi[p_1, \ldots, p_\ell]$ matches $t \in \Sigma^*$ if there is a sequence $(k_1, \ldots, k_\ell)$
of integers such that (i) every $k_i$ for $1 \leq i \leq \ell$ is an occurrence position of $p_i$
in \( t \), and (ii) \( k_i + |p_i| - 1 < k_j \) holds for any \( k_i < k_j \), i.e. any pair of occurrences never overlap. We say such a sequence \( \{k_1, \ldots, k_l\} \) an occurrence of \( \pi \) in \( t \).

Then the following is a fundamental problem for a fragmentary pattern

**Definition 3. Fragmentary Pattern Matching (FRAG-MATCHING)**

Given a fragmentary pattern \( \pi \in \Pi \) and a string \( w \in \Sigma^* \), determine whether \( w \) belongs to \( L(\pi) \).

This may rather seem to be tractable. Actually, if no pair of strings in a

fragmentary pattern shares a common string as a prefix and a suffix, then strings

in a pattern cannot overlap and thus this problem is solvable in polynomial time.

It is a simple ‘AND’ query of multiple string patterns. However, in general, the

following theorem holds.

**Theorem 1. Fragmentary Pattern Matching is NP-complete.**

Firstly, we prove this theorem by a reduction from 3SAT to FRAG-MATCHING,

with which a reduced instance requires an alphabet whose size depends on the

size of a given 3CNF formula. After showing it, we briefly discuss how those

symbols can be expressed over an alphabet of fixed size. The problem 3SAT

(e.g. [8]) is, given a set \( C = \{c_1, \ldots, c_n\} \) of 3 literal clauses over a set \( X = \{x_1, \ldots, x_n\} \) of Boolean variables, to determine whether \( C \) is satisfiable.

**Proof.** In the following we show a logspace algorithm that builds an instance

\((t_C, P_C)\) of Fragmentary Pattern Matching over an alphabet

\( \Sigma_C = \{x_1, \ldots, x_n, c_1, \ldots, c_n, \#\} \)

for a 3SAT instance \((X, C)\).

We introduce some gadgets utilized to construct \( t_C \) and \( P_C \). For each \( 1 \leq i \leq n \), we define \( t_1^i = x_i c_1 x_1 \cdot c_2 x_i \cdot c_{m_i} x_i \cdot \# \), and \( t_2^i = t_2^i(1) \cdot \cdots \cdot t_2^i(m) \) where

\( t_2^i(j) = \begin{cases} 
  c_j c_i x_i c_j \# & \text{if } c_j \text{ contains } x_i, \\
  c_j x_i c_j c_j \# & \text{if } c_j \text{ contains } \neg x_i, \\
  c_j x_i c_j \# & \text{if neither } x_i \text{ nor } \neg x_i \text{ is in } c_j,
\end{cases} \)

for \( 1 \leq j \leq m \). With these gadgets, we define \( t_1 = t_1^1 \cdot \cdots \cdot t_1^n \) and \( t_2 = t_2^1 \cdot \cdots \cdot t_2^n \),

and as the concatenation \( t_C = t_1 \cdot t_2 \). The pattern \( P_C \) is defined by the union

\( P_1 = \cup_{i=1}^n \{x_i, x_i\} \), \( P_2 = \cup_{j=1}^m \{c_j, c_j\} \) and \( P_3 = \cup_{i=1}^n \{c_j x_i, x_i c_j, \ldots, c_m x_i, x_i c_m\} \).

Note that \( P_C \) contains only strings of the length two. Clearly, this algorithm runs

with logarithmic space.

The gadgets defined above have the following properties: (i) \( P_1 \) matches \( t_1 \),

while any string in it does not match \( t_2 \); (ii) for each \( 1 \leq i \leq n \), the string \( x_i x_i \in P_1 \) is either the prefix of \( t_1^i \), or the suffix of \( t_1^i \); and (iii) \( P_2 \) matches \( t_2 \), while

any string in it does not match \( t_1 \). Also, for each \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \),

either \( c_j x_i \) or \( x_i c_j \) in \( P_1 \) matches \( t_1^i \), and the remaining one matches \( t_2^i \).
Now, we prove that \((X, C)\) is satisfiable if and only if \(P_C\) matches \(t_C\). Firstly, we show that if there is a truth assignment \(f : X \rightarrow \{\text{true}, \text{false}\}\) that satisfies \((C, X)\), then an occurrence of \(P_C\) in \(t_C\) exists.

According to the assignment \(f\), we split \(P_1 \cup P_3\) into two sets: we define, for each \(1 \leq i \leq n\),

\[ Q^1_i = \{x_i x_i, c_1 x_i, \ldots, c_m x_i\}, \quad Q^1_i = \{x_i c_1, \ldots, x_i c_m\} \]

if \(f(x_i)\) is \text{true}, and otherwise (if \(f(x_i) = \text{false}\)) define

\[ Q^1_i = \{x_i x_i, x_i c_1, \ldots, x_i c_m\}, \quad Q^1_i = \{c_i x_i, \ldots, c_i x_i\}. \]

Note that \(Q^1_1\) and \(Q^1_2\) matches \(t^1_1\) and \(t^1_2\), respectively, without depending on whether \(f(x_i)\) is \text{true} or \text{false}. Then, since \(f\) satisfies \(C\), for each \(1 \leq j \leq m\), there must be an index \(1 \leq i \leq n\) such that either \(x_i\) or \(\neg x_i\) satisfies \(c_j\).

This can be interpreted with the above definition that for each \(1 \leq j \leq m\) there is a variable index \(1 \leq i \leq n\) such that either (a) \(c_j x_i c_j\) occurs in \(t^1_j\) and \(x_i c_j\) is in \(Q^2_j\), or (b) \(c_j x_i c_j\) occurs in \(t^1_j\) and \(c_j x_i\) is in \(Q^2_j\). Then, in \(t^1_j\) there remains a substring \(c_j c_j\) to which a string \(c_j c_j\) in \(P_2\) of the pattern matches. This guarantees that \(P_2\) can, with all \(Q^2_i\)'s, match \(t_2\), and thus the whole fragmentary pattern \(P_C\) matches \(t_C\).

Next we show that if \(P_C\) matches \(t_C\) then a truth assignment associated with an occurrence of \(P_C\) satisfies \(C\).

By the construction of \((t_C, P_C)\), for each \(1 \leq i \leq n\), either the pattern

\( \{x_i x_i, x_i c_1, \ldots, c_m x_i\} \) or \( \{x_i x_i, x_i c_1, \ldots, x_i c_m\} \)

must match \(t^1_i\); otherwise we lose all the possible places where \(x_i x_i\) in \(P_1\) occurs. With respect to this choice, we define the set \(P^f_i = \bigcup_{i=1}^n P^F_i\) as either \(\{x_i c_1, \ldots, x_i c_m\}\) or \(\{c_i x_i, \ldots, c_i x_i\}\) for each \(1 \leq i \leq n\). Also, we define \(P^F = \bigcup_{i=1}^n P^F_i\) and \(P_F = P_1 \cup P_2\). Then, \(P_1 \cup P_2\) matches \(t_1\), and this requires that \(P_1 \cup P_2\) matches \(t_2\).

For each \(1 \leq i \leq n\), there is an index \(1 \leq i \leq n\) such that either (a) \(t_2\) contains \(c_j x_i c_j\) and \(x_i c_j\) is in \(P_F\), or (b) \(t_2\) contains \(c_j x_i c_j\) and \(c_j x_i\) is in \(P_F\). Otherwise we have no positions to which \(c_j c_j\) matches without overlaps.

According to the occurrence of \(P_C\) in \(t_C\) inspected as above, we define a truth assignment \(f\) as follows: \(f(x_i) = \text{true}\) if \(P^f_i\) includes \(c_j x_i\) \(1 \leq j \leq m\); \(f(x_i) = \text{false}\) if \(P^f_i\) includes \(x_i c_j\) \(1 \leq j \leq m\). Then, since \(P_1\) and \(P_2\) must match \(t_2\), like the discussion on \(Q^2_i\)’s and \(P_2\) in above, the assignment \(f\) implies that for each clause in \(C\) there is at least one literal having \text{true}. Therefore, \(C\) is satisfiable if \(P_C\) matches \(t_C\).

The above two properties complete this proof. \(\Box\)

The reduction presented here can be easily modified to one that reduces to an instance of 
\textsc{Frag-Matching} over an alphabet consisting of a fixed number of symbols. For example, an alphabet \(\Sigma = \{0, 1, \$\}\) could be used to represent finitely many symbols in \(\Sigma_C\) by distinguished binary strings of the same length, followed with the separator symbol ‘\$’. The coding sizes of \(P_C\) and \(t_C\) is expanded only \(\log |\Sigma|\) times the original represented with \(\Sigma_C\). Even the unary coding scheme can be applied.
Corollary 1. Fragmentary Pattern Matching is NP-complete even if either (i) the size of the alphabet is fixed, or (ii) strings in a pattern are of the same length, or both.

4 Complexity of Similarity Computation by Fragmentary Patterns

We now consider the computation of similarity between two strings and its computational complexity. In the following, we assume the values of score function are integers.

Definition 4. Similarity Computation with SRS \( \langle \Sigma, \Pi, L, \text{Score} \rangle \).

Given two strings \( w_1, w_2 \in \Sigma^* \), find a pattern \( \pi \in \Pi \) with \( \{w_1, w_2\} \subseteq L(\pi) \) that maximizes \( \text{Score}(\pi) \).

Let \# be a symbol not in \( \Sigma \), and \( \pi \) a fragmentary pattern \( \pi[u_1, \ldots, u_d] \) over \( \Sigma \). For a fragmentary pattern \( \pi' \) over \( \Sigma \), we write \( \pi' \preceq \pi \) if \( \pi' \) matches the string \( u_1\# \cdots \# u_d \) in \( (\Sigma \cup \{\#\})^* \). Here, the function \( L \) is naturally extended to one that maps a pattern to the language \( L(\pi) \) over \( \Sigma \cup \{\#\} \). We write as \( \pi_1 \prec \pi_2 \) if \( \pi_1 \preceq \pi_2 \) and the two multisets \( \pi_1 \) and \( \pi_2 \) are not identical. A pattern score function \( \text{Score} \) is strictly increasing with respect to \( \prec \) if \( \pi_1 \prec \pi_2 \) implies \( \text{Score}(\pi_1) < \text{Score}(\pi_2) \). For example, let \( \text{Score}_1(\pi) = ||\pi|| \) and \( \text{Score}_2(\pi[u_1, \ldots, u_d]) = \sum_{i=1}^d |u_i|^2 \). Then, \( \text{Score}_2 \) is strictly increasing, while \( \text{Score}_1 \) is not.

Theorem 2. Similarity Computation with SRS with the fragmentary pattern system is NP-hard in general.

Proof. We show the NP-completeness of a decision version of Similarity Computation with the class of pattern score functions that are strictly increasing: Given two strings \( w_1, w_2 \in \Sigma^* \) and a nonnegative integer \( k \), determine whether a pattern \( \pi \in \Pi \) satisfying \( \{w_1, w_2\} \subseteq L(\pi) \) and \( \text{Score}(\pi) \geq k \) exists.

We give a reduction from Fragmentary Pattern Matching \( \langle \Sigma, \Pi, L \rangle \) to Similarity Computation with SRS \( \langle \Sigma', \Pi', L', \text{Score} \rangle \). A triple \( \langle \Sigma', \Pi', L' \rangle \) is the fragmentary pattern system on \( \Sigma' = \Sigma \cup \{\#\} \), and \( \text{Score} \) is a pattern score function defined on the set of fragmentary patterns \( \Pi' \) over \( \Sigma' \), whose limitation to \( \Pi \subseteq \Pi' \) is strictly increasing with respect to \( \prec \).

For a given instance \( \pi = \pi[u_1, \ldots, u_d] \in \Pi \) and \( w \in \Sigma^* \) of Fragmentary Pattern Matching, we construct an instance \( \langle w'_1, w'_2, k \rangle \) of Similarity Computation by letting \( w'_1 = u_1\# \cdots \# u_d \), \( w'_2 = w \), and \( k = \text{Score}(\pi) \). Since \( \# \) does not occur in \( w'_2 \), there is a pattern \( \pi' \in \Pi' \) with \( \{w'_1, w'_2\} \subseteq L'(\pi') \) and \( \text{Score}(\pi') \geq k \) if and only if \( w \in L(\pi) \). This completes the proof. \( \square \)

On the other hand, there are pattern score functions that are not trivial and with which similarity can be efficiently computed. For example, with the pattern score function that can be considered as an order-free version of LCS, we can readily show that:
**Theorem 3.** SIMILARITY COMPUTATION WITH RESPECT TO SRS with the
fragmentary pattern system is solvable in linear time using \( O(|\Sigma|) \) space for
the pattern score function \( \text{Score}(\pi) = ||\pi|| \).

5 Maximization of Fragmentary Pattern Matching

More than a powerful pattern class for the similarity computation, fragmentary patterns can be used as a conjunction of queries for texts in which word-boundaries are not evident. By viewing the matching problem as a combinatorial optimization problem, a fragmentary pattern can be thus applied like an at-least-\( k \)-of-\( m \) rule. It is regarded as a generalization of the membership problem of fragmentary patterns, to classify noisy inputs with a specified robustness.

So now we consider the problem to find a maximal subset of a given set of strings that matches a text as a fragmentary pattern. Firstly, we introduce some notions of combinatorial optimization problems. In the following we only deal with and thus define ‘maximization versions’ of combinatorial optimization problems. (See e.g. [4,5] for details.)

A maximization problem \( P \) is specified by (i) the set \( I_P \) of instances, (ii) the set \( S_P(x) \) of solutions of each instance \( x \in I \), and (iii) the measure \( m_P(x,s) \) that maps a pair of an instance \( x \) and a solution \( s \) of \( x \) to a nonnegative integer. The ultimate goal of a maximization problem is to find an optimum solution, that is, a solution whose measure is maximum. An approximation algorithm \( A \) for \( P \) is an algorithm that produces for any instance \( x \in I_P \) a solution \( s \in S_P(x) \). Furthermore, for a rational number \( r > 1 \), \( A \) is said to be an \( r \)-approximation algorithm for \( P \) if \( A \) always produces a solution whose measure is no less than \( 1/r \) times the measure of an optimum solution. A maximization problem \( P \) is in class APX if there is a polynomial-time \( r \)-approximation algorithm for \( P \) with some constant \( r \).

A maximization version of our pattern matching problem is formalized as follows.

**Definition 5.** MAXIMUM FRAGMENTARY PATTERN MATCHING (MAX FRAG-MATCHING)

Given a weighted instance of FRAG-MATCHING, i.e. a triple \((\pi, w, t)\) of a fragmentary pattern \( \pi \in \Pi \), a weight \( w : \pi \rightarrow \mathbb{Z}^+ \) and a string \( t \in \Sigma^* \), find a fragmentary pattern \( \pi' \subseteq \pi \) that matches \( t \) and maximizes the total weight \( \sum_{u \in \pi'} w(u) \) in \( \pi' \).

For this maximization problem, let us consider the following simple polynomial-time algorithm.

Algorithm Greedy

Input: An instance triple \((\pi, w, t)\);
Output: A fragmentary pattern \( \pi' \subseteq \pi \) that matches \( t \).
1. Let \( \pi' = \emptyset \), and let \( I \) be an empty list of occurrences.
2. For each \( u \in \pi \), in the weight-descending order with respect to \( w \), do the following:
a. Find an occurrence of \( u \) in \( t \), say \([k, \ell]\), which does not overlap any
occurrences in \( I \); If no such an occurrence can be found, then continue
to the next iteration to proceed to the next string in \( \pi \).
b. Add \( u \) to \( \pi' \), and add the occurrence \([k, \ell]\) to \( I \).
3. Output \( \pi' \).

This algorithm runs in \( O(n \log n + m) \) time with the number \( n \) of strings in
\( \pi \) and the length \( m \) of string \( t \), by employing appropriate sorting, set managing
and string matching algorithms. Furthermore, with certain kinds of restrictions
on input strings or weight functions, the following lemmas hold:

**Lemma 1.** If all the strings in \( \pi \) have the same length, then the algorithm
**Greedy** is a 3-approximation algorithm, i.e. guarantees an output whose total
weight is at least \( 1/3 \) times the total weight of an optimum solution.

**Proof.** Let \( \pi^* \subseteq \pi \) be an optimum fragmentary pattern for \( t \). An addition
of string \( u \) to \( \pi' \) with some occurrence, in an iteration at the step 2-b, can interfere
at most two strings in \( \pi^* \) matching \( t \). For these two strings, there are following
three cases: (i) each of the two strings has the weight less than \( w(u) \), (ii) the two
strings are already chosen in \( \pi' \), or (iii) the two strings are interfered by some
string already chosen in \( \pi' \). Therefore the addition of \( u \) disables the contributions
of weights from \( \pi^* \) no more than \( 2w(u) \), while in \( \pi^* \) the two strings and \( u \) may
contribute totally at most \( 3w(u) \). By repeating this process, we finally obtain a
solution whose total weight is at least \( \frac{1}{3} \) times the optimum. \( \square \)

**Lemma 2.** If the weight of each string is the length of it, then the algorithm
**Greedy** is a 4-approximation algorithm.

**Proof.** This can be shown by a discussion similar to the previous proof. An
addition of \( u \) to \( \pi' \) at each iteration of the Step 2-b may block some strings
in \( \pi^* \) occurring in the text. Since \( |u| = w(u) \) contiguous symbols are occupied
by the occurrence of \( u \), the total weight of those blocked strings is at most
\( w(u) - 2 + 2w(u) < 3w(u) \). The string \( u \) may also be included in \( \pi^* \), so the
algorithm is guaranteed to choose a fragmentary pattern whose total weight is
no less than \( \frac{1}{4} = \frac{w(u)}{w(u) + 3w(u)} \) times the optimum. \( \square \)

Note that the restricted subproblem considered in lemma 1 includes instances
constructed in the reduction presented in Section 3. Also the case dealt with
lemma 2 seems likely to occur in practical applications, since shorter strings
may have less meaning in general, and in automated pattern discovery some
automatic weighting scheme will be requested.

**Corollary 2.** **Max Fragmentary Pattern Matching** is in the class \( APX \)
[3] if strings in a fragmentary pattern have the same length. Also the problem is
in \( APX \) if the weight function is equal to or stronger than the length of string.
6 Applications for Classic Literary Works

Honkadori is a technique of composing a Waka poem as an allusive-variation of a model poem. In [13], we developed a similarity measure appropriate for finding instances of Honkadori, based on a measure to quantify affinities between two lines which falls into the class of semi-homomorphic SRSs mentioned in Section 2. With this measure we have succeeded to discover instances of Honkadori which have never been pointed out in the long research history of Waka poetry. In [13] we also showed two similarity measures, which are defined as SRSs with fragmentary pattern systems. The difference of the two measures lies in the pattern score functions. Each of the pattern score functions can be described as

\[ \text{Score}(\pi[u_1, \ldots, u_t]) = \sum_{i=1}^{t} f(u_i) \]  

(1)

with a function \( f \) that maps a string in \( \Sigma \) to a real number. One measure is obtained by letting

\[ f(u) = \begin{cases} |u|, & \text{if } |u| > \ell; \\ 0, & \text{otherwise}, \end{cases} \]  

(2)

where \( \ell \) is a threshold in ignoring short fragments in a common pattern. In [13], we set \( \ell = 1 \). This measure is suitable for discovering instances of Honkadori with word-order alternations, as shown in Fig. 1.

Poem alluded to. (Kokin-Shu #125)
HA-NA-NO-SA-KA-RI-NI/A-HA-MA-SHI-MO-NO-WO

Allusive-variation. (Shin-Kokin-Shu #1162)
I-TE-NO-KA-HA-TSU-HA/I-MA-YA-NA-KU-RA-MU

Fig. 1. An instance of Honkadori with word-order alternations

Although similarity computation for this score function is NP-hard, the length of Waka poems we dealt with was approximately 31. Thus we could have performed the computation in feasible time.

The other measure is obtained by letting \( f(u) \) be the rarity of string \( u \), that is, \( f(u) \) is the logarithm of inverse of the probability of occurring \( u \) in database. The idea of rarity was shown to be effective in identifying only close affinities which are hardly seen elsewhere, possibly excluding known stereotype expressions [13].

Hikiuta is a poetic device used in tales, which is based on a specific allusion to a famous poem. We wish to find a portion of a tale which alludes to a poem. We use an SRS with fragmentary pattern system to quantify the affinities between
a substring of a tale and a poem. For this purpose, the length of a substring to be compared to a poem has to be limited by an appropriate threshold called window size, as in the episode matching (e.g. [9]). Our problem is then formalized as follows:

Given a short string, called poem, a long string, called tale, a window size \( k > 0 \), and a threshold \( t \), to find all substrings of the tale that are of length \( k \) and resemble the poem with a similarity value higher than \( t \).

Preliminary experimental results suggest that the pattern score function defined by Eq. 1 and Eq. 2 with a relatively large value of \( \ell \) might be suitable for effectively detecting instances of Hikiuta within a tale. A practically efficient approach would be a filtering technique based on searching of fragments of the poem that are of length greater than the threshold \( \ell \) within the tale, in which such index structures as the directed acyclic word graphs (e.g. [7]) will play a key role, and verification of candidate areas of the tale.
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Abstract. Evolutionary trees describing the relationship for a set of species are central in evolutionary biology, and quantifying differences between evolutionary trees is an important task. One previously proposed measure for this is the quartet distance. The quartet distance between two unrooted evolutionary trees is the number of quartet topology differences between the two trees, where a quartet topology is the topological subtree induced by four species. In this paper, we present an algorithm for computing the quartet distance between two unrooted evolutionary trees of $n$ species in time $O(n \log^2 n)$. The previous best algorithm runs in time $O(n^2)$.

1 Introduction

The evolutionary relationship for a set of species is commonly described by an evolutionary tree. This is a rooted tree where the leaves correspond to the species, and the internal nodes correspond to speciation events, i.e. the points in time where the evolution has diverged in different directions. The direction of the evolution is described by the location of the root, which corresponds to the most recent common ancestor for all the species, and the rate of evolution is described by assigning lengths to the edges. The true evolutionary tree for a set of species is rarely known, hence estimating it from obtainable information about the species, e.g. genomic data, is of great interest. The problem of computationally estimating aspects of the true evolutionary tree requires a model describing how to use the available information about the species in question. Given a model, the problem of estimating certain aspects of the true evolutionary tree is often referred to as constructing the evolutionary tree in that model. Many models and methods for constructing evolutionary trees have been presented, see [10, Chap. 17] for an overview.

An important aspect of the true evolutionary tree is the undirected tree topology induced by ignoring the location of root and the length of the edges. Many models and methods are concerned with estimating this tree topology,

* Partially supported by the IST Programme of the EU under contract number IST-1999-14186 (ALCOM-FT).
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usually under the further assumption that all internal nodes have degree three. We say that such models and methods are concerned with constructing the unrooted evolutionary tree of degree three for a set of species. For the remainder of this paper an evolutionary tree denotes an unrooted evolutionary tree of degree three.

Different models and methods often yield different estimates of the evolutionary tree for the same set of species. The same model and method can also give rise to different evolutionary trees for the same set of species when applied to different information about the species, e.g. different genes. To study such differences in a systematic manner, one must be able to quantify differences between evolutionary trees using well-defined and efficient methods.

One approach for comparing two evolutionary trees is to determine a consensus tree (or forest) that reflects common traits of the two trees, e.g. the maximum agreement subtree. Much work has been concerned with developing efficient methods for computing the maximum agreement subtree of two or more evolutionary trees, see e.g. [2]. Another approach for comparing two evolutionary trees is to define a distance measure between two trees and compare the two trees by computing the distance. Several distance measures have been proposed, e.g. the symmetric difference metric [12], the nearest-neighbor interchange metric [16], the subtree transfer distance [1], the Robinson and Foulds metric [13], and the quartet metric [8]. Each distance measure has different properties and reflects different aspects of biology, e.g. the subtree transfer distance is related to the number of recombinations between the two sets of species. The quartet metric has several attractive properties. Bryant et al. in [5] discuss the properties of the quartet metric and conclude that it does not suffer from drawbacks of the other distance measures. For example, measures based on transformation operations, e.g. the subtree transfer distance, do not distinguish between transformations that affect a large number of leaves and transformations that affect a small number of leaves.

In this paper, we study the quartet metric. For an evolutionary tree, the quartet topology of four species is the topological subtree induced by these species. In general, the possible quartet topologies of four species are the four shown in Fig. 1. Of these, the right-most cannot occur if we assume that all internal nodes have degree three. It is well-known that the complete set of quartet topologies is unique for a given tree and that the tree can be uniquely recovered from its set of quartet topologies in polynomial time [6]. If the tree has degree three, then, as observed in [11], it can be recovered from its set of quartet topologies in time $O(n \log n)$ using methods [4,9,11] for constructing an evolutionary tree in the experiment model in time $O(n \log n)$.
Given two evolutionary trees on the same set of $n$ species, the \textit{quartet distance} between them is the number of sets of four species for which the quartet topologies differ in the two trees. Since there are $\binom{n}{4}$ sets of four species, the quartet distance can be calculated in time $O(n^4)$ by examining the sets one by one. Steel and Penny in [14] present an algorithm for computing the quartet distance in time $O(n^3)$. Bryant \textit{et al.} in [5] present an algorithm that computes the quartet distance in time $O(n^2)$. In this paper, we present an algorithm that computes the quartet distance in time $O(n \log^2 n)$, making it possible to compare much larger evolutionary trees. Our solution is based on two techniques: the smaller-half trick, also used by methods for finding tandem repeats in strings, see e.g. [15], and a data structure related to the data structure for dynamic expression trees [7].

The rest of the paper is organized as follows. In Sect. 2, we introduce quartets and present our algorithm for computing the quartet distance between two unrooted evolutionary trees. In Sect. 3, we describe a hierarchical decomposition of unrooted trees which is an essential part of the data structure used by our algorithm. In Sect. 4, we present the details of our data structure.

2 The Algorithm

As mentioned, we in this paper by an \textit{evolutionary tree} mean an unrooted tree where all nodes are either leaves (i.e. have degree one) or have degree three, and where the leaves are uniquely labeled by the elements of a set $S$ of species. Let $n$ denote the size of $S$.

For an evolutionary tree $T$, the \textit{quartet topology} of four species $a$, $b$, $c$, and $d$ is the topological subtree of $T$ induced by these species. In general, the possible quartet topologies for species $a$, $b$, $c$, $d$ are the four shown in Fig. 1. Of these, the right-most does not occur in our setting, due to the assumption about all internal nodes having degree tree. Hence, the quartet topology is a pairing of the four species into two pairs, defined by letting $a$ and $b$ be a pair if among the three paths in $T$ from $a$ to respectively $b$, $c$, and $d$, the path to $b$ is the first to separate from the others.

Given two evolutionary trees $T_1$ and $T_2$ on the same set $S$ of species, the \textit{quartet distance} between the two trees is the number of four-sets $\{a, b, c, d\} \subseteq S$, for which the quartet topologies in $T_1$ and $T_2$ differ. As there are $\binom{n}{4}$ different four-sets in $S$, the quartet distance can also be calculated as $\binom{n}{4}$ minus the number of four-sets for which the quartet topologies in $T_1$ and $T_2$ are identical. In this paper, we give an algorithm for finding this number in time $O(n \log^2 n)$.

To facilitate the counting of identical quartet topologies in the two trees, we view the quartet topology of a four-set $\{a, b, c, d\}$ as two \textit{oriented} quartet topologies given by the two possible orientations of the “middle edge” of the topology. Figure 2 shows the two oriented quartet topologies arising from one unoriented quartet topology.

Clearly, the number of identical oriented quartet topologies between the trees $T_1$ and $T_2$ is twice the number of identical unoriented quartet topologies.
The goal of our algorithm is to count identical oriented quartet topologies. For brevity, we in the rest of this paper let the word *quartet* denote an oriented quartet topology of a four-set.

We associate quartets to internal nodes in $T_1$ as follows: Consider the generic quartet in Fig. 3, where the orientation is from the pair $\{a, b\}$ to the pair $\{c, d\}$. There is a unique node $v$ in $T_1$ where the paths from $a$ and $b$ to $c$ (and $d$) meet. We associate the quartet of Fig. 3 with the node $v$. This partitions the $2^{\binom{n}{4}}$ quartets into $n - 2$ disjoint sets, as there are $n - 2$ internal nodes in a tree of $n$ leaves, when all internal nodes have degree three.

For an internal node $v$ in $T_1$, we by the subtrees *incident* to $v$ mean the three subtrees which arise if $v$ and its three incident edges are removed from $T_1$. These are shown in Fig 4, denoted by $A$, $B$, and $C$. The number of quartets associated with $v$ is given by the expression

$$\frac{|A|}{2} \cdot |B| \cdot |C| + \frac{|B|}{2} \cdot |C| \cdot |A| + \frac{|C|}{2} \cdot |A| \cdot |B|,$$

where $|T|$ denotes the number of leaves in subtree $T$.

The strategy of the algorithm is for each internal node $v$ in $T_1$ to count how many of the quartets associated with $v$ which also are quartets of $T_2$. The sum over all nodes in $T_1$ of these counts then gives the required number of identical quartets in $T_1$ and $T_2$.

To do this, the algorithm colors the elements of $S$ using the three colors $A$, $B$, and $C$. The coloring is maintained via the data structure described in Sect. 4. When $v$ is an internal node in $T_1$, we say that the elements of $S$ are colored *according* to $v$ if the labels of the leaves of one of the three subtrees incident to $v$ all have color $A$, the labels of the leaves of another of the subtrees all have color $B$, and the labels of the leaves of the remaining subtree all have color $C$.

The central feature of the data structure is that if the elements of $S$ are colored according to a node $v$ in $T_1$, then it can return in constant time the number of quartets associated with $v$ which also are quartets in $T_2$. The data
structure also allows the color of an element to be changed in time $O(\log n)$, given a pointer to the element.

The algorithm starts by rooting $T_1$ at an arbitrary leaf. It then calculates the size $|\nu|$ of each node $\nu$ in $T_1$ during a postorder traversal starting at the root, where $|\nu|$ denotes the number of leaves below $\nu$, and stores this information in the nodes. It also colors all elements of $S$ by the color $\mathcal{C}$.

The algorithm then calculates the desired sum of the counts for all internal nodes of $T_1$ in a recursive fashion, starting at the single child of the root of $T_1$. To achieve the claimed complexity, the algorithm at a node $\nu$ will recurse first on its smaller child, then on its larger child, and finally add the count for $\nu$ to the sum calculated so far.

In Fig. 5, the algorithm is described in pseudo-code as a recursive procedure $\text{Count}(\nu)$. A call to $\text{Count}(\nu)$ returns the sum of the counts for the internal nodes of $T_1$ which are below $\nu$. Initially, it is called with $\nu$ set to the single child of the root of $T_1$. The two routines $\text{Small}(\nu)$ and $\text{Large}(\nu)$ return the child of $\nu$ having smallest, respectively largest, size. The routine $\text{NodeCount}(\nu)$ is a call to the data structure of Sect. 4, returning the count for the node $\nu$. The routine $\text{ColorLeaves}(\nu, \mathcal{X})$ colors by the color $\mathcal{X}$ all elements in the data structure which are labels of leaves below $\nu$ in $T_1$. This is done by a traversal of the subtree in $T_1$ rooted at $\nu$. By maintaining bi-directional pointers between elements of $S$ in the data structure and the leaves in $T_1$ and $T_2$ which they label, this takes time $O(|\nu| \cdot \log n)$.

**Theorem 1.** Let $T_1$ and $T_2$ be two unrooted evolutionary trees on the same set $S$ of species, and let all internal nodes in the trees have degree three. Then the quartet distance between $T_1$ and $T_2$ can be found in time $O(n \log^2 n)$.

**Proof.** We here assume the existence of the data structure discussed above. This existence is proven in Sect. 4. By induction on the number of calls to $\text{Count}(\nu)$, it follows that the algorithm above maintains the invariants:

1. At the beginning of the execution of an instance of $\text{Count}(\nu)$, all elements in $S$ are colored by the color $\mathcal{C}$.
2. At the end of the execution of an instance of $\text{Count}(\nu)$, all elements in $S$ which are labels of leaves below $\nu$ in $T_1$ are colored by the color $\mathcal{A}$, and all other elements in $S$ are colored by the color $\mathcal{C}$.
Procedure Count(v)
  if v is a leaf then
    color v by the color \( A \)
    return 0
  else
    x = Count(Small(v))
    ColorLeaves(Small(v), \( C \))
    y = Count(Large(v))
    ColorLeaves(Small(v), \( S \))
    z = NodeCount(v)
    ColorLeaves(Small(v), \( A \))
    return \( x + y + z \)

Fig. 5. The algorithm

The invariants imply that when a call to \( \text{NodeCount}(v) \) takes place, labels of leaves in the subtree of \( \text{Small}(v) \) are labeled by the color \( B \), labels of leaves in the subtree of \( \text{Large}(v) \) are labeled by the color \( A \), and the remaining elements are labeled by the color \( C \). In other words, the elements of \( S \) are colored according to \( v \). Correctness of the algorithm follows.

For complexity, note that the work incurred by an instance of \( \text{Count}(v) \), not counting recursive calls made during this instance, is \( O(\text{Small}(v) \cdot \log n) \). Let this work be accounted for by charging each leaf below \( \text{Small}(v) \) in \( T_1 \) (or \( v \) itself, if it is a leaf) an amount \( O(\log n) \) of work. For a given leaf, this charging can only happen at nodes \( v \) on the path from the leaf to the root where the path goes from \( \text{Small}(v) \) to \( v \). As the size of \( v \) is at least twice as large as the size of \( \text{Small}(v) \), this can only happen \( \log n \) times. Hence, each leaf is at most charged \( O(\log^2 n) \) work in total, and the result follows.

3 Hierarchical Decomposition

An essential part of the data structure in Sect. 4 is a hierarchical decomposition of the evolutionary tree \( T_2 \). Given an unrooted tree \( T \) where all nodes have degree at most three, we in the following describe how to obtain a hierarchical decomposition of \( T \) with logarithmic height. Our decomposition is very similar to the decompositions used for solving the parallel and dynamic expression tree evaluation problems [3,7], but in our setting the underlying tree is considered to be unrooted.

We base our hierarchical decomposition on the notion of components. We define a component \( C \) in \( T \) to be one of the following:
1. A set consisting of a single node of $T$.
2. A connected subset of the nodes of $T$, such that at most two nodes in $C$ are connected by an edge to nodes in $T \setminus C$.

In other words, a component is either a set consisting of a single node, or a connected subset of nodes such that the cut defined by the subset is of size at most two. The external edges of a component $C$ of $T$ are the edges in $T$ connecting nodes in $C$ and $T \setminus C$. The degree of a component is the number of external edges of the component. By the second condition above, a component with two or more nodes can have degree at most two.

Each node of $T$ (including leaves) constitutes a component of type 1. Components of type 2 are formed as the union of two adjacent components $C'$ and $C''$, where $C'$ and $C''$ are said to be adjacent if there exist an edge $(u, v)$ in $T$ such that $u \in C'$ and $v \in C''$. We call such a union a composition. We only allow the four compositions depicted in Fig. 6. Nodes represent contracted components and ovals represent component compositions. Types (i), (iii), and (iv) are the cases where a component with degree one is composed with a component of degree three, two, and one respectively. Type (ii) is the case where two components with degree two are composed into a new component with degree two.

Note that each composition of two components corresponds to a unique edge in the tree $T$, namely the edge connecting the two components.

A hierarchical decomposition of an unrooted tree $T$ is a rooted binary tree, in the following denoted $H(T)$. Each node of $H(T)$ represents a component in $T$. Leaves of $H(T)$ represent components of type 1, and there is a one-to-one mapping between these components and the leaves of $H(T)$. An internal node $v$ of $H(T)$ represent a component of type 2 formed by the composition of the two components represented by the children of $v$.

Lemma 1. For every unrooted tree with $n$ nodes and all nodes having degree at most three, there exists a hierarchical decomposition tree with height $O(\log n)$. The decomposition can be computed in time $O(n)$.

Proof. Given a tree with $n$ nodes, we construct a hierarchical decomposition bottom-up in $O(\log n)$ steps. Initially we start with each node being a component
by itself. In each step we greedily select an arbitrary maximal set of independent compositions, using time linear in the number of remaining components.

Let \( n \) denote the number of components at the beginning of a step. A composition of type (iv) will occur if and only if \( n = 2 \). If \( n \geq 3 \), let \( n_1, n_2, \) and \( n_3 \) denote the number of components of degree one, two and three respectively. We have \( n = n_1 + n_2 + n_3 \) and \( n_3 = n_1 - 2 \). Since \( n \geq 3 \), there are \( n_1 \) possible compositions of types (i) and (iii). We observe that the only edges not corresponding to legal compositions are edges connecting a component of degree three with a component of degree two or three. Since there are at most \( 3n_3 \) such edges, the number of possible compositions is at least \( n - 1 - 3n_3 = n - 3n_1 + 5 \). If \( n_1 < n/4 \), then this bound is at least \( n/4 \). It follows that there are always at least \( n/4 \) possible compositions. Since each possible composition can conflict with at most two other compositions, any maximal set of non-conflicting compositions has size at least \( n/12 \).

After \( k \) steps, at most \( n(11/12)^k \) components will remain. In particular, at most one component will remain after at most \( \lceil \log_{12/11} n \rceil \) steps, so the height of the hierarchical decomposition tree is bounded by \( \lceil \log_{12/11} n \rceil \). Since the number of components decreases geometrically for each step, the total time becomes \( O(n) \).

\[ \square \]

4 Counting Quartets in Components

Given a coloring of the elements in \( S \) with the colors \( A, B, \) and \( C \), and given a quartet oriented as in Fig. 3 from the pair \( \{a, b\} \) to the pair \( \{c, d\} \), we say that the quartet is compatible with the coloring if \( a \) and \( b \) have different colors, and \( c \) and \( d \) both have the remaining color. Let \( T \) be an evolutionary tree for \( S \), and let \( H(T) \) be the hierarchical decomposition tree for \( T \), as defined in Sect. 3.

**Lemma 2.** When \( S \) is colored according to a choice of \( \nu \) in \( T \), then the set of quartets compatible with the coloring is exactly the quartets associated with \( \nu \).

**Proof.** Follows from the definitions of quartets being compatible with a coloring and quartets being associated with a node. \[ \square \]

We now describe how to decorate the nodes of \( H(T) \) with information such that the number of quartets of \( T \) which are compatible with a given coloring of \( S \) can be returned in constant time. Furthermore, for a given coloring, the information can be generated in \( O(n) \) time, and if one element of \( S \) changes color, the information can be updated in time \( O(\log n) \).

For each node of \( H(T) \), we store a tuple \( (a, b, c) \) of integers and a function \( F \). Recall that a node in \( H(T) \) represents a component in \( T \). The integers \( a, b, \) and \( c \) of the tuple are the number of elements at the leaves contained in this component which are colored \( A, B, \) and \( C \), respectively. A component has \( k \) external edges for \( k \) between zero and three (the case of zero external edges occurs only at the root of \( H(T) \)). The function \( F \) has three variables for each of the external edges of the component. For a component with at least one external edge, we number
these edges arbitrarily from 1 to \( k \) and denote the three variables corresponding to edge \( i \) by \( a_i \), \( b_i \), and \( c_i \). If an external edge were removed from \( T \), two subtrees of \( T \) would arise, of which one does not contain the component in question. We call this subtree the subtree \textit{induced} by the external edge. The variables \( a_i \), \( b_i \), and \( c_i \) denote the number of elements in leaves from the subtree induced by edge \( i \) which are colored \( A \), \( B \), and \( C \), respectively. Finally, \( F \) states, as a function of the variables \( a_i \), \( b_i \), and \( c_i \) for \( 1 \leq i \leq k \), the number of the quartets which are both associated (in the sense defined in Sect. 2) with nodes in the component \textit{and} are compatible with the given coloring. It will turn out that \( F \) is actually a polynomial of total degree at most four.

The root of \( H(T) \) represents a component which comprises the entire tree \( T \), i.e. the component has no external nodes, so the function \( F \) stored there is actually a constant. Hence, the number of quartets of \( T \) which are compatible with a given coloring of \( S \) is part of the information stored at the root.

\textbf{Lemma 3.} The tree \( H(T) \) can be decorated with the information described above in time \( O(n) \).

\textit{Proof.} The information is computed in a bottom up fashion during a traversal of \( H(T) \). We first describe how the information for leaves in \( H(T) \) is generated, i.e. for nodes representing single node components. Recall that a node in \( T \) is either a leaf and has degree one, or is an internal node and has degree three.

For a component consisting of a single leaf with an element colored \( A \), \( B \), or \( C \), the tuple is \((1,0,0)\), \((0,1,0)\), and \((0,0,1)\), respectively. The function \( F \) is identically zero, as quartets are only associated with internal nodes of \( T \), not with leaves of \( T \).

For a component consisting of a single degree three node \( u \), the tuple is \((0,0,0)\), as no leaves of \( T \) are contained in the component. The function \( F \) should count the number of quartets which are both compatible with the coloring and associated with \( u \) in \( T \). A quartet oriented from the pair \( \{a,b\} \) to the pair \( \{c,d\} \) fulfills this requirement precisely when \( c \) and \( d \) are contained in one of the three subtrees induced by the external edges of the component, and they have the same color, and \( a \) and \( b \) each are in one of the remaining two induced subtrees and each have one of the remaining two colors. For the case that \( c \) and \( d \) are in the subtree induced by edge number one and have color \( A \), the number of quartets fulfilling this is

\[
\binom{a_1}{2} \cdot (b_2c_3 + b_3c_2).
\]

Summing over all \( 3 \cdot 3 = 9 \) choices of the induced subtree and color for \( c \) and \( d \), we get:
\[
F(a_1, b_1, c_1, a_2, b_2, c_2, a_3, b_3, c_3)
\]
\[
= \left(\frac{a_1}{2}\right) \cdot (b_2c_3 + b_3c_2) + \left(\frac{a_2}{2}\right) \cdot (b_1c_3 + b_3c_1) + \left(\frac{a_3}{2}\right) \cdot (b_2c_1 + b_1c_2) + \\
\left(\frac{b_1}{2}\right) \cdot (a_2c_3 + a_3c_2) + \left(\frac{b_2}{2}\right) \cdot (a_1c_3 + a_3c_1) + \left(\frac{b_3}{2}\right) \cdot (a_2c_1 + a_1c_2) + \\
\left(\frac{c_1}{2}\right) \cdot (b_2a_3 + b_3a_2) + \left(\frac{c_2}{2}\right) \cdot (b_1a_3 + b_3a_1) + \left(\frac{c_3}{2}\right) \cdot (b_2a_1 + b_1a_2)
\]

We now turn to the generation of the information stored in the internal nodes of \(H(T)\). Consider the composition of two components \(C'\) and \(C''\). Let \((a', b', c')\) and \(F'\), and \((a'', b'', c'')\) and \(F''\) be the information stored at the nodes representing the components \(C'\) and \(C''\). The information stored at the node representing the composition \(C\) of \(C'\) and \(C''\) is \((a' + a'', b' + b'', c' + c'')\) and \(F\), where \(F\) depends on the type of composition. If the component composition is of type (ii), we consider the case where the numbering of external edges of components is such that the first external edge of \(C'\) and \(C''\) is the edge connecting \(C'\) and \(C''\), and the second external edge of \(C'\) is the first external edge of \(C\), and the second external edge of \(C''\) is the second external edge of \(C\).

The remaining cases of numbering of external edges are obtained by appropriate changes of the arguments to \(F'\) and \(F''\).

\[
F(a_1, b_1, c_1, a_2, b_2, c_2)
\]
\[
= F'(a_2 + a'', b_2 + b'', c_2 + c'', a_1, b_1, c_1) + F''(a_1 + a', b_1 + b', c_1 + c', a_2, b_2, c_2)
\]

Component compositions of type (iii) and (iv) are identical to type (ii), except that the definition of \(F\) is simpler. For type (iii) we have (assuming that \(C''\) is the component of degree one)

\[
F(a_1, b_1, c_1) = F'(a'', b'', c'', a_1, b_1, c_1) + F''(a_1 + a', b_1 + b', c_1 + c')
\]

and for type (iv) we have

\[
F = F'(a'', b'', c'') + F''(a', b', c')
\]

Note that for type (iv) compositions, \(F\) is a constant.

Finally, we for type (i) compositions get the following expression for \(F\), assuming \(C'\) has degree one and the first and second external edges of \(C\) are the second and third external edges of \(C''\), respectively.

\[
F(a_1, b_1, c_1, a_2, b_2, c_2)
\]
\[
= F'(a_1 + a_2 + a'', b_1 + b_2 + b'', c_1 + c_2 + c'') + F''(a', b', c', a_1, b_1, c_1, a_2, b_2, c_2)
\]

By structural induction on the definition of the \(F\) functions stored at components, it follows that \(F\) is always a polynomial of total degree at most four.
Polynomials with total degree at most four and at most nine variables can be stored in constant space by storing the coefficients of the polynomials, and they can be manipulated in constant time, e.g. when adding or composing two polynomials. We conclude that for a component $C$ which is the composition of two components $C'$ and $C''$, the information to be stored at $C$ can be computed in constant time, provided that the information stored at $C'$ and $C''$ is known. It follows that $H(T)$ can be decorated in time $O(n)$.

Lemma 4. The decoration of $H(T)$ can be updated in $O(\log n)$ time when the color of an element in $S$ changes.

Proof. From the proof of Lemma 3 we know that the decoration of a node in $H(T)$ only depends on the decoration of the children of the node in $H(T)$, i.e. the only decorations that need to be updated in $H(T)$ while changing the color of an element in $S$ are the ancestors of the leaf in $H(T)$ corresponding to the element. Since $H(T)$ has height $O(\log n)$ and the decoration of a node takes constant time to compute knowing the decoration of the children, it follows that the decoration of $H(T)$ can be updated in time $O(\log n)$.

Lemma 5. When $S$ is colored according to a choice of $\psi$ in $T_1$, then the set of quartets compatible with the coloring is exactly the quartets associated with $\psi$.

Proof. Follows from the definitions of the colors and compatible quartets.

Corollary 1. If the above construction is done with $T_2$ for $T_1$, and the coloring of $S$ is according to a choice of $\psi$ in $T_1$, then the quartets in $T_2$ compatible with the coloring are exactly the quartets which are in both $T_1$ and $T_2$. Furthermore, the number of such quartets is exactly the value of the constant function $F$ stored at the root of $H(T_2)$.
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Abstract. In a network, the D统筹 of a path is the sum of the distances of all vertices to the path, and the Eccentricity is the maximum distance of any vertex to the path. The Cent-dian problem is the constrained optimization problem which seeks to locate on a network a path which has minimal value of the D统筹 over all paths whose Eccentricity is bounded by a fixed constant. We consider this problem for trees, and we also consider the problem where an additional constraint is required, namely that the optimal path has Length bounded by a fixed constant. The first problem has already been considered in the literature. We give another linear time algorithm for this problem which is considerably simpler than the previous one. The second problem does not seem to have been considered elsewhere, and we give an $O(n \log^2 n)$ divide-and-conquer algorithm for its solution.
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1 Introduction

Network facility location is concerned with the optimal selection of a site or of a set of sites in a network. Several authors extended the theory to include sites that are not merely single points but paths or trees. The objective is either minimizing the distance from the furthest vertex of the network to the facility or of minimizing the sum of the distances from the vertices to the selected facility. Some authors have also questioned the pertinence of the median and the centre criterion for these problems. Indeed, using the median tends to favor clients who are clustered in population centres to the detriment of clients who are spatially dispersed [9]. However, the centre criterion may yield a significant increase in the total distance. This has led Halpern [5,7] to model the corresponding trade off as a bicriterion problem in which a combination of total distance and maximal distance is minimized. It is also important in practical situations to consider the cost of the facility to be located. In case of a path-shaped facility this can be done by introducing a bound on the cost (or length) of the path [3,11]. Let $P$ be
a path, let \( d(P) \) be the sum of the distances of the vertices in the network to \( P \), let \( E(P) \) be the maximum distance of a vertex to \( P \), and let \( L(P) \) be the length of \( P \) (these quantities are defined precisely below). In this paper we consider the following two problems on tree networks:

**Problem 1:** Find a path \( P^* \) which minimizes \( d(P) \) over all paths \( P \) satisfying \( E(P) \leq R \).

**Problem 2:** Find a path \( P^* \) which minimizes \( d(P) \) over all paths \( P \) satisfying \( E(P) \leq R \) and \( L(P) \leq \ell \).

We call a path which is a solution to Problem 1 a *Cent-dian* path of the tree [5]. We call a path which is a solution to Problem 2 a *Bounded Cent-dian* path. The first problem has already been considered in the literature in [1], where the authors give an \( O(n) \) time algorithm for solving it (\( n \) is the number of vertices in the tree). They start by considering the problem as a bicriterion path problem and propose a procedure that finds a superset \( M \) which contains the set of Pareto-Optimal paths, and having cardinality at most \( n \). In this paper we propose a procedure that solves this problem also in linear time, by visiting *bottom up* and *top down* the tree rooted at some vertex. This enables the rapid computation at a given vertex of all the quantities that are needed for solving the problem (see [2,8,13]) and avoids finding the set \( M \). For the second problem we use another type of recursion. A “central” vertex in the tree is computed; then a path \( P^* \) of minimum \( d(P) \) through this vertex, which has \( E(P) \leq R \) and \( L(P) \leq \ell \), is found. If \( P^* \) is not the path that minimizes the sum of the distances, then the best path must lie entirely in one of the subtrees rooted at the adjacent vertices of the “central” vertex. The algorithm is recursively applied to these subtrees. An appropriate choice of the “central” vertex ensures that the depth of the recursion is \( O(\log n) \). This type of recursion was used by Peng and Lo [11] for solving another location problem.

In Section 2, we provide notation and definitions, as well as an account of a preprocessing phase which calculates several quantities needed in the algorithm. Section 3 gives an algorithm for Problem 1 with time complexity \( O(n) \), and Section 4 gives an algorithm for Problem 2 with time complexity \( O(n \log^2 n) \). At the end of the paper there is an Appendix containing a numerical example for an instance of Problem 1.

## 2 Notation and Definitions

Given a tree \( T = (V, E) \), with \(|V| = n\), let \( a(e) \) be a positive weight (length) associated with each edge \( e = (v, w) \in E \). Suppose also that to each vertex \( v \) is assigned a nonnegative weight \( h(v) \). Let \( P \) be a path in \( T \). The *length* of \( P \) is \( L(P) = \sum_{e \in P} a(e) \). Given two vertices \( v \) and \( u \), we denote the unique path from \( v \) to \( u \) as \( P_{vu} \). We define the distance \( d(v, u) \) between two vertices \( v \) and \( u \) of \( V \) as the length of \( P_{vu} \). A vertex \( v \) is a *leaf* if the number of edges incident
with \( v \) is 1. We denote by \( p(v) \) the parent of \( v \) in \( T \) with respect to its current root. Given a path \( P \) in \( T \), the sum of the distances from \( P \) to all the vertices \( v \in V \) is \( d(P) = \sum_{v \in V} h(v)d(v,P) \), where \( d(v,P) \) is the minimum distance from \( v \in V \) to a vertex of \( P \) (see [10]). We call \( d(P) \) the distsum of \( P \). If \( P = \{ v \} \) then we write \( d(v) \) instead of \( d(\{ v \}) \). A path \( P \) which minimizes distsum in \( T \) is called a median path (see [10,12]). We define \( E(P) \) the eccentricity of \( P \) where \( E(P) = \max_{v \in V} \{ d(v,P) \} \). The shortest path \( P \) which minimizes eccentricity is the path centre of \( T \) (see [12]).

**Definition 1.** A path \( P \) is said to be \( R \)-feasible if \( E(P) \leq R \). It is said to be \( \ell \)-feasible if \( L(P) \leq \ell \). It is said to be \( \ell \)-\( R \)-feasible if it is both \( \ell \)-feasible and \( R \)-feasible.

For both the problems presented in this paper, we need a preprocessing phase that allows us to compute the quantities that will be used in the two algorithms. In the following we give an overview of the recursive formulas calculated in this preprocessing phase.

Let \( T \) be rooted at some vertex \( z \) and call it \( T^z \). (For the first algorithm the root of the tree will not be given explicitly in the notation, but will always be understood from the context). Denote by \( T^B_v \) the subtree rooted at vertex \( v \) and by \( T^U_v \) the subtree generated by vertices \( (V - T^B_v) \cup \{ v \} \). We denote by \( deg_B(v) \) the degree of vertex \( v \) in \( T^B_v \). Let \( d_B(v) \) be the sum of the distances of the vertices in \( T^B_v \) to vertex \( v \). By using the standard bottom up approach, and proceeding from the leaves to the root, we compute the sum of the weights of the vertices in \( T^B_v \), say \( sum_B(v) \) (in an unweighted tree this would be the cardinality of \( T^B_v \)) and \( d_B(v) \) as follows (see [2,3,8,13]).

\[
\begin{align}
sum_B(v) &= h(v) &\text{if } v \text{ is a leaf of } T^z \\
sum_B(v) &= h(v) + \sum_{w \text{ a son of } v} sum_B(w). 
\end{align}
\]

\[d_B(v) = \begin{cases} 0 & \text{if } v \text{ is a leaf of } T^z \\ d_B(v) &= \sum_{w \text{ a son of } v} \left[ d_B(w) + sum_B(w) a(v, w) \right]. \end{cases}\]

The time needed for the computation of (1) and (2) is \( O(n) \). However, in the following algorithm we need to calculate \( \forall v \in V, d(v) \), that is, the sum of the distances of all the vertices in \( T \) to \( v \). Then, \( d(z) = d_B(z) \) and by proceeding from the root \( z \) to the leaves we have:

\[d(v) = d(p(v)) + a(v, p(v))[H - 2sum_B(v)]\]

where \( H = \sum_{v \in V} h(v) \) (see also [8]). Given a vertex \( v \) we denote by \( E_B(v) \) and \( E_U(v) \) the eccentricity of \( v \) in \( T^B_v \) and in \( T^U_v \) respectively. We proceed bottom up and top down to compute these quantities efficiently at each vertex of \( T \).

In particular, in a bottom up visit of the tree we associate to the vertices three values of eccentricity \( E^1_B(v), E^2_B(v) \) and \( E^3_B(v) \) that represent the maximum, the second maximum and the third maximum eccentricity of \( v \) in \( T^B_v \) respectively.

\[E^1_B(v) = \begin{cases} 0 & \text{if } v \text{ is a leaf} \\
\max_w &\max \{ E^1_B(w) + a(v, w) \} & \text{otherwise.} \end{cases}\]
\[
E_B^0(v) = \begin{cases} 
0 & \text{if } v \text{ is a leaf or } \deg_B(v) < 2 \\
\max \limits_{w, a \text{ son of } v} \{E_B^0(w) + a(v, w) | w \neq u_B^1(v)\} & \text{otherwise.} 
\end{cases}
\]

where \( u_B^1(v) \) is a son of \( v \) that gives the value of \( E_B^0(v) \).

\[
E_B^3(v) = \begin{cases} 
0 & \text{if } v \text{ is a leaf or } \deg_B(v) < 3 \\
\max \limits_{w, a \text{ son of } v} \{E_B^3(w) + a(v, w) | w \neq u_B^1(v) \text{ and } w \neq u_B^2(v)\} & \text{otherwise.} 
\end{cases}
\]

where \( u_B^2(v) \) is a son of \( u \) that gives \( E_B^3(v) \). The above three formulas can be computed in \( O(n) \) time for all the vertices of \( T \). Let us consider the eccentricity of a vertex \( v \) in \( T_i \), then by proceeding from the root toward its leaves we distinguish:

if \( v = z \) then \( E_U(v) = 0 \)

if vertex \( v \) is adjacent to the root \( z \):

\[
E_U(v) = \begin{cases} 
E_B^3(z) + a(z, v) & \text{if } v = u_B^1(z) \\
E_B^3(z) + a(z, v) & \text{otherwise.} 
\end{cases}
\]

if vertex \( v \) is not adjacent to \( z \):

\[
E_U(v) = \begin{cases} 
\max \{(E_U(p(v)) + a(p(v), u)), (E_B^3(p(v)) + a(p(v), v))\} & \text{if } v \neq u_B^1(p(v)) \\
\max \{(E_U(p(v)) + a(p(v), u)), (E_B^3(p(v)) + a(p(v), v))\} & \text{if } v = u_B^1(p(v)) 
\end{cases}
\]

In a top down visit of the tree the above formulas can be computed in \( O(n) \) time. We now introduce a definition relevant to the formulation of the algorithms of the following sections.

**Definition 2.** Given a path \( P_{vw} \) and a path \( P_{uw} \) with edges disjoint from \( P_{uw} \), the distance saving of \( P_{uw} \) with respect to \( P_{uw} \), is the reduction of \( \text{DISTSUM} \) obtained by adding \( P_{uw} \) to \( P_{uw} \) (see [10]), that is:

\[
sav(P_{uw}, P_{uw}) = d(P_{uw}) - d(P_{uw})
\]

If the first path consists of only one vertex \( w \), we simply write \( \text{sav}(w, P_{uw}) \).

Referring to Definition 2, we will now define two quantities \( \text{sav}_B^1(v) \) and \( \text{sav}_B^2(v) \) whose meaning and use will be described in the following lemma.

\[
\begin{align*}
\text{sav}_B^1(v) &= 0 & \text{if } v \text{ is a leaf} \\
\text{sav}_B^1(v) &= \max \limits_{u, a \text{ son of } v} \{\text{sav}_B^1(u) + \text{sum}_B(u) a(v, u)\} & \text{if } E_B^1(v) \leq R \\
\text{sav}_B^1(v) &= \text{sav}_B^1(u_B^1(v)) + \text{sum}_B(u_B^1(v)) a(v, u_B^1(v)) & \text{if } E_B^1(v) > R \\
\text{sav}_B^2(v) &= 0 & \text{if } v \text{ is a leaf or } \deg_B(v) < 2 \\
\text{sav}_B^2(v) &= \max \limits_{u \neq u_B^1(v), a \text{ son of } v} \{\text{sav}_B^2(u) + \text{sum}_B(u) a(v, u)\} & \text{if } E_B^1(v) \leq R \\
\text{sav}_B^2(v) &= \text{sav}_B^2(u_B^1(v)) + \text{sum}_B(u_B^1(v)) a(v, u_B^1(v)) & \text{if } E_B^1(v) > R
\end{align*}
\]
where we define:
\[
\begin{align*}
\omega^1_B(v) &= \text{a son of } v \text{ that gives } sava^1_B(v) \\
\omega^2_B(v) &= \text{a son of } v \text{ that gives } sava^2_B(v)
\end{align*}
\] (12)

(10) and (11) can be computed in \( O(n) \) time for all \( v \) with a bottom up scan of \( T \).

**Lemma 1.** Let \( \deg_B(v) \geq 2 \). If there is an R-feasible path passing through \( v \) in \( T^B_v \), then \( \text{sav}_B^1(v) + \text{sav}_B^2(v) \) is the maximum value that can be saved from \( d(v) \) by putting an R-feasible path through \( v \) into \( T^B_v \).

**Proof.** Note that if there is an R-feasible path through \( v \) in \( T^B_v \), then for all \( x \in T^B_v \setminus \{v\} \):

1. \( E^1_B(x) \leq R \)
2. \( \text{sav}_B^1(x) \) is either the maximum distance saving from \( x \) to a leaf if \( E^1_B(x) \leq R \) or since 1. holds, it is the maximum distance saving of an R-feasible path from \( x \) to a leaf that must pass through the edge \((x, u^1_B(x))\)

Suppose there is an R-feasible path through \( v \) in \( T^B_v \), there are 3 possibilities at \( v \): (i) \( E^1_B(v) \leq R \); (ii) \( E^1_B(v) > R \) and \( E^2_B(v) \leq R \); (iii) \( E^1_B(v) > R \) and \( E^2_B(v) > R \) (in all cases, we must have \( E^2_B(v) \leq R \)). In case (i) all vertices \( x \in T^B_v \) have \( E^1_B(x) \leq R \). Then any path from \( v \) into \( T^B_v \) extends to a feasible path, so, the second lines of equations 10 and 11 are used, and the Lemma holds. In case (ii) the only possible feasible path through \( v \) in \( T^B_v \) must pass through \( u^1_B(v) \) and \( u^2_B(v) \). Then the third lines of equations 10 and 11 are used and referring to 1. and 2. the Lemma holds. In case (iii) there must be a path containing \((v, u^1_B(v))\), but any other path through \( v \) can be used to complete it, so, the third line of 10 and the second line of 11 are used and by 1. and 2. the Lemma holds. \( Q.E.D. \)

**Corollary.** If there is an R-feasible path passing through \( v \) in \( T^B_v \), then there is a feasible path \( P \) such that

\[ d(P) = d(v) - (\text{sav}_B^1(v) + \text{sav}_B^2(v)) \]

and this value is the minimal value of \( d(P) \) over all such paths.

**Proof.** Follows from Lemma 1. \( Q.E.D. \)

Define \( d'(v) \) for all \( v \in V \) by \( d'(v) = d(v) - (\text{sav}_B^1(v) + \text{sav}_B^2(v)) \). See the above corollary for the meaning of \( d'(v) \).

**Remark 1.** For the algorithms that follow, we will need to know for each \( v \in V \) the values \( E^1_B(v), E^2_B(v), E^1_B(v), E^2_B(v), d(v), d'(v), \text{sav}_B^1(v), \text{sav}_B^2(v), w^1_B(v), w^2_B(v) \).

3 **The Algorithm for the Cent-dian Path Problem**

We recall that Problem 1 consists in finding a path \( P \) which minimizes \( d(P) \) over all R-feasible paths \( P \). The idea of the algorithm is to hang the tree from
an arbitrary root and then proceeding bottom up, to calculate for each vertex \( v \) the R-feasible path \( P_v \) in \( T_v^R \) through \( v \) which minimizes \( d(P) \) over all R-feasible paths \( P \) in \( T_v^R \). We then find the path with minimum \( d(P_v) \) over all \( v \in V \). In practice, we find the path with minimum \( d(P_v) \) over all vertices \( v \) considered up to the present time, and we stop when it is clear that no further vertices \( w \) can have a R-feasible path in \( T_v^R \). It is clear that for any R-feasible path \( P \), there is a \( v \) such that \( P \) lies in \( T_v^R \) and passes through \( v \). Hence, the procedure outlined above will successfully find an optimal solution to Problem 1.

**Algorithm Cent-dian:**

**Input:** a weighted tree \( T^z \) rooted at some vertex \( z \)

**Output:** a Cent-dian path \( P^* \) of \( T \) and its distSUM \( d^* \)

**begin**

\[ d^* := +\infty \]

\[ P^* := \emptyset \]

**Proced** bottom up level by level until the root is reached

for each vertex \( v \) visited do

if \( E^R_2(v) > R \) or \( (E^R_{G}(v) > R \) and \( E^R_2(v) > R) \) then **Stop**

/* There is no feasible solution*/

else if \( E^R_{G}(v) > R \) then process the next vertex

else

if \( d'(v) < d^* \) then \( d^* := d(P) \) and \( P^* := P \).

if \( E^R_2(v) > R \) **Stop** visiting the tree.

Using Algorithm FindPath starting at \( v^* \), find \( P^* \).

\( P^* \) is the Cent-dian path of \( T \) and \( d^* \) is the optimal value of \( d(P) \)

**end**

**Algorithm FindPath**

**Input:** \( v \) with \( \text{deg}_R(v) \geq 2 \) and such that there is an R-feasible path through \( v \) in \( T_v^R \).

**Output:** An R-feasible path \( P^* \) through \( v \) in \( T_v^R \) with minimal value of \( d(P) \) over all such paths \( P \).

Find paths \( P_1, P_2 \) as follows: /* possibly \( P_2 = \phi^* */

The first edge of \( P_1 \) is \((v, w^0_2(v))\), and the \( k^{th} \) edge is \((w^1_2)^{(k-1)}(v), (w^1_2)^{(k)}(v))\) \( k > 1 \) and \((w^1_2)^{(1)}(v) = w^0_2(v), k = 1 \), where \((w^1_2)^{(k)}(v)\), \( k > 1 \) is the \( k \)-fold composition of \( w^1_2 \) and we add edges until a leaf is reached.

The first edge of \( P_2 \) is \((v, w^0_2(v))\), and the \( k^{th} \) edge is \((w^1_2)^{(k-1)}(v), (w^1_2)^{(k)}(v)\) \( k > 1 \) and \((w^1_2)^{(1)}(v) = w^0_2(v), k = 1 \) and we add edges until a leaf is reached.

\[ P := P_1 \cup P_2 \]

Notice that if \( \text{deg}_R(v) = 1 \), then the best path in \( T_v^R \) passing through \( v \) has only one leaf as endpoint. If \( v = z \) this could be an optimal path.

**Theorem 1.** Algorithm Cent-dian finds an optimal solution for Problem 1, if one exists, and stops in failure if no optimal solution exists.
Proof. Suppose that the algorithm stops at the first STOP. If $E_D^B(v) > R$, then there are three paths incident from $v$ with eccentricity greater than $R$. A path $P$ through $v$ can only reduce the eccentricity in two of those paths. Hence for any such path $E(P) > R$, and there is no feasible solution. If $E_U(v) > R$ and $E_D^B(v) > R$, similar reasoning shows that there is no feasible solution. If vertex $v$ is being processed and $E_U(v) > R$, then any path $P$ in $T_v^B$ has $E(P) > R$ and so there is no feasible path through $v$ that extends in $T_v^B$. If $E_D^B(v) > R$, then no vertex on the same level or above $v$ can have a feasible solution through it, and we can quit our visit after processing $v$ (at the second STOP) and calculate $P^*$. If a vertex $v$ gets its value of $d'(v)$ compared by the algorithm to $d^*$, then we must have $E_D^B(v) \leq R$ and $E_U(v) \leq R$. We show that there is an $R$-feasible path in $T_v^B$ passing through $v$. Since $E_D^B(v) \leq R$, if there were no such $R$-feasible path, there would be a vertex $w \neq v$ in $T_v^B$ such that $E_D^B(w) > R$. But this is impossible, since by the bottom up procedure, we would already have visited $w$ and we would have stopped the visit because $E_D^B(w) > R$. By Lemma 1, $d'(v)$ is the value of $d(P_v)$ for some R-feasible $P$ which has minimal $d(P)$ over all R-feasible paths through $v$ in $T_v^B$. Hence the algorithm calculates the minimal value of $d(P_v)$ over all vertices $v$ which have an R-feasible solution through $v$ in $T_v^B$. The optimal solution, if it exists, must be one of these $P_v$ for some $v$. Hence $d^*$ at the end of the algorithm is optimal, if an R-feasible solution exists, and $v^*$ is the associated vertex. If no R-feasible solution exists, the algorithm finishes at the first STOP. It follows from the proof of Lemma 1 that ALGORITHM FINDPATH finds an R-feasible path $P^*$ through $v^*$ in $T_v^B$ which has minimal value of $d(P)$.\[\square\]

Theorem 2. Algorithm Cent-dian finds an optimal solution in $O(n)$ time.

Proof. All the quantities that are needed for the preprocessing and for the algorithm can be computed for all $v$ in $O(n)$ time (see [2,3]) by making a bottom up pass and a top down pass, level by level, of the tree. To execute the algorithm, we need to remember the values of $E_D^B(v), E_D^U(v), E_U^B(v), E_U^U(v), d(v), d'(v), w^B_D(v), w^U_D(v)$. The algorithms themselves are then clearly $O(n)$ in time and space.

4 The Algorithm for the Bounded Cent-dian Problem

In this section we consider the above problem along with an additional constraint, namely that of finding a path $P$ which minimizes $DISTSUM$ with $ECCENTRICITY$ at most $R$ and with length less than or equal to $\ell$. The procedure is based on the following comments.

Remark 2. Given a tree $T = (V, E)$ and a vertex $v$ does $v$ we have two cases:
- the Bounded Cent-dian path contains $v$;
- the Bounded Cent-dian path is fully contained in one of the subtrees obtained by removing $v$ from $T$. 
Definition 3. Given a weighted tree $T$, a central vertex $v$ of $T$ is the centroid of the corresponding unweighted tree $T$, that is a vertex that minimizes the maximum of the number of vertices of the subtrees obtained by removing $v$ [12].

Remark 3. A central vertex has maximum subtree cardinality less than or equal to $n/2$ and an (unweighted) median of a tree is a central vertex [7]. Computing the central vertex requires $O(n)$ time with the algorithm in [4].

We will now outline the preprocessing phase for this algorithm. We use a slightly different notation from the previous section. Given a vertex $v \in V$, consider $v$ as the root of $T$, call it $T^v$ and denote by $T^v_u$ the subtree of $T^v$ rooted at $u$. Then, by using the recursive formulas of Section 2, we can compute in $O(n)$ time the sum of the weights of the vertices in each subtree of $T^v_u \forall u \in T^v$, say $sum_u(v)$; the distsum $d(v)$; the values, $\forall u \in T^v$, of the eccentricity $E^v_u(u)$ with $i = 1, 2, 3$; $E^v_T(v)$ needs to be carried along as well and the values of:

$$suv(v, P_{vu}) = suv(v, P_{vp(u)}) + sum_{p(u)}(u) + a(p(u), u)$$ (13)

where if $v = p(v)$ then $suv(v, P_{vp(v)}) = suv(v, v) = 0$. The distsum of the path $P_{vu} \forall u \in V \setminus \{v\}$ is therefore:

$$d(P_{vu}) = d(v) - suv(v, P_{vu})$$ (14)

Finally, by a top down scan of $T^v$, we can find the lengths of the paths $P_{vu}$ from $v$ to each $u \in V \setminus \{v\}$ as follows:

$$L(P_{vu}) = L(P_{vp(u)}) + a(p(u), u)$$ (15)

This complete the preprocessing. The idea of the algorithm is that we root the tree at a “central” vertex $m$ of $T$, giving $T^m$, and then we first search for the paths $P$ passing through $m$ which are feasible with respect to the eccentricity. As in the previous section, what we have to do is to check the feasibility of all the paths passing through the “central” vertex. We then have the problem of finding a path $P$ passing through $m$ with minimum distsum and length less than or equal to $\ell$. See [3] for a discussion and for an algorithm for this problem. We then do this recursively for each subtree obtained by removing $m$.

Algorithm Bounded Cen-dian:

**Input:** a weighted tree $T$

**Output:** a Bounded Cen-dian path $P^*$ of $T$ and its distsum $d^*$

**begin**

$$d^* := +\infty$$

$$P^* := \emptyset$$

SUBTREE($T^v$)

**end**
**Procedure** SUBTREE($T'$):

*Input*: a subtree $T' = (V', E')$ of $T$ with $|V'| = n'$, the best current **DISTSUM** $d^*$

*Output*: if the best path $P$ in $T'$ has **DISTSUM** less than $d^*$, the best path $P^*$ in $T'$ and its **DISTSUM** $d^*$

**begin**

Update the preprocessed data structures

find a central vertex $m$ of $T'$, call the tree $T'^m$

compute the values of $E^i_B(u)$ for $i = 1, 2, 3$ and $E^i_U(u) \forall u \in T'^m$

if there exists $u \in T'^m$ such that $E^2_B(u) > R$ or there exist at least two

vertices $u$ and $w$ with $u \neq w$ such that $E^2_B(u) > R$ and $E^2_B(w) > R$
then **Stop the Algorithm** The problem is infeasible
else **CASE 1**

if there exists exactly one vertex $w \in T'^m$ such that $E^2_B(w) > R$

if $E_U(w) > R$ **Stop the Algorithm** /*No feasible path in $T'^*$/
else /*the only feasible path in $T$ could be the one passing through $w$*/

consider the two sons $u = u^1_B(w)$ and $u' = u^2_B(w)$ of $w$ in $T'^w$

let $P_{wx}$ and $P_{wx'}$ be the two paths from $w$ to the leaves $x$ and $x'$

passing through $u$ and $u'$

/*$P_{wx}$ and $P_{wx'}$ give the values of the eccentricity $E^1_B(w)$ and $E^2_B(w)$* /

proceed down on $P_{wx}$ until the first vertex $t$ with $E^1_B(t) \leq R$ is found

proceed down on $P_{wx'}$ until the first vertex $t'$ with $E^2_B(t') \leq R$ is found

if $L(P_{wx} \cup P_{wx'}) > \ell$ **Stop the Algorithm** /*No feasible path in $T'^*$/
else

contract to a point $P_{wx} \cup P_{wx'}$ and denote by $w'$ the new root of $T'^w$

Apply the algorithm in [3] to find an $\ell$-feasible path $P$

of minimal **DISTSUM** through $w$

**Stop the Algorithm** /*this is the only feasible path in $T'^*$/
else **CASE 2** $E^2_B(m) > R$ and $E^2_B(m) \leq R$

/*There could be a path passing through $m$* /

consider the son $u = u^1_B(m)$ of $m$

consider the path $P_{mx}$ from $m$ to a leaf $x$, passing through

the vertex $u$, which gives the value of the eccentricity $E^1_B(m)$

proceed down on $P_{mx}$ until the first vertex $t$ with $E^1_B(t) \leq R$ is found

if $L(P_{mx}) > \ell$ **Stop** /*No feasible path in $T'^m*$/
else

contract the path $P_{mt}$ to a point and let $m'$ be the new root of $T'$

Apply the algorithm in [3] to find an $\ell$-feasible path $P$

of minimal **DISTSUM** through $m$

if $d(P) < d^*$ then $d^* := d(P)$ and $P^* := P$

if $E_U(u^1_B(m)) \leq R$ then SUBTREE($T'^{m}_{u^1_B(m)}$)
else Stop the Algorithm

else CASE 3 \( E^*_B(m) \leq R \)

/\*In \( T^{m} \) all the paths passing through \( m \) are R-feasible*/\*

Apply the algorithm in [3] to find the path \( P \) passing through \( m \)

with minimum \( \text{DISTSUM} \) and length at most \( \ell \)

if \( d(P) < d^* \) then \( d^* := d(P) \) and \( P^*: = P \)

for each son \( s \) of \( m \) do

if \( E_U(s) \leq R \) then \( \text{SUBTREE}(T^m) \)

end

Remark 4. The Algorithm in [3] referred to in the above algorithm needs minor

modification to apply to the case where part of the path has been contracted.

4.1 Complexity Analysis and Correctness

Remark 5. Given a rooted tree \( T \), the procedure described in [3] finds a path

passing through the root of \( T \) with minimum \( \text{DISTSUM} \) and with length less than

or equal to \( \ell \) in \( O(n \log n) \) time.

Once we apply the recursion to the subtrees rooted at sons of \( m \) we have to

recompute all the quantities calculated during the preprocessing phase (see the

Update command on the first line of procedure \( \text{SUBTREE}(T^*) \)). The following

Remark allows us to update such quantities without recomputing them from

scratch.

Remark 6. Given is a tree \( T^* \) rooted at a vertex \( v \). Denote by \( \text{sum}(v) \) the sum

of the weights of \( T^* \). Let \((u, v)\) be an edge incident to \( v \) and \( T' = (V', E') \) be

the subtree \( T^*_u \) rooted at \( u \) with \( |V'| = n' \). Moreover let \( d_u(u) \) be the sum of

the distances from all the vertices in \( T' \) to \( u \) and let \( \text{sum}_{nu}(u) \) be the sum of

the weights of the vertices in \( T' \). Now we consider a vertex \( v' \) in \( T^*_u \) as the new root

of \( T \) and we call \( T'' \) the rooted tree so obtained. We have:

\[
\begin{align*}
\text{sum}_{v'}(v) &= \text{sum}(v) - \text{sum}_u(u); \\
d_{v'}(v) &= d(v) - (d_u(u) + \text{sum}_u(u)a(v, u)).
\end{align*}
\]

Let \( E^*_B(v) \) with \( i = 1, 2, 3 \) be the three values of eccentricity at the root \( v \)
in \( T^* \). We show how to update these values in \( T^{v''} \) with \( v' \) the new root. In

what follows we let us assume that \( \text{deg}(v) > 3 \). Suppose \( u \) is the vertex that gives

neither values of eccentricity at \( v \) in \( T^* \) (i.e \( E^*_B(v) \) \( i = 1, 2, 3 \)). Then, these three

values remain unchanged at vertex \( v \) in \( T^{v''} \). Suppose without loss of generality

that \( u = u^*_B(v) \) in \( T^* \) then, in \( T^{v''} \) there are at least three edges two of

which give \( E^*_B(v) \) and \( E^*_B(v) \). Now in \( T^{v''} \) \( E^*_B(v) \) becomes \( E^*_B(v) \) and \( E^*_B(v) \)

becomes \( E^*_B(v) \). For finding the new value of \( E^*_B(v) \) we have:

\[
E^*_B(v) = \max_{w \text{ a son of } v} \{E^*_B(w) + a(v, w) | w \neq u^*_B(v) \text{ and } w \neq u^*_B(v) \}
\]
where \( u_B^2(v) \) and \( u_B^3(v) \) are the vertices that give \( E_B^2(v) \) and \( E_B^3(v) \) in \( T' \), respectively. Similar arguments apply if \( u = u_B^2(v) \) or \( u = u_B^3(v) \) in \( T' \). Hence, having already computed in \( T' \) the quantities \( \text{sum}_u(u) \), and the \( \text{distsum} \) \( d_v(u) \), \( \forall u \neq v \), we can compute the corresponding quantities in \( T' \), that is \( \text{sum}_{u'}(v) \), \( d_{u'}(v) \) and \( E_{u'}(v) \) \( i = 1, 2, 3 \) in \( O(n') \) time. \( \square \)

**Theorem 3.** Algorithm Bounded Cent-dian correctly finds an optimal solution, if it exists, in \( O(n \log^2 n) \) time.

**Proof.** At the beginning of the procedure \( \text{SUBTREE}(T') \), if there exists a vertex \( u \) such that \( E_B^1(u) > R \) or there exist at least two vertices \( u \) and \( w \) with \( E_B^1(u) > R \) and \( E_B^1(w) > R \) there is not possible to find an \( R \)-feasible path passing through any vertex of \( T \). In case 1 one can check only if there is a path passing through \( w \) in \( T_w^m \) since any path passing through vertices different from \( w \) and not containing \( w_i \), clearly has eccentricity greater than \( R \). Similar arguments apply in case 2. Indeed, either there exists a path passing through \( m \) or it must lie in the subtree rooted at the son \( s \) of \( m \) which gives the value of \( E_B^1(m) > R \). However, the recursion is applied only if \( E_B^1(s) \leq R \) otherwise any path passing through vertices in \( T_w^m \) is not \( R \)-feasible. Thus, the algorithm correctly finds an \( R \)-feasible path if it exists or it stops. Finding the vertex \( t \) in case 2 (\( t \) and \( t' \) in case 1) requires \( O(n') \) time in a subtree \( T' \) since there exists only one path \( P_{\text{max}} \) that gives \( E_B^1(m) \) (only two paths in case 1) otherwise there will not exist any feasible path in \( T_w^m \). Hence, using Remark 5 and 6, the complexity of procedure \( \text{SUBTREE}(T') \) is \( O(n \log n) \). Since the recursion is performed on the central vertex of a subtree, Remark 3 implies that the depth of the recursion tree is \( O(\log n) \), so, the overall time complexity of the algorithm Bounded Cent-dian is \( O(n \log^2 n) \). \( \square \)

Notice that if the tree is unweighted, the paths starting from \( m \) are already ordered by length and in this case the algorithm has an overall time complexity of \( O(n \log n) \).

**Appendix**

We provide an example of the algorithm for Problem 1 with \( R = 65 \). We refer to the same weighted tree as in the example in [1] where all the vertices have weights equal to 1. The tree is rooted at vertex \( v_0 \). To each vertex \( v \) are associated the values \( E_B^i(v) \) \( i = 1, 2, 3 \) and \( E_U(v) \) (the ones in the squared brackets). In the following table, for each vertex there are the values \( d_B(v), d(v) \) and \( d'(v) \.

The optimal solution is given by \( P = \{ v_7, v_6, v_2, v_{10}, v_1 \} \) with \( d(P) = 85 \) and \( E(P) = 20 \). Notice that, in the table “-” means that there is no feasible path passing through \( v \).
Fig. 1. An example

<table>
<thead>
<tr>
<th>Table 1. Values of the vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_B(v)$</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>695</td>
</tr>
<tr>
<td>-115</td>
</tr>
</tbody>
</table>
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Abstract. Consider a directed rooted tree \(T = (V, E)\) of maximal
degree \(d\) representing a collection \(V\) of web pages connected via a set \(E\)
of links all reachable from a source home page, represented by the root
of \(T\). Each leaf web page carries a weight representative of the frequency
with which it is visited. By adding hotlinks, shortcuts from a node to one
of its descendents, we are interested in minimizing the expected number
of steps needed to visit the leaf pages from the home page. We give an
\(O(N^2)\) time algorithm for assigning hotlinks so that the expected
number of steps to reach the leaves from the root of the tree is at most
\[
\frac{H(p) + \frac{d+1}{d}}{\log(d+1) / \log d}
\]
where \(H(p)\) is the entropy of the probability (frequency) distribution \(p = <p_1, p_2, \ldots, p_N>\) on the \(N\) leaves of the
given tree, i.e., \(p_i\) is the weight on the \(i\)th leaf. The best known lower
bound for this problem is \(\frac{H(p)}{\log d}\). Thus our algorithm approximates the
optimal hotlink assignment to within a constant for any fixed \(d\).

1 Introduction

In an attempt to enhance the experience and reduce the latency of the average
user, a number of authors have suggested ways of improving the design of web-
sites, such as promoting and demoting pages, highlighting links, and clustering
related pages in an adaptive fashion depending on user access patterns \([4,7]\). In
this paper we consider the strategy of adding “hotlinks”, i.e., shortcuts from web
pages at or near the home page of a site to popular pages a number of levels
down in the (generally directed) network of pages. The idea of “hotlinks” was
suggested by Perkowski and Etzioni \([7]\) and studied earlier by Bose et al. \([2]\)
for the special case of a website represented by a complete binary tree. Experimental
results showing the validity of this approach are given in \([3]\).
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We model a website as a rooted directed tree $T = (V, E)$ where $V$ is a collection of webpages connected by a set $E$ of links. We assume that all webpages are reached starting from the root of the tree, representing the home page of the site and that users are interested in accessing information stored at the leaf web pages. Each leaf carries a weight representative of the frequency with which it is visited, i.e., its popularity. Our goal in adding hotlinks (directed edges from a node to one of its descendents) is to minimize the expected number of pages a user would visit when starting at the root and attempting to reach a leaf. We assume a user will always follow a hotlink $(u, v)$ if after reaching $u$ he or she wishes to reach a leaf that is a descendent of $v$. Note that this implies that adding hotlinks to a tree results in a new tree, not a general directed graph. We restrict ourselves to the case where at most one hotlink is added per node, but our results can be extended to the case where more than one hotlink can be added per node.

Consider a rooted directed tree $T$ with $N$ leaves and of maximal degree $d$. Let $T^A$ be the tree resulting from an assignment $A$ of hotlinks. The expected number of steps from the root to find a leaf web page is

$$E[T^A, p] = \sum_{i \text{ is a leaf}} d_A(i)p_i,$$

where $d_A(i)$ is the distance of the node $i$ from the root in $T^A$, and $p =\langle p_1, \ldots, p_N \rangle$ is the probability distribution on the leaves of the original tree $T$. We are interested in finding an assignment $A$ which minimizes $E[T^A, p]$.

An lower bound on $E[T^A, p]$ was given in [2] using information theory. Let $H(p)$ be the Entropy (see [1]) of the probability distribution $p \equiv \langle p_i : i = 1, \ldots, N \rangle$, which is defined by the formula:\footnote{Throughout this paper log denotes logarithm in base 2 and ln logarithm in base $e$.}

$$H(p) = \sum_{i=1}^{N} p_i \log(1/p_i).$$  \hspace{1cm} (1)

A tree of maximal degree $d$ can be thought of as the encoding of the leaves with the $d$-symbol alphabet $0, 1, \ldots, d-1$. Adding a hotlink increments the alphabet by a single symbol to form an alphabet with $d+1$ symbols. Using this and the theory of prefix codes the following result can be proved (see [1,2]):

**Theorem 1** ([2]). Consider an arbitrary rooted tree of maximal degree $d$. For any probability distribution $p = \langle p_1, p_2, \ldots, p_N \rangle$ on the leaves of the tree and any assignment of at most one hotlink per node the expected number of steps to reach a web page located at a leaf from the root of the tree is at least $\frac{H(p)}{\log(d+1)}$. \hspace{1cm} \Box

Our main result is to show that the above lower bound can be matched to within a constant for any constant $d$.

**Theorem 2.** Consider an arbitrary rooted tree of maximal degree $d$. There is an algorithm, quadratic in the number of vertices of the tree, which for any
probability distribution $p = < p_1, p_2, \ldots, p_N >$ on the leaves of the tree assigns one hotlink per node in such a way that the expected number of steps to reach a leaf of the tree from the root is at most $\frac{H(p)}{\log(d+1) - (d/(d+1)) \log d} + \frac{d+1}{d}$. □

Section 2 provides the proof of the main theorem for the case of binary trees. Subsection 2.1 provides the proof of a useful lemma concerning entropies. In Section 3 we extend the proof to arbitrary trees of maximum degree $d$. In Section 4 we discuss an improved analysis of our algorithm on complete trees and in Section 5 we conclude with some open problems.

2 Hotlink Assignments for Binary Trees

In this section we give the hotlink assignment that achieves the upper bound of the main theorem. For the sake of simplicity we first consider the case of binary trees. Later we adapt the result to the case of trees of maximum degree $d$.

2.1 A Useful Lemma on Entropies

Before giving the hotlink assignment algorithm and its analysis we present a useful lemma concerning entropy.

Consider a probability distribution $p = < p_1, p_2, \ldots, p_N >$ and a partition $A_1, A_2, \ldots, A_k$ of the index set $\{1, 2, \ldots, N\}$ into $k$ non-empty subsets. Define

$$S_i = \sum_{j \in A_i} p_j, \text{ for } i = 1, 2, \ldots, k.$$  (2)

Consider the new distributions:

$$p^{(i)} = < p_j^{(i)} : j \in A_i >, \text{ for } i = 1, 2, \ldots, k.$$  (3)

**Lemma 1.** For any partition $A_1, A_2, \ldots, A_k$ of the index set of the probability distribution we have the identity

$$H(p) = \sum_{i=1}^{k} S_i H(p^{(i)}) - \sum_{i=1}^{k} S_i \log S_i, \quad (4)$$

where $S_i$ and $p^{(i)}$ are defined in Equations (2, 3).

**Proof** The proof is a straightforward application of the definition of the entropy. We have

$$H(p) = \sum_{j=1}^{N} -p_j \log p_j$$
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\[
= \sum_{i=1}^{k} \sum_{j \in A_i} p_j \log p_j \\
= \sum_{i=1}^{k} -S_i \sum_{j \in A_i} p_j^{(i)} \log p_j \\
= \sum_{i=1}^{k} -S_i \sum_{j \in A_i} p_j^{(i)} \left( \log p_j^{(i)} + \log S_i \right) \\
= \sum_{i=1}^{k} S_i H(p^{(i)}) - \sum_{i=1}^{k} S_i \log S_i,
\]

which proves the Lemma. \(\square\)

2.2 Algorithm for Binary Trees

Before we proceed any further we need to show how to assign weights to all the nodes of the tree. In \(O(N)\) time we can propagate the original weights on the leaves of the tree through the entire tree using a bottom-up process. This is done inductively as follows. The weight of the \(i\)th leaf is equal to \(p_i\). The weight of a node \(u\) is equal to the sum of the weights of its children. Finally, we define the weight of a subtree to be equal to the weight of the root of this subtree. We present the following well-known lemma for completeness.

**Lemma 2.** Consider a probability distribution \(p = \langle p_1, p_2, \ldots, p_N \rangle\) on the \(N\) leaves of a binary tree. Then either there is a tree node whose weight is between \(1/3\) and \(2/3\) or else there is a leaf whose weight is \(> 2/3\).

**Proof** Assume there is no tree node whose weight is in the range \([1/3, 2/3]\). We will show that there is a leaf whose weight is \(> 2/3\). Start from the root. All its descendants have weight outside the range \([1/3, 2/3]\). Take a descendant \(c\) that has weight \(> 2/3\). If this is a leaf then we are done. So assume it is not a leaf. All descendants of \(c\) have weight outside the range \([1/3, 2/3]\). Hence, \(c\) has a descendant whose weight is \(> 2/3\). If this is a leaf then we are done. So assume it is not a leaf. Iterate this procedure and we see that there must exist a leaf of weight \(> 2/3\). This completes the proof of the Lemma. \(\square\)

**Theorem 3.** Consider a rooted binary tree. There is an algorithm, quadratic in the number of vertices of the tree, which for any probability distribution on the leaves of the tree assigns a hotlink per node in such a way that the expected number of steps to reach a leaf of the tree is at most \(aH(p) + b\), where \(a = \frac{1}{\log 3 - 2/3}\) and \(b = \frac{4}{3}\).

**Proof** As mentioned before in \(O(N)\) time we can propagate the original weights on the leaves of the tree through the entire tree. Once all these internal node weights are assigned we use a top-down method to assign hotlinks.
The assignment of hotlinks is done recursively. We partition the tree $T$ into three subtrees $T_1, T_2, T_3$. The partition is determined as follows. Find a node $u$ that determines a subtree $T_2$ rooted at $u$ such that the weight of $u$ is bounded from below by $1/3$ and from above by $2/3$. I.e.,
\[
\frac{1}{3} \cdot \text{weight}(T) \leq \text{weight}(u) \leq \frac{2}{3} \cdot \text{weight}(T).
\]
If $u$ is not a child of $c$ then do the following. Without loss of generality assume $T_2$ is contained entirely inside the subtree rooted at the left child of the root. Then $T_1$ is the tree rooted at the left child of the root minus the tree $T_2$ and $T_3$ is the tree rooted at the right child of the root. The recursive process assigns a hotlink to the root $u$ of the subtree $T_2$. If however, the only node $u$ satisfying Inequalities (5) must be a child of $c$ then we select $u$ to be the heaviest grandchild of $c$, which must have weight at least $1/4$ of the weight of $T$ (this is because the tree is binary). If no such node exists then we choose for $u$ the heaviest leaf of the tree which is guaranteed to have weight greater than $2/3$. The recursive process assigns a hotlink to this new node $u$. The trees $T_1, T_2, T_3$ are defined exactly as before, and moreover none of them has weight bigger than $2/3$ of the weight of $T$. Then we recursively assign hotlinks to the subtrees $T_1, T_2, T_3$. The idea is illustrated in Figure 1.

The precise algorithm **HotlinkAssign** which determines the hotlink assignment is defined as follows.

**HotlinkAssign**($T$)

**Initialize:** $c := \text{root of } T$, $l := \text{left (r := right) child of } c$;

if $c$ has grandchildren do:

1a. find a descendant of $c$ such that

\[
\text{weight}(T)/3 \leq \text{weight}(u) \leq 2\text{weight}(T)/3
\]

1b. if no such descendant exists let $u$ be a max weight leaf;

2a. if distance from $c$ to $u$ is $\geq 2$

\[
\text{then add a hotlink from } c \text{ to } u
\]

2b. else let $u$ be the (any) grandchild of $c$ with heaviest weight;

\[
\text{add a hotlink from } c \text{ to } u
\]

3. $T_2 := \text{tree rooted at } u$;

4. Let $v$ ancestor of $u$ that is child of $c$;

\[
\text{w.l.o.g. assume } v = l;
\]

5. $T_1 := \text{tree rooted at left child of } c \text{ minus } T_2$;

6. $T_3 := \text{tree rooted at right child of } c$;

7. **HotlinkAssign**($T_1$),

8. **HotlinkAssign**($T_2$),

9. **HotlinkAssign**($T_3$)

end;

We will prove by induction on the depth of the tree $T$ that there exist constants $a, b$ such that for the hotlink assignment $A$ described above

\[
E[T^A, p] \leq aH(p) + b.
\]
Fig. 1. Assignment of hotlinks: we assign a hotlink from the root to a “heavy” node $u$ and iterate the recursive assignment to the subtrees $T_1, T_2, T_3$.

It will become apparent from the proof below how to select $a$ and $b$ (see inequalities (6) and (7)).

The initial step, when the depth of the tree is 1, is trivial because we will choose $b$ so that $b \geq 1$. Assume the induction hypothesis is valid for the subtrees of $T$. We calculate costs of the resulting hotlink assignments. According to Lemma 2 the hotlink assigned from the root to a node partitions the leaves of the tree into three subsets $A_1, A_2, A_3$ with corresponding weights $S_1, S_2, S_3$. If Lemma 2 chooses a node that has weight between 1/3 and 2/3 (or if it is the child of the root and a grandchild is chosen with weight greater than or equal to 1/4) then it is easy to see that all three $S_i$’s have weight $\leq 2/3$. If Lemma 2 chooses a leaf then $S_2 > 2/3$ and $S_1 + S_3 < 1/3$.

In the first case, using the notation of Lemma 1 we obtain

$$E[T^A, p] = \sum_{i=1}^{3} S_i (1 + E[T_i^A, p(i)])$$

$$= 1 + \sum_{i=1}^{3} S_i E[T_i^A, p(i)]$$
\[
\leq 1 + \sum_{i=1}^{3} S_i (aH(p^{(i)}) + b) \\
= 1 + b + a \sum_{i=1}^{3} S_i H(p^{(i)}) \\
= 1 + b + aH(p) + a \sum_{i=1}^{3} S_i \log S_i \\
\leq aH(p) + b.
\]

The last inequality being valid because we will choose the constant \(a\) such that

\[
1 + a \sum_{i=1}^{3} S_i \log S_i \leq 0. \tag{6}
\]

If \(A_2\) is a leaf of weight greater than \(2/3\) then \(T_2\) is the empty tree and using the notation of Lemma 1 we obtain

\[
E[T^A, p] = S_2 + \sum_{i=1,3} S_i (1 + E[T^A_i, p^{(i)})] \\
= 1 + \sum_{i=1,3} S_i E[T^A_i, p^{(i)}] \\
\leq 1 + \sum_{i=1,3} S_i (aH(p^{(i)}) + b) \\
= 1 + a \sum_{i=1,2,3} S_i H(p^{(i)}) + (S_1 + S_3)b \\
= 1 + aH(p) + a \sum_{i=1}^{3} S_i \log S_i + (S_1 + S_3)b \\
\leq 1 + aH(p) + (S_1 + S_3)b \\
\leq 1 + aH(p) + (1/3)b \\
\leq aH(p) + b
\]

The last inequality being valid because we will choose the constant \(b\) such that

\[
1 + (1/3)b \leq b. \tag{7}
\]

We now consider the value of the constants \(a\) and \(b\). Clearly, \(b = 3/2\) satisfies Inequality (7). To choose \(a\) we first prove the following lemma.

**Lemma 3.** The solutions of the optimization problem

\[
\begin{align*}
\text{maximize} \quad f(x, y) &= x \ln x + y \ln y + (1 - x - y) \ln(1 - x - y) \\
\text{subject to} \quad 0 \leq x, y &\leq 2/3, 1/3 \leq x + y \leq 1
\end{align*}
\]

are such that \(\{x, y, 1 - x - y\} = \{0, 1/3, 2/3\}.\)
Proof The partial derivative of $f$ with respect to $x$ is equal to $\ln x - \ln(1-x-y)$, which is increasing as a function of $x$. This means that the maximum values of $f$ (as a function only of $x$ parametrized with respect to $y$) are obtained at the endpoints of the interval on which it is defined, i.e., $\max\{0, 1/3 - y\} \leq x \leq \min\{2/3, 1 - y\}$. This gives rise to two cases depending on the value of $y$.

Case 1: $y \geq 1/3$.
In this case we have that the endpoints are $0 \leq x \leq 1 - y$ and the value of $f$ at the endpoints is equal to

$$f(0, y) = f(1 - y, y) = y \ln y + (1 - y) \ln(1 - y)$$
subject to $1/3 \leq y \leq 2/3$. \hspace{1cm} (8)

Case 2: $y \leq 1/3$.
In this case we have that the endpoints are $1/3 - y \leq x \leq 2/3$ and the value of $f$ at the endpoints is equal to

$$f(1/3 - y, y) = f(2/3, y) = (1/3 - y) \ln(1/3 - y) + y \ln y + (2/3) \ln(2/3)$$
subject to $0 \leq y \leq 1/3$. \hspace{1cm} (9)

In particular, the maximum value of $f$ is attained at the maximum values of Cases 1 and 2 above. The functions in Equations (8, 9) depend only on the variable $y$ and their maxima are obtained at the endpoints of the interval for $y$ on which the function is defined. In Case 1, this is $1/3 \leq y \leq 2/3$ and in Case 2, this is $0 \leq y \leq 1/3$. It follows that for Case 1 we have that our function obtains its maximum value when $y = 1/3, 2/3$ and in Case 2 when $y = 0, 1/3$, i.e., $y = 0, 1/3, 2/3$. Consequently, when $y = 0$ we have $x = 1/3, 2/3$, when $y = 1/3$ we have $x = 0, 2/3$, and when $y = 2/3$ we have $x = 0, 1/3$. This proves the lemma.

Lemma 3 implies that $\sum_{i=1}^{3} S_i \log S_i \leq (2/3) \log(2/3) + (1/3) \log(1/3)$. Hence, Inequality (6) is satisfied when $\alpha = \frac{\log 2}{\log 3}$.

Concerning the running time of the algorithm we note that in linear time we can assign weights to the nodes of the tree bottom up. For each recursive call of the algorithm HotlinkAssign we must update the weights. Since the number of recursive calls does not exceed the height of the tree, we see that the running time is worst-case quadratic. The proof of Theorem 3 is now complete. \hspace{1cm} \square

3 Trees of Maximum Degree $d$

Lemma 2 has a natural generalization for the case of trees with maximum degree $d$. Namely the following result is known.

Lemma 4. Consider a probability distribution $p = \langle p_1, p_2, \ldots, p_N \rangle$ on the $N$ leaves of a tree of maximum degree $d$. Then either there is a tree node whose weight is between $1/(d+1)$ and $d/(d+1)$ or else there is a leaf whose weight is $> d/(d+1)$.
3.1 Algorithm for Trees of Maximum Degree $d$

Now we can prove our main result in Theorem 2. In the sequel we indicate only the necessary changes.

**Proof (Outline) of Theorem 2.** As with Theorem 3 we assign weights to all nodes of the tree in a bottom-up fashion. The assignment of hotlinks is done recursively in a top-down fashion. Let $c$ be the root of $T$. Indeed, we partition the tree $T$ into at most $d + 1$ subtrees as follows. By Lemma 4, find a node $u$ that determines a subtree $T'_i$ rooted at $u$ such that the sum of the weights of the leaves of $T'_i$ is bounded from below by $1/(d + 1)$ and from above by $d/(d + 1)$. Without loss of generality assume this tree is a descendant of the $i$th child of the root. Then $T'_i$ is defined to be the tree rooted at the $i$th child of the root minus the tree $T'_j$. Also $T'_j$, for $j \neq i$, is defined to be the tree rooted at the $j$-th child of the root. Now, $T'_i$ and the sequence $T_1, T_2, \ldots, T_i, \ldots$ is the desired partition of the subtrees. As before, if only children of $c$ are the only nodes whose weight is bounded from below by $1/(d + 1)$ and from above by $d/(d + 1)$ then we select $u$ to be the (any) heaviest grandchild of $c$. The recursive process assigns a hotlink from $c$ to the root $u$ of the subtree $T'_i$. Then we recursively assign hotlinks to the subtrees $T_1, T_2, \ldots, T_d$.

Using Lemma 4 and an analysis similar to that of Theorem 3 we obtain the main result. As before we prove by induction on the depth of the tree $T$ that there exist constants $a, b$ such that for the hotlink assignment $A$ described above

$$E[T^A, p] \leq aH(p) + b.$$  

Inequality (6) is transformed into

$$1 + a \sum_{i=1}^{d+1} S_i \log S_i \leq 0, \quad (10)$$

and Inequality (7) into

$$1 + (1/(d + 1))b \leq b. \quad (11)$$

Here, $a$ and $b$ are selected so as to satisfy Inequalities (10) and (11). The value of $a$ follows immediately from the following lemma.

**Lemma 5.** The solutions of the optimization problem

$$\text{maximize } f(s_1, s_2, \ldots, s_d) = \sum_{i=1}^{d} s_i \ln s_i + \left(1 - \sum_{i=1}^{d} s_i\right) \ln \left(1 - \sum_{i=1}^{d} s_i\right)$$

subject to $0 \leq s_1, s_2, \ldots, s_d \leq \frac{d}{d+1} \cdot \frac{1}{d+1} \leq \sum_{i=1}^{d} s_i \leq 1$

are obtained when one among the quantities $s_1, \ldots, s_d, 1 - \sum_{i=1}^{d} s_i$ attains the value $d/(d + 1)$, another the value $1/(d + 1)$ and all the rest are equal to 0.
PROOF The proof is by induction on the number of variables. For $d = 2$ this is just Lemma 3. Assume the lemma is true for $d - 1 \geq 2$. We will prove it for $d$. Set $x := s_d$ and $y := s_1 + \cdots + s_{d-1}$. The partial derivative of $f$ with respect to $x$ is equal to $\ln x - \ln (1 - x - y)$, which is increasing as a function of $x$. This means that the maximum values of $f$ (as a function only of $x$) parametrized with respect to $s_1, \ldots, s_{d-1}$ are obtained at the endpoints of the interval on which it is defined, i.e., $\max\{0, 1/(d+1) - y\} \leq x \leq \min\{d/(d+1), 1 - y\}$. This gives rise to two cases depending on the value of $y$.

Case 1: $y \geq 1/(d+1)$.
In this case we have that the endpoints are $0 \leq x \leq 1 - y$ and the value of $f$ at the endpoints is equal to

$$f(s_1, \ldots, s_{d-1}, 0) = f(s_1, \ldots, s_{d-1}, 1 - y) = (1 - y) \ln(1 - y) + s_1 \ln s_1 + \cdots + s_{d-1} \ln s_{d-1}$$
subject to $1/(d+1) \leq y \leq 1$, and $s_1, \ldots, s_{d-1} \leq d/(d+1)$. \hspace{1cm} (12)

Case 2: $y \leq 1/(d+1)$.
In this case we have that the endpoints are $1/(d+1) - y \leq x \leq d/(d+1)$ and the value of $f$ at the endpoints is equal to

$$f(s_1, \ldots, s_{d-1}, 1/(d+1) - y) = f(s_1, \ldots, s_{d-1}, d/(d+1)) = (1/(d+1) - y) \ln(1/(d+1) - y) + s_1 \ln s_1 + \cdots + s_{d-1} \ln s_{d-1} + (d/(d+1)) \ln(d/(d+1))$$
subject to $0 \leq y \leq 1/(d+1)$. \hspace{1cm} (13)

Thus, we have reduced the original optimization problem to the two optimization problems described in Problems (12, 13) which have only $d - 1$ variables (i.e., one variable less). It is trivial that in Problem (13) the optimal solution is obtained when $s_1 = \ldots = s_{d-1} = 0$. In this case $s_d = 1/(d+1)$ or $s_d = d/(d+1)$ and the inductive hypothesis is valid for $d$. In Case 1 we reduce to the same optimization problem on $d - 1$ variables. Hence, by the induction hypothesis the optimal solutions are obtained when one among the quantities $s_1, \ldots, s_{d-1}, 1 - \sum_{i=1}^{d-1} s_i$ attains the value $d/(d+1)$, another the value $1/(d+1)$ and all the rest are equal to 0. Hence the result follows for $d$ variables because in this case $s_d = 0$ or $s_d = 1 - \sum_{i=1}^{d-1} s_i$. The proof of the lemma is now complete. \hspace{1cm} $\square$

The rest of the details of the proof can now be left to the reader. The proof of Theorem 2 is complete. \hspace{1cm} $\square$

4 Analysis for Special Trees and Distributions

Our present analysis of the hotlink assignment problem focused on using the entropy of the distribution in order to bound the expected number of steps. In fact, our analysis still leaves a gap between the lower bound of Theorem 1 and the upper bound of Theorem 2. Can we improve the upper bound any further?
In the sequel we indicate that our algorithm still performs close to the lower bound for the uniform distribution on complete trees of degree $d$. We also indicate how to adapt our algorithm **HotlinkAssign** in the case of arbitrary distributions on complete trees.

First, consider the uniform distribution $p$ on the leaves of the complete $d$-ary tree with $N \approx d^n$ leaves. The entropy of this distribution is $H(p) = n \log d$. Theorem 1 implies that

$$\frac{H(p)}{\log(d+1)} = \frac{\log d}{\log(d+1)} \cdot n$$

is a lower bound, while Theorem 2 implies that

$$\frac{H(p)}{\log(d+1) - (d/(d+1)) \log d} + \frac{d+1}{d} = \frac{\log d}{\log(d+1) - (d/(d+1)) \log d} \cdot n + \frac{d+1}{d}$$

is an upper bound on the expected number of steps.

However, in this case it is easy to see that the **HotlinkAssign** algorithm always picks a hotlink that is a grandchild of the current root. This observation can be used to give a different analysis of the algorithm. Using the method employed in [2][Theorem 3] we can show directly that the expected number of steps to reach a leaf is at most

$$\left( 1 - \frac{1}{d^2} \right) \cdot n$$

plus an additive constant.

More generally, on a complete tree of degree $d$ with an arbitrary distribution on the leaves we can change our algorithm **HotlinkAssign** so that a hotlink is placed always at the heaviest grandchild of the current root, i.e., we omit step 2a in algorithm **HotlinkAssign**. The analysis employed in [2][Theorem 3] as well as the resulting upper bound given in (15) is still valid. Moreover, it is easy to see that the lower bound in (14) and the upper bound in (15) are asymptotically identical, as $d \to \infty$.

5 Conclusions and Open Problems

In this paper we have considered the problem of assigning hotlinks to the nodes of a tree so as to minimize the expected number of steps from the root to the leaves under an arbitrary probability distribution. Our main result is an approximation algorithm for the case of bounded degree trees. A significant gap remains between the upper and lower bounds and further improvements would be of interest. It is expected that experimental results like the ones in [3] will provide additional insight on this problem. While it is known that the problem is NP-complete for DAGs, the complexity of the case of trees is still open. In this paper, we restricted ourselves to at most one hotlink added per node. Fuhrmann et al. [5] report results on the case of adding $k$ links per node to a $d$-regular complete
tree. Our results can be extended to the case of a fixed number, $k$, added per node (using known generalizations of lemma 2) but the gap between upper and lower bounds increases with $k$. Perhaps another approach will not suffer from this weakness. The variation where the total number of hotlinks does not exceed a certain fixed budget could be explored. Additional interesting problems include finding further improvements for special distributions, such as Zipf’s distribution (e.g., see [8,6]) which is especially relevant to this application.
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Abstract. The p-median problem on a tree T is to find a set S of p vertices on T that minimize the sum of distances from T’s vertices to S. For this problem, Tamir [12] had an \(O(pn^2)\)-time algorithm, while Gavish and Sridhar [1] had an \(O(n\log n)\)-time algorithm for the case of \(p=2\). Wang et al. [13] introduced two generalizations by imposing constraints on the 2-median: one is to limit their distance while the other is to limit their eccentricity, and they had \(O(n^2)\)-time algorithms for both. We solve both generalizations in \(O(n\log n)\) time, matching even the fastest algorithm currently known for the 2-median problem. We also study cases when linear time algorithms exist for the 2-median problem and the two generalizations. For example, we solve all three in linear time when edge lengths and vertex weights are all polynomially bounded integers. Finally, we consider the relaxation of the two generalized problems by allowing 2-medians on any position of edges, instead of just on vertices, and we give \(O(n\log n)\)-time algorithms for them.

1 Introduction

Optimally locating a set of facilities on a network is an important problem in the fields of transportation and communication [1, 2, 6, 11, 15]. One classical problem is the p-median problem: Given a graph \(G=(V, E)\), in which each edge has a nonnegative length, and a number \(p\), find a set \(S\) of \(p\) vertices to minimize some distance-sum function on \(S\). This models the scenario of placing \(p\) facilities to minimize the average access cost from the network. Let \(d(v, u)\) be the distance between vertices \(v\) and \(u\) and let \(d(v, S) = \min_{u \in S} d(v, u)\). Kariv and Hakimi [8] considered the distance-sum function \(\text{Sum}_G(S) = \sum_{v \in S} d(v, S)\) and showed that the problem is NP-hard. So one may only hope to find efficient algorithms for special classes of graphs. For trees, they provided in that paper an \(O(pn^2)\)-time algorithm, while Tamir [12] had an \(O(pn^3)\)-time algorithm with respect to a generalized distance-sum function. From now on, trees will be the only subject of our discussion and all our results are stated with respect to trees. Some
attention has been given to the cases of \( p=1 \) and \( p=2 \). Goldman [5] had a linear time algorithm for \( p=1 \). Gavish and Sridhar [1] had an \( O(n \log n) \)-time algorithm for \( p=2 \) using the distance-sum function defined in [10]:

\[
\text{Sum}_T(S) = \sum_{v \in T} d(v, S) \times w(v),
\]

where each vertex \( v \) of the tree \( T=(V, E) \) has a nonnegative weight \( w(v) \). As an extension of Gavish and Sridhar’s work, Wang et al. [13] introduced two generalizations of the 2-median problem by imposing constraints on the 2-median, from some practical point of view. One is to limit the distance between the pair of a 2-median. The other is to limit the eccentricity of a 2-median, with the eccentricity of a subset \( S \subseteq V \) defined as \( \text{Ecc}_T(S) = \max_{v \in V} d(v, S) \). The 2-median problem is their special case with large enough distance or eccentricity limit. Wang et al. [13] had \( O(n^2) \)-time algorithms for both generalizations.

These two generalized problems of 2-median on trees are the focus of this paper. We solve both in \( O(n \log n) \) time, matching even the fastest algorithm currently known for the 2-median problem. We can even do better for some natural cases. In linear time, we can solve the 2-median problem with constant edge lengths or polynomial vertex weights, the first generalization with polynomial vertex weights and polynomial edge lengths, and the second generalization with polynomial vertex weights. Finally, we consider the relaxation that allows 2-median on any position of edges, instead of just on vertices. We give \( O(n \log n) \)-time algorithms for the relaxed version of the two generalized problems.

Along the way, we solve a problem, named the tree marker problem, in \( O(n \log n) \) time, which may be of independent interest. In linear time, we can solve the case in which all edge lengths are polynomially bounded integers. A special case of the tree marker problem is the tree bisector problem of Wang et al. [13, 14], for which they had an \( O(n \log n) \)-time algorithm.

The rest of this paper is organized as follows. Notation and preliminaries are given in the next section. We solve the generalization with distance constraint in Section 3, and the generalization with eccentricity constraint in Section 4. In Section 5, we study cases when linear time algorithms exist. We solve the relaxed problems in Section 6. Finally, future work is discussed in Section 7.

2 Notation and Preliminaries

Given a tree \( T \), let \( V(T) \) denote its vertex set and let \( E(T) \) denote its edge set. Each edge \( e \) has a nonnegative length \( d(e) \) and each vertex \( v \) has a nonnegative weight \( w(v) \). Define the weight of a subtree \( H \) as \( w(H) = \sum_{v \in V(H)} w(v) \). For two vertices \( u \) and \( v \), let \( \text{path}(u, v) \) denote the path between them, let their distance \( d(u, v) \) be the length of this path, and let \( \text{LCA}(u, v) \) denote their least common ancestor when \( T \) is rooted.

We will use Gavish and Sridhar’s distance-sum function defined in the previous section. For notational convenience, we write \( \text{Sum}_T(v) \) for \( \text{Sum}_T(\{v\}) \) and \( \text{Sum}_T(u, v) \) for \( \text{Sum}_T(\{u, v\}) \). A set \( S \) of \( p \) vertices is called a \( p \)-median of \( T \) if \( \text{Sum}_T(S) \leq \text{Sum}_T(S') \) for any \( S' \) of \( p \) vertices. A median of a tree is just its 1-median.
Consider a rooted tree $T$ and a vertex $v$. An ancestor of $v$ is a vertex on the path from $v$ to the root, so $v$ is considered an ancestor of itself. Let $\text{par}(v)$ denote $v$'s parent in $T$. Let $T_v$ denote the subtree rooted at $v$, and define

$$\delta_T(v) = w(T_v) - w(T \setminus T_v)$$

for the weight difference between $T_v$ and its complement. For a child $u$ of $v$, $T_u$ is called a subtree of $v$. The following states an important property of medians on trees.

**Lemma 2.1** On a rooted tree $T$, the vertex $v$ with the smallest $\delta_T(v) > 0$ is a median.

**Proof:** Let $v$ be the vertex with the smallest $\delta_T(v) > 0$. Imagine moving $v$ to a vertex $r \neq v$. If $r$ is not on $T_v$, vertices of $T_v$ have their distances increased by $d(r, v)$ while others have distances decreased by at most $d(r, v)$, and the distance-sum increases by at least $\delta_T(v) d(r, v) > 0$. Otherwise, $r$ is on a subtree $T_u$ of $v$, and vertices outside of $T_u$ have distances increased by $d(r, v)$ while others have distances decreased by at most $d(r, v)$. The distance-sum now increases by at least $-\delta_T(u) d(r, v)$, which is nonnegative as $\delta_T(u) < \delta_T(v)$ and $\delta_T(v)$ is the smallest positive one. Moving $v$ elsewhere does not decrease the distance-sum, so $v$ is a median.

A rooted tree $T$ may have more than one median but it has a unique vertex $v$ with the smallest $\delta_T(v) > 0$, and we call $v$ the median, denoted as $m(T)$. This lemma basically says that the median gives the most balanced partition of the tree into two parts. We can find $m(T)$ by starting from the root and going to the heaviest subtree each time, as vertices elsewhere have negative $\delta_v$ values. If a vertex $v$ has at least two heaviest subtrees, then all its children have negative $\delta_v$ values, so we don’t need to go down further, and $v$ is the median. Let $P(T)$ denote such a path on $T$. Clearly, $m(T)$ can be found this way in linear time.

Next, consider the 2-median problem on trees. We will root $T$ at $m = m(T)$ throughout the paper unless mentioned otherwise. The idea is that with $(m_1, m_2)$ being a 2-median of a tree $T$, those vertices closer to $m_i$ and those others divide $T$ into two subtrees with $m_1$ and $m_2$ being their respective 1-median. Let $X(e)$ and $Y(e)$ denote the two resulting subtrees when edge $e$ is deleted, with $X(e)$ being the one containing $m$. This motivates the following useful strategy called the link-deletion method [1, 10]:

**Step 1.** Find $m_1(e) = m(Y(e))$ for every $e \in E(T)$.

**Step 2.** Find $m_2(e) = m(X(e))$ for every $e \in E(T)$.

**Step 3.** Output the pair $(m_1(e), m_2(e))$ with smallest $\text{Sum}_X(m_1(e)) + \text{Sum}_Y(m_2(e))$.

Gavish and Sridhar had an $O(n \log n)$-time algorithm, which runs Step 1 and 3 in $O(n)$ time but needs $O(n \log n)$ time for Step 2. Let $T_a$ and $T_b$ be $m$'s two heaviest subtrees, with a tie broken arbitrarily. They observed a property that $m_1(e) \in P(T_b)$ if $e \in T_a$ and $m_2(e) \in P(T_a)$ otherwise. Let $J(e)$ denote that path containing $m_2(e)$.

For vertices $x$ and $y$, define their bisector $\text{BS}(x, y)$ as the edge containing the position with equal distance to $x$ and $y$, which has the following property.

**Property 2.1** [13] For $e = \text{BS}(x, y)$ and $xe X(e)$, $\text{Sum}_X(x, y) = \text{Sum}_X(e) + \text{Sum}_Y(e)$. 
Sometimes it makes sense to consider arbitrary positions, called points, on edges, instead of just vertices. Some definitions above can be easily extended, such as the distance of two points and the distance-sum function. For a point \( r \in \mathcal{V}(T) \), \( d_2(r) \) is defined as the weight difference between the two subtrees separated by \( r \). This relaxation does not reduce the distance-sum of a 1-median, as moving it to some vertex on that edge still preserves the distance-sum. This is also true for a 2-median, as the two vertices are the respective 1-medians of \( X(e) \) and \( Y(e) \) for some edge \( e \). However, this is not the case for the generalized 2-median problems.

Later we will encounter some tasks which can be formulated as the following tree marker problem. The input is a tree \( T \) and a set of \( O(n) \) 3-tuples \((v, l, u)\) with \( v \in \mathcal{V}(T) \) and \( 0 \leq l \leq d(v, u) \), and for each 3-tuple \((v, l, u)\), we output the point \( p \) on \( \text{path}(v, u) \) with \( d(v, p) = l \). We have the following, which is proved in Appendix A, assuming that sorting \( O(n) \) edge lengths takes \( t_e \) time.

**Theorem 2.1** The tree marker problem can be solved in \( O(n + t_e) = O(n \log n) \) time.

### 3 The First Generalization

The problem studied in this section is to find vertices \( r_1 \) and \( r_2 \) on \( T \) with \( d(r_1, r_2) \leq l_b \) for a given \( l_b \) that minimize \( \text{Sum}_T(r_1, r_2) \). We will follow the framework of the link-deletion method. For an edge \( e \), let \( r_s(e) \) and \( r_t(e) \) denote the respective vertices on \( X(e) \) and \( Y(e) \) with \( d(r_s(e), r_t(e)) \leq l_b \) that achieve the smallest distance-sum. Root \( T \) at \( m=m(T) \). The following lemma helps cut down the search space for \( r_s(e) \) and \( r_t(e) \).

**Lemma 3.1** For \( e = (v, \text{par}(v)) \), \( r_s(e) \in \text{path}(v, m_s(e)) \) and \( r_t(e) \in \text{path}(m_s(e), \text{par}(v)) \).

**Proof:** Moving a vertex \( r \) on \( \text{path}(v, m_s(e)) \) away from the path to a descendant \( r' \) increases its distance to \( v \) and increases the distance-sum. So \( r_s(e) \in \text{path}(v, m_s(e)) \). Similarly, one can show that \( r_t(e) \in \text{path}(m_s(e), \text{par}(v)) \).

For an edge \( e \), let \( y_e \) denote the vertex farthest from \( m_s(e) \) on \( \text{path}(v, m_s(e)) \) with \( d(m_s(e), y_e) \leq l_b \). Note that for any edge \( e = (v, \text{par}(v)) \) and vertex \( y \in Y(e) \), \( \text{path}(v, m_s(e), y_e) \subseteq \text{path}(y, m_s(e), \text{par}(v)) \). So for a vertex \( y \neq m \), let \( y_e \) denote the vertex farthest from \( y \) on \( \text{path}(v, m_s(e), \text{par}(v)) \) with \( d(y, y_e) \leq l_b \). Instead of finding all those \((r_s(e), r_t(e))\), we produce the following two sets of pairs:

\[
S_1 = \{(m_s(e), y_e) \mid e \in E(T)\} \quad \text{and} \quad S_2 = \{(x, y) \mid y \in V(T)\}.
\]

The following lemma shows that they are good enough for our purpose.

**Lemma 3.2** For every \((r_s(e), r_t(e))\), there is a pair \((x, y)\) in \( S_1 \cup S_2 \) such that \( \text{Sum}_T(x, y) \leq \text{Sum}_T(r_s(e), r_t(e)) \).

**Proof:** Let \( e = (v, \text{par}(v)) \). If \( d(m_s(e), r_t(e)) \leq l_b \), \( y_e \) is the nearest vertex to \( m_s(e) \) on \( \text{path}(v, m_s(e)) \), so \( \text{Sum}_T(m_s(e), y_e) \leq \text{Sum}_T(r_s(e), r_t(e)) \).
Sum_{i\in O}(r_i(e)). Otherwise, for y=r_j(e), x_j is the nearest vertex to m_i(e) on path(m_i(e), par(v)), so Sum_{\tau}(x_j, y) \leq Sum_{i=0}^{\tau}(x_j) + Sum_{i=0}^{\tau}(y) \leq Sum_{i=0}^{\tau}(r_i(e)) = Sum_{i=0}^{\tau}(r_i(e)).

S_1 \cup S_2 has at most 2n pairs and finding them can be reduced to the tree marker problem. For each (x_j, y) \in S_1, we also need to find e=BS(x_j, y) in order to compute Sum_{\tau}(x_j, y) = Sum_{i=0}^{\tau}(x_j) + Sum_{i=0}^{\tau}(y), according to Property 2.1. Finding all such bisectors again can be reduced to the tree marker problem. So we have following, assuming that getting all m_i(e) takes t_e time and sorting n edge lengths takes t_e time.

Theorem 3.1 The first generalization can be solved in O(n+t_e+t_s) = O(n\log n) time.

4 The Second Generalization

Recall that the eccentricity of a set S is defined as Ecc(S) = max_{v \in V} d(v, S). For notational convenience, we write Ecc(v) for Ecc(S) and Ecc(u, v) for Ecc(S, u, v). The diameter of T, denoted as dm(T), is the longest path on T. The center of T, denoted as c(T), is a vertex u such that Ecc(u) \leq Ecc(v) for every vertex v on T. It is not hard to verify that c(T) is also a center of dm(T), and dm(T) must end at a farthest leaf of T, with c(T) being its ancestor.

The problem to study now is finding two vertices r_1, r_2 \in V(T) with Ecc(r_1, r_2) \leq l_e, for a given l_e, that minimize Sum_{\tau}(r_1, r_2). According to Property 2.1, Sum_{\tau}(r_1, r_2) = Sum_{i=0}^{\tau}(r_1) + Sum_{i=0}^{\tau}(r_2) for e=BS(r_1, r_2) with r_\tau \in X(e) and r_\tau \in Y(e), and now Ecc(r_1, r_2) = max{Ecc(r_1), Ecc(r_2)}. So again we can follow the link-deletion method. For an edge e, define r_\tau(e) as a vertex on X(e) with Ecc_{X,e}(r_\tau(e)) \leq l_e that minimizes Sum_{i=0}^{\tau}(r_\tau(e)), and define r_\tau(e) on Y(e) accordingly. We will find all such (r_\tau(e), r_\tau(e)) and output the pair with the smallest distance-sum. The following lemma tells us where to find r_\tau(e) and r_\tau(e).

Lemma 4.1 r_\tau(e) \in path(m_i(e), C(X(e))) and r_\tau(e) \in path(m_i(e), C(Y(e))).

This lemma holds as moving away from either path never decreases the eccentricity or the distance-sum. Then r_\tau(e) is the vertex on path(m_i(e), C(X(e))) nearest to m_i(e) with Ecc_{X,e}(r_\tau(e)) \leq l_e, and similarly for r_\tau(e). We obtain all those m_i(e) and m_i(e) first.

Then, we will find every dm(T_v) and c(T_v), or equivalently dm(T_v) and c(T_v) for e=(v, par(v)). There are three possibilities for dm(T_v). If dm(T_v)=dm(T_u) for some child u of v, then c(T_v)=c(T_u). If dm(T_v) has one end at v, then v has only one child u and dm(T_v) must end at u’s farthest leaf, so c(T_v)=path(v, c(T_u)). Otherwise, dm(T_v) is the path through v connecting v’s two farthest leaves, then c(T_v)=path(v, c(T_u)) with T_u being v’s subtree containing v’s farthest leaf. So c(T_v) either stays on or moves up from the center of some subtree T_u of v. In a bottom-up way, we can determine which case happens and find dm(T_v) and c(T_v) for every v in linear time.

Next, let’s find r_\tau(e) from path(m_i(e), C(Y(e))) for every e=(v, par(v)). Let u be the child of v with largest w(T_u). Let e=(u, v) and r=r_\tau(e). If r is not m_i(e)’s ancestor,
there must be some leaf \( l \) of \( T_e \), dragging \( r \) from moving up with \( d(par(r), l)>l_e \), so \( r_e(e) \) must stay at \( r \). Checking this condition for every \( e \) in a bottom-up way takes linear time. Otherwise, \( r \) is \( m_k(e) \)'s ancestor. Since \( m_k(e) \) is \( m_k(e) \)'s ancestor, \( r_k(e) \) is the first vertex \( r^* \) with \( Ecc_{k(n)}(r^*) \leq l_e \) on the path from \( r \) to \( c(Y(e)) \). If \( r_k(e) \) is an ancestor of \( r \), then \( r_k(e) \) moves up from \( r=r_k(e^*) \). Otherwise, \( r_k(e) \) is not an ancestor of \( r \), and thus not an ancestor of \( m_k(e) \). According to the same argument above, \( r_k(e^*)=r_k(e) \) for every \( e^* \) above \( e \), so the path from \( LCA(r, c(Y(e))) \) to \( c(Y(e)) \) need not be checked again later. Since each vertex is checked only once, the total time is linear.

Finally, let's find \( c(X(e)) \), and then \( r_k(e) \), \( path(m_k(e), c(X(e))) \), for every \( e \). Let \( F=\text{path}(m, l_1) \cdot \text{path}(m, l_2) \), where \( dm(T)=\text{path}(l_1, l_2) \). First, consider those \( e \in F \). Clearly, \( dm(X(e))=dm(T) \) and \( c(X(e))=c(T) \). If \( Ecc_{k(n)}(m_k(e)) \leq l_e \), then \( r_k(e)=m_k(e) \). Otherwise, \( r_k(e) \) is the vertex \( \text{path}(c(T), m) \) nearest to \( m_k(e) \) with \( Ecc_{k(n)}(m_k(e)) \leq l_e \), which is always one of the at most two (only one when \( c(T) \neq J_k(e) \)) vertices \( \text{path}(c(T), m) \) farthest from \( c(T) \) with \( Ecc_{k(n)}(m_k(e)) \leq l_e \). Finding all such \( r_k(e) \) takes linear time. Next we consider those \( e \notin F \). We can change \( T \)'s root to one end of \( dm(T) \) so that each \( X(e) \) appears as a subtree \( T_e \) with \( e=(v, par(v)) \). Then all such \( r_k(e) \) can be found using the same bottom-up way as that for \( r_k(e) \). Hence, we have the following theorem, assuming that finding all \( m_k(e) \) takes \( t_e \) time.

**Theorem 4.1** The second generalization can be solved in \( O(n+t_e)=O(n \log n) \) time.

5 Linear Time Algorithms

Now we study cases when linear-time algorithms exist for the 2-median problem and the two generalizations. A common obstacle is to find all \( m_k(e) \)'s, which has the following lower bound, proved in Appendix B.

**Theorem 5.1** Without assumption on vertex weights, finding all those \( m_k(e) \) requires \( \Omega(k \log n) \) time in the comparison model, even when every edge has a unit length.

This suggests two possibilities for a more efficient algorithm. The first is to avoid finding all \( m_k(e) \)'s, and we consider this assuming that edge lengths are at most \( k=n^{O(1)} \). Suppose that we have obtained every \( m_k(e) \). According to Property 2.1, if \( (m_k(e), m_k(e)) \) is a 2-median, then \( e=BS(m_k(e), m_k(e)) \). So to find \( m_k(e) \), only the interval of vertices \( v \) on \( J_k(e) \) satisfying \( e=BS(v, m_k(e)) \) needs to be considered. Sometimes we may fail to find \( m_k(e) \) there, but it doesn’t matter as such \( (m_k(e), m_k(e)) \) is not a 2-median. Let \( path(start(e), end(e)) \) denote this interval with \( start(e) \) being the one closer to \( e \). After knowing the distance of every vertex to the root, finding all \( (start(e), end(e)) \)'s takes \( O(n) \) time by an integer sorting as \( k=n^{O(1)} \) is assumed. One can check that each interval has length at most \( 2d(e) \leq 2k \) and contains at most \( O(k) \) vertices, so \( m_k(e) \) can be found in \( O(\log k) \) time using a binary search. So the 2-median problem takes \( O(\log k) \) time. A similar idea works for the generalized problem in Section 4 too. The bottleneck there is to find \( m_k(e) \) and then \( r_k(e) \) for those \( e \notin F \). Now we don’t need \( m_k(e) \). From Property 2.1, if \( (r_k(e), r_k(e)) \) is a solution, then
\(e = BS(r_\delta(e), r_\lambda(e))\), so we search \(r_\lambda(e)\) from the interval on \(\text{path}(m, \text{c}(T)) \cup J_\lambda(e)\) satisfying this condition. Thus, we have the following.

**Theorem 5.2** Both the 2-median problem and the generalization in Section 4 can be solved in \(O(n \log k)\) time when edge lengths are at most \(k = n^{(1)}\). In particular, it takes linear time for constant \(k\).

The second possibility is having some restriction on vertex weights, and we consider the case with vertex weights being polynomially bounded integers. Again, we root \(T\) at \(m(T)\). For each \(e = (v, \text{par}(v))\), \(m_\delta(e)\) is the vertex \(u \in X(e)\) with the smallest \(\delta_{\text{root}}(u) = \delta(u) + w(T_v) > 0\), or equivalently the smallest \(\delta(u) > w(T_v)\), according to Lemma 2.1. For those \(e \in P(T_{\delta})\), \(m_\delta(e) \in P(T_{\delta})\), and we can find all such \(m_\delta(e)\) by sorting the set \(\{w(T_v) \mid v \in P(T_{\delta})\} \cup \{\delta(u) \mid u \in P(T_{\delta})\}\). For those \(e \in P(T_{\delta})\), \(m_\delta(e) \in P(T_{\delta})\), and we can find all such \(m_\delta(e)\) by sorting the set \(\{w(T_v) \mid v \in P(T_{\delta})\} \cup \{\delta(u) \mid u \in P(T_{\delta})\}\). All those \(\delta(u)\) and \(w(T_v)\) can be computed in linear time via a bottom-up way. So we have the following.

**Theorem 5.3** Both the 2-median problem and the generalization in Section 4 can be solved in linear time when vertex weights are polynomially bounded integers.

Section 3’s algorithm also sorts edge lengths, so we only have the following.

**Theorem 5.4** The generalized problem in Section 3 can be solved in linear time when all edge lengths and vertex weights are polynomially bounded integers.

### 6 Relaxation from Vertices to Points

In this section, we consider the relaxation by allowing 2-medians on points instead of just on vertices. We know that without constraints on 2-medians, this relaxation does not give smaller distance-sum. So we consider the two generalized problems discussed in Section 3 and 4.

All the properties in Section 4 still hold with respect to such relaxation, so the same algorithm also works here, and we have the following theorem.

**Theorem 6.1** The relaxed problem of the second generalization needs \(O(n \log n)\) time.

Some work is needed for the first generalization. Our algorithm again is based on the link-deletion method, but now there is a new possibility that the pair of a 2-median lie on the same edge. So we first find two points \(p_\lambda(e)\) and \(p_\delta(e)\) on each edge \(e\) with \(d(p_\lambda(e), p_\delta(e)) \leq d_\lambda\) that minimize the distance-sum. After that, for each edge \(e\), we want to find a point \(r_\delta(e)\) on \(X(e)\) and a point \(r_\lambda(e)\) on \(Y(e)\) with \(d(r_\delta(e), r_\lambda(e)) \leq d_\lambda\) that achieve the smallest distance-sum. For the reason similar to that of Lemma 3.1, we know that for any \(e = (v, \text{par}(v))\), \(r_\lambda(e)\) is on \(\text{path}(m_\delta(e), \text{par}(v))\) and \(r_\lambda(e)\) is on \(\text{path}(v, m_\delta(e))\).
We can assume \( d(e) \leq l_{\Delta} \) as \((r_0(e), r_1(e))\) does not exist otherwise, and \( d(m_0(e), m_1(e)) \leq l_{\Delta} \) as \((r_0(e), r_1(e))\) and \((m_0(e), m_1(e))\) otherwise. We can also assume that \( d(r_1(e), r_\Delta(e)) = l_{\Delta} \) as otherwise moving \( r_1(e) \) and \( r_\Delta(e) \) apart further decreases the distance-sum. For convenience, let’s say that \( m_0(e), \text{par}(v), v, \) and \( m_1(e) \) are lined up from left to right. Consider what happens when moving on \( \text{path}(m_0(e), \text{par}(v)) \) from a point \( r_1 \) to a point \( r_\Delta \) with a small fixed distance \( \Delta \). Moving \( r_1 \) left decreases \( \text{Sum}_{X(e)} \) by a positive amount \( \text{dec}(r_1) \), and \( \text{dec}(r_1) \) gets smaller as \( r_1 \) comes closer to \( m_0(e) \) because the partition of \( X(e) \) becomes more balanced. Moving \( r_1 \) right increases \( \text{Sum}_{X(e)} \) by a positive amount \( \text{inc}(r_1) \), and \( \text{inc}(r_1) \) gets larger as \( r_1 \) moves closer to \( \text{par}(v) \). When moving a point \( r_1 \) on \( \text{path}(v, m_1(e)) \), similar phenomena occur with the difference that moving \( r_2 \) left now increases \( \text{Sum}_{\Delta} \). Note that \( \text{dec}(r) \leq \text{inc}(r) \) for any point \( r \).

We will do a binary search for \((r_\Delta(e), r_0(e))\) in iterations, each time updating two intervals \( I_\Delta \) and \( I_0 \) for \( r_\Delta(e) \) and \( r_0(e) \) respectively, with \( I_\Delta = \text{path}(m_0(e), \text{par}(v)) \) and \( I_0 = \text{path}(v, m_1(e)) \) initially. After \( I_\Delta \) and \( I_0 \) both reduce to one edge each, \( r_\Delta(e) \) and \( r_0(e) \) can then be found easily. In each iteration, we select vertices \( r_1 \) and \( r_2 \) to cut \( I_\Delta \) and \( I_0 \) each into two halves of almost equal number of vertices. Two cases to consider:

\( \text{dec}(r_1) \leq \text{inc}(r_2) \). Suppose \( d(r_1, r_2) \geq l_{\Delta} \). Let \( r_{1'} \) denote the point on \( \text{path}(v, m_1(e)) \) with \( d(r_{1'}, r_2) = l_{\Delta} \) and note that \( \text{inc}(r_{1'}) \leq \text{inc}(r_2) \). Moving \( (r_{1'}, r_2) \) left for a distance \( b \) increases the distance-sum by at least \( (\text{inc}(r_{1'}) - \text{dec}(r_{1'}))/b = \Delta \geq 0 \), so we can ignore the half to the left of \( r_{1'} \) for \( r_\Delta(e) \), and update \( I_\Delta \) to be the remaining half. Otherwise suppose \( d(r_{1'}, r_2) < l_{\Delta} \). Let \( r_{1'} \) denote the point on \( \text{path}(m_0(e), u) \) with \( d(r_{1'}, r_2) = l_{\Delta} \) and note that \( \text{dec}(r_{1'}) \leq \text{dec}(r_1) \). Moving \( (r_{1'}, r_2) \) left for a distance \( b \) increases the distance-sum by at least \( (\text{inc}(r_{1'}) - \text{dec}(r_{1'}))/b = \Delta \geq 0 \), so we can ignore the half to the left of \( r_2 \) for \( r_\Delta(e) \), and update \( I_0 \) to be the remaining half.

\( \text{dec}(r_1) > \text{inc}(r_2) \). Note that \( \text{dec}(r_2) \leq \text{inc}(r_1) \leq \text{inc}(r_2) \leq \text{inc}(r_1) \). Thus, this is just case 1 with \( r_1 \) and \( r_2 \) switched, and a similar action can be taken.

So we first find all \((p_1(e), p_2(e))\) in \( O(n) \) time, and all \((m_0(e), m_1(e))\) in \( O(n \log n) \) time. Then we use binary searches as described above to find \( r_\Delta(e) \) and \( r_0(e) \) for every edge \( e \), but with all the \( n-1 \) binary searches carried out in parallel. During each iteration, we find all \( n-1 \) middle vertices at once by reducing the task to the tree maker problem with unit edge length, which only takes \( O(n) \) time. There are at most \( \log n \) iterations, so \( O(n \log n) \) time suffices. Finally we choose the pair \((p_1(e), p_2(e))\) or \((r_\Delta(e), r_0(e))\) with the smallest distance-sum. So we have the following theorem.

**Theorem 6.2** The relaxed problem of the first generalization needs \( O(n \log n) \) time.

### 7 Future Work

For the \( p \)-median problem on trees, Tamir [12] has an \( O(pn^2) \)-time algorithm. Can it be solved in \( o(n^2) \) time for any \( p > 2 \)? We have an \( O(n \log n) \)-time lower bound for the link-deletion method, but we are more interested in a lower bound for the 2-median problem and its generalizations. Can they be solved in \( o(n \log n) \) time? Wang et al. [13] solved both generalizations in \( O(\log n) \) parallel time but with \( O(n^2) \) work. Can one design more efficient parallel algorithms for them?
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Appendix A. Proof of Theorem 2.1

Let's do some preprocessing first. Root the tree at an arbitrary vertex $r$, and find the least common ancestor for every vertex pair, which takes only linear time. Then, replace each 3-tuple $(x, l, y)$ by the pair $(v, \pi(v))$ which is $(x, \delta(x, r) - l)$ if $l \leq \delta(x,
$LCA(x,y)$ and $(y, d(y, r)-1)$ otherwise, indicating that the point we want is above $v$ with distance $i(v)$ to $r$. For simplicity, we assume that no vertex $v$ appears in two pairs; otherwise, we can simply duplicate the vertex $v$ on $T$.

Now we borrow the idea from Wang et al.'s algorithm for the tree bisector problem [12, 13], which in fact is a special case of the tree marker problem. Consider the Euler tour $U$ of $T$, and let $U[i]$ denote the $i$-th vertex in the tour. For a pair $(v, i(v))$, we want to find $v$'s highest ancestor $u$ with $d(u, r)>i(v)$. Let $w=par(u)$. Note that $d(w, r)<i(v)$ and $d(u', r)>i(v)$ for every vertex $u'$ in the subtree $T_u$. Also note that in $U$, there is an appearance of $w$ right before the Euler tour of the subtree $T_u$. If we go backward from the first appearance of $v$ in $U$, $w$ is first vertex we encounter with $d(w, r)<i(v)$. Let $F$ and $X$ be the arrays with $F[i]=\text{par}(U[i])$ and $X[i]=d(r, U[i])$. Now the remaining task can be easily reduced to the following $f$-left-match problem, introduced by Wang et al. [13]. The input is two arrays $X$ and $F$, each of $n$ numbers. The output is an array $M$ such that $M[k]$ is the largest index $1 \leq i \leq F[k]$ and $M[k] = \phi$ if no such index exists. $X[M[k]]$ is called $F[k]$'s target element.

Given input $X$ and $F$, we first stable-sort their concatenation increasingly into a new array $W$. Let $Z$ be the array of $2n$ elements with $Z[i] = 1$ if $W[i]$ is from $X$ and $Z[i] = 0$ otherwise. Let $D$ be the array of $2n$ elements with $D[i]$ being the index of $W[i]$ in its original array, $X$ or $F$. An example is shown in Figure A.1. Using some data structure $S$, we do the following for index $i$ from 0 to $2n-1$. If $Z[i] = 1$, insert $D[i]$ into $S$. Otherwise, search the largest number $k < D[i]$ in $S$ and set $M[D[i]] = k$. This assignment is correct because at this point, $S$ contains exactly those indices $i$ such that $X[i] < F[D[i]]$, or $X[i] = F[D[i]]$ but $i < D[i]$, due to the stable sorting.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>*</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>*</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

*: Don’t care

Fig. A.1. An illustration of the arrays $M$, $W$, $Z$, and $D$ from the arrays $X$ and $F$. The complexity depends on how $S$ is implemented. This is related to the interval split-find problem introduced in [4], as the set of inserted numbers is in fact $I_n = \{0, 1, \ldots, n-1\}$. An interval of $I_n$ is a set of consecutive numbers in $I_n$. The problem is to maintain a data structure that represents some partition of $I_n$ and supports two types of operations: find($x$), which returns the interval containing $x$, and split($x$), which splits the interval of $x$ into two, one for those less than $x$ and one for the rest. Gabow and Tarjan [3] had an $O(n)$-time algorithm for $O(n)$ operations, which we will build our data structure $S$ upon. Initially we have only one interval $I_n$. The idea is that if we insert each $D[i]$ in $S$ by calling split($D[i]$), then given $D[i]$, the largest $D[j] < D[i]$ in $S$ is just the smallest number in the interval containing $D[i]$. The only thing we need to take care is to record the smallest number of each interval, using an array $SS$ updated
in the following way. Whenever a $D[j]$ is to be inserted, let $s=\text{SS}([\text{find}(D[j])])$, call $\text{split}(D[j])$, set $\text{SS}([\text{find}(D[j-1])])=s$, and set $\text{SS}([\text{find}(D[j])])=D[j]$. There are $O(n)$ operations and only linear time is needed. Thus, we have the following lemma, assuming $t_s$ is the time for stable-sorting the concatenation of $X$ and $F$, which immediately implies Theorem 2.1.

**Lemma A.2** The $f$-left-match problem can be solved in $O(n+t_s)$ time.

**Appendix B. Proof of Theorem 5.1**

Consider the multi-search problem defined by Wang et al. [12]. The input is an array $P$ of $p$ unsorted numbers and an array $Q$ of $q$ distinct sorted numbers. The output is an array $R$ of $p$ integers, with $R[i]$, for $1 \leq i \leq p$, recording the number of elements in $Q$ smaller than $P[i]$. Wang et al. proved an $O(p \log q)$-time lower bound for this problem. We will reduce this problem in linear time to the link-deletion method.

Let $s:=\Sigma_{i\leq q} P[i]$, and we can assume w.l.o.g. that $s> Q[q]$, as otherwise an entry of a large value can be added to $P$. Construct a tree $T$ of $p+q+2$ vertices with unit edge lengths in the following way. $T$ has a root $z$ with $w(z)=s$. For $1 \leq i \leq p$, there is an edge $e_i$ connecting $z$ to a leaf $v_i$ with $w(v_i)=s-P[i]$. There is a path from a leaf $u_0$ to $z$, passing through vertices $u_1, u_2, \ldots, u_e$. Let $w(u_0)=(p-1)s+Q[q]/2$, $w(u_i)=Q[1]/2$, and $w(u_e)=(Q[i]-Q[i-1])/2$ for $2 \leq i \leq q$.

Let $H$ denote the subtree of $z$ rooted at $u_q$. Note that $w(T\setminus H) = w(z) - \Sigma_{i\leq q} w(v_i) = s+(p-1)s = ps$, and $w(H) = \Sigma_{i\leq q} w(u_i) = (p-1)s+Q[q]<ps$, so the median of $T$ must lie in $T\setminus H$. As each $v_i$ has negative $\delta_i(v_i)$, $z$ is the median of $T$, $H$ is the heaviest subtree of $T$, so for $1 \leq i \leq p$, $m_i(e_i)$ must lie on $H$ if edge $e_i$ is deleted. Now $\text{rem}(e_i) = w(z)-w(v_i)+\Sigma_{i\leq q} w(v_i) = s-(s-P[i])+(p-1)s = (p-1)s+P[i]$, for $1 \leq i \leq p$, and $\delta_i(u_0) = \Sigma_{i\leq q} w(u_i) - \Sigma_{i\leq q} w(v_i) = ((p-1)s-Q[q]/2+Q[k]/2)-Q[k]/2-Q[k]/2 = (p-1)s+Q[k]$, for $1 \leq i \leq q$. As $m_i(e_i)$ is the vertex $u_i$ on $H$ with the smallest nonnegative $\delta_i(u_i)+\text{rem}(e_i)-Q[k]+P[i]$, it gives the smallest $k$ with $Q[k]\geq P[i]$. So finding $m_i(e_i)$ for every edge $e_i$ solves the multi-search problem on the input $P$ and $Q$.

Given any two arrays $P$ and $Q$, we can construct the corresponding tree $T$ in linear time. As the multi-search problem with $p=q=n/2$ has an $O(\log n)$-time lower bound, so does the link deletion method.
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