Springer
Berlin
Heidelberg
New York
Hong Kong
London
Milan
Paris
Tokyo
Preface

This volume contains the papers presented at the 11th SDL Forum, Stuttgart.

As well as the papers, the 11th SDL Forum also hosted a system design competition sponsored by Solinet with a cash prize for the “best” design. This follows a similar competition at the SAM 2002 workshop (papers published in LNCS 2599). The winning entry from SAM 2002 is described in the last paper in this volume.

The SDL Forum was first held in 1982, and then every two years from 1985. Initially the Forum was concerned only with the Specification and Description Language first standardized in the 1976 Orange Book of the International Telecommunication Union (ITU).

From the start this graphical CEFSM (communicating extended finite state machines) notation was used both to describe the implementation of systems and to specify systems (especially protocol systems in standards). In the early days both types of description were quite informal, though specifications were certainly more formal than the main alternative: natural language with some ad hoc figures. Implementations were usually written in assembly language, which is at too low a level to reason well about the interaction between communicating agents within a system. In this case the notation provided an intermediate description that gave an overview of how the implementation worked, and often the actual logical development was done at the graphical level with hand coding of that description.

In the 20 years since the first SDL Forum there have been many advances in technology, but the CEFSM paradigm has stood the test of time. Moreover, whereas in 1982 only a few systems actually needed to be described in this way, nearly all systems are now considered to consist of communicating objects that can benefit from being defined in the CEFSM way. The approach is used to develop complete end-to-end systems in telecommunications, and is also used for other component systems such as vehicle engine management.

Fortunately one of the advances has been software development systems that allow engineers to use graphical notations directly for definition, with the implementation being derived directly from the graphical description. One might imagine that such developments have made the engineers’ work easier, but what has happened is that it has enabled engineers to develop more complex systems, so the work has remained just as challenging. An engineer or engineering team is likely to be concerned with much more than just the logic of the state machines. They will be expected to describe various scenarios and sequences of operation, the formal testing of the system, dimensioning and deployment, encoding on interfaces, fault tolerance and possibly the ergonomics of the user interface. While the logical operation of components is still vital, it is only part of the overall system design.
For system design the ITU recommends a set of notations (ASN.1, URN, MSC, eODL and TTCN) to be used with the CEFSM notation. As the set of languages used by engineers has increased, so has the scope of the SDL Forum. The ITU SDL+ methodology published of 1996 included most of the previously mentioned notations, plus the object model notation familiar from UML: indeed many seem to think that UML is just the object model notation. UML (in the guise of OMT) was included to some extent in the 1997 SDL Forum, and four years later the 2001 SDL Forum was entitled “Meeting UML” (LNCS 2078). The trend is expected to continue beyond 2003, because there are plans to provide UML profiles for ITU languages. As a side effect UML will then be a framework that provides “glue” between the ITU languages. This is quite natural, because much of UML2.0 is based on the Message Sequence Chart and Specification and Description Language standards of ITU, and the UML Testing Profile is related to TTCN-3.

The 11th SDL Forum was therefore about System Design Languages, as reflected in the title of this volume and suggested as a new meaning for the acronym SDL. In some cases SDL is already used in this sense as engineers rarely use just one notation. For example, the third paper in this volume has SDL in the title but also includes collaboration diagrams, and message sequence charts. You can read the papers in this volume and come to your own conclusion, but do not be surprised to find others using SDL to mean System Design Languages rather than the CEFSM notation defined by the ITU-T Recommendations in the Z.100 to Z.109 series for the Specification and Description Language.
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Looking for Better Integration of Design and Performance Engineering

Wei Monin, Fabrice Dubois, Daniel Vincent, and Pierre Combes

France Telecom R&D/DTL
Laboratory of Advanced Techniques for Software Systems
Technopole Anticipa, avenue Pierre-Marzin, 22301 Lannion, France
{wei.monin,fabrice.dubois,daniel.vincent,pierre.combes}@rd.francetelecom.com

Abstract. In various domains, performance evaluation has proved very valuable, especially when done at early stages of the development process; the simulation technique, in particular, combines good properties (flexibility, low-cost, relevance of results) for the prediction of software systems performance. However, too often performance engineering is kept separate from the design process of software systems. We try to analyze reasons for that, and discuss ways to better motivate designers to tackle performance evaluation. We then present an approach that aims at producing performance models from design-oriented specifications (based on scenario and/or automata formalisms, such as MSC/SDL). The approach is well adapted to the study of service platforms, and targets basic queuing networks that offer a flexible and powerful framework for modeling performance, as well as mature simulators on the market.

1 Introduction

The purpose of performance evaluation for software systems is twofold:

1. it is an efficient way to identify satisfactory configurations of the system, with respect to some well-defined Quality of Service (QoS in the following) requirements;
2. it allows for detection of faulty behavior due to congestion, or more generally to inadequate resources management.

More precisely, performance evaluation helps to make good decisions regarding buffering capacities, tasks distribution onto processing resources, number and respective power of processors, etc. The goal is often to find the cheapest solution that fulfills the given requirements. When associated with relevant methodology and tools, performance evaluation should definitely be seen as a fundamental software engineering technique.

Designers have often neglected performance engineering for software systems because learning these techniques is judged to represent a significant effort (“we will fix it later”). [1] states that 80% of client/server applications have to be redesigned, because performance requirements are not fulfilled. With appropriate
techniques, the cost of a performance evaluation is generally less than 5% of the overall project budget. Thus, there is a need to better integrate performance engineering, associated tools and methodology, into the overall design process. In particular, functional specifications that are elaborated during the design phase should be considered valuable work towards performance analysis, because performance modeling conceptually relies (but not exclusively) on behavioral description.

Our goal in this paper is to discuss some possibilities to perform both design and performance evaluation more consistently, by deriving performance models from design (functional) oriented models. We do not intend to provide direct solutions here, but rather to present our feeling of what should be investigated in future research.

The performance technique that we target is the simulation of queuing systems, for which we first present benefits compared to other approaches. Then we try to understand why performance engineering is usually not well harmonized with the design phase, and finally we present our assessment of MSC and SDL as the possible basis for an appropriate bridge formalism to capture both functional and performance aspects. We have experimented with our approach on two (real) case studies. Although much simplified here for clarity, these examples are typical telecom service-oriented platforms with respect to the complexity of the application, and the type of requirements expressed in the model.

2 Approaches for Performance Evaluation

2.1 Overview

We identified three basic types of techniques for performance evaluation: the analytic approach, the real testing approach, and the simulation approach.

The choice of an approach depends on criteria such as: the application characteristics, the level of complexity, the availability of experts in the technique, and the general quality of results the technique can offer (in terms of reliability, precision, etc.).

Analytic Approach: The idea behind analytic techniques is to define the system’s evolution in terms of pure mathematics. Very briefly, performance results are obtained by solving sets of equations, according to certain parameters. This is convenient in early phases of the design, when working with a simplified model is still possible. Indeed, the analytic approach needs to make assumptions about aspects such as independence of requests arrivals (Markovian assumptions). However, as the complexity grows – which happens quickly when describing software systems – such assumptions no longer hold.

Real Testing: The opposite solution strategy is the “heavy testing” approach. Testing requires the real system to be running (or at least a version very similar to the final one) and providing it with a realistic environment. This is of course
necessary, because it is the only way to reveal implementation-dependent faults. But in practice, it is very difficult to generate a realistic environment artificially: for some applications designed to face very high load rates, for instance, it is just technically impossible. In any case, studying the system under various configurations (to find the best one) implies an obvious cost, in time as well as in money, because it is the real system that has to be reconfigured or dimensioned.

Simulation: As the precision of the design and the complexity of functional behavior grow, the simulation approach proves to be more realistic and more reliable. Of course, real tests are still useful during and after the implementation phase. Simulation is the most used technique for performance evaluation and this seems to be true for every kind of software system [2, 3, 4, 5, 6, 7]. In order to allow for simulation, system modeling is usually based on appropriate formalisms, such as queuing systems or Petri nets. Once the model is elaborated, it can be intensively simulated, under different configurations. For software systems, configuration parameters are processor speed, transmission throughput, task scheduling policy, processing resources topology, distribution of requests arrivals, etc. Reconfiguration is cheap, because it is virtual.

Simulation appears to be both easier to understand, and more efficient than analytic techniques [6]. The model is not described by a set of equations, but with programming constructs. These allow elaboration of a model as close as possible to the real system, while not requiring the complete software and hardware implementation, as is the case for the real testing approach. Moreover, simulation can be used in all steps of the design process. General-purpose simulators appeared in early 80’s, such as QNAP [8], SIMSCRIPT [9], OPNET [10], and SES/Workbench [11]. Some of them mix analytic modules and simulation modules.

An obvious advantage of simulation, compared with real tests, is that simulation time is not related to real execution time. Simulation can perform a huge number of scenarios just by making some model parameters vary, and without installing new equipment. It is even possible to validate the model in extreme configurations, or under some lossy channels conditions, that could be impossible to realize in the real world at a given time (such as a storm effect). In most of the cases, simulation is a good compromise between use costs and results value. Moreover, the quality of results is fairly constant whatever the level of complexity of the system. This technique is especially efficient when one wants to compare different products or technologies that have to appear at a given place in a system, or when dimensioning a system. In the following we focus on the simulation approach.

2.2 Obstacles
Performance engineering still has some obstacles, that are not specific to the simulation approach.

The first obstacle concerns the capture of the internal behavior of the system. As explained below, although performance modeling is not really focused
on functional aspects, there is still a minimal level of logic to be expressed in
a performance model. Some parts of the system to be evaluated may be “black
boxes” and it is sometimes not possible to obtain the information needed for
these items.

The second obstacle relates to the acquisition of unit measurements (task ex-
ecution times, channel delays, etc.). Here again, the “black box” effect is a prob-
lem, because measuring often requires the introduction of probes in the source
code. In some applications, the performance engineer can overcome these draw-
backs by increasing the abstraction level of the model.

Finally, obtaining a good knowledge of the behavior of end users is not easy
either. User behavior is important too with request arrival repartition and sce-
narios distribution. This kind of information can only be gained by observations
on a real system. For innovative applications, it is sometimes necessary to give
and to quantify usage models.

3 Design vs. Performance: Different Concepts

Our experience is that design experts and performance experts, quite often,
do not communicate so easily. One reason is the difference in concepts they
manipulate: these two groups of people do not look at the system from the same
viewpoint. This partly explains why the activities are usually kept separate from
each other. Typically, performance evaluation is done (when it is done!) after
functional design, when most of the architectural decisions have already been
taken, and after the system implementation has already been committed in that
direction. Ideally, the results of a performance analysis should influence such
decisions, rather than just coming afterwards.

A lot of valuable work has already been done about transformation of a func-
tional model into a performance-oriented model. However, in some cases (Timed
SDL [12], SDL-net [13]), some important assumptions are made, dealing for in-
stance with independence between arrival of requests. Such assumptions may
hold for simplified examples, but usually they no longer hold when the complex-
ity grows, so that the models appear to over-approximate of the real system.
In other cases, such as SPECS [14], SPEET [15], HIT [16, 17], QUEST [18],
DO-IT [19], Easy-Sim [20], Configuration Planner [21], SPEED [22], TLC [23],
temporal annotations are introduced inside the reference functional specifica-
tion. The resulting performance model is generally too detailed with respect to
functional aspects, which generally prevents simulators from performing a deep
analysis. In addition, these approaches often use ad-hoc analysis tools, whereas
powerful analyzers on the market have proved very mature and well maintained.
We share many points of view with [24] in particular, although we do not target
exactly the same kind of performance models.

3.1 What is in a Performance Model?

Functional and performance models have basically different goals. For per-
formance, we assume that the system works correctly and has previously been val-
idated from a functional point of view; therefore many functional details are not relevant. What really matters is how the system uses resources – quantitatively, and under what basic logic – and not precisely what it does or how.

Actually, the only functional parts that must be captured are the ones that obviously influence performance. Though it may seem quite intuitive for humans, that filtering process is not easy to formalize, but still directly influences the quality of performance models, in terms of conciseness. As for other kinds of analysis techniques (for example model checking) the more compact the model is, the more efficient simulation is.

In order to enable computation of performance results (servers load, response times, rates of loss, etc.) performance modeling also contains environment modeling and resource modeling. Briefly, these respectively express what the clients traffic looks like (in terms of statistical laws, rate, etc.) and processing and communication capabilities (tasks scheduling policies, unitary execution times, etc.).

These aspects are less crucial, because they do not deal with dynamics directly, therefore we do not subsequently address them.

In contrast to other approaches (such as [24] where Layer Queuing Networks are targeted) we are particularly interested in basic queuing networks: they use elementary and generic constructs, which open doors to the best level of expressiveness and flexibility. In particular, information on SES/Workbench queuing models is given in Sect. 4.5.

3.2 Key Issues to Make Performance Evaluation More Accessible

Elaborating an efficient performance model is not straightforward, at least from a designer perspective. Thus, it seems that there is room for improving the way such models can be obtained. In the following, we define requirements on a “performance-oriented” design formalism that could play such a role.

– The first key issue is to identify a language that would propose a reasonable set of constructs to model execution flows: that is, flows of more or less abstract tasks that have an impact in terms of resource consumption.

– Second, the language should be intuitive enough so that it is accepted by designers who are not familiar with concepts from the performance engineering area (the ultimate goal really is to popularize performance evaluation).

– Then, the language would preferably be based on existing, well-established design languages, with obvious benefits.

– Last, but not least, the mapping from that language to performance models should be defined formally to enable a rigorous extraction process, and as independent as possible from concrete performance formalisms and tools.

We believe that the basic queuing theory is an appropriate concept space to target, as a powerful and very generic base that mature simulators on the market share (even though they don’t concretize it in the same way). In particular, SES/Workbench, SIMSCRIPT, QNAP and OPNET have been used for years at France Telecom.
In the following, we present our experiment with MSC and SDL, as a possible basis for such a language.

4 Modeling Execution Flows with MSC and SDL

The approach we present here is particularly adapted to service-oriented platforms. This is of obvious interest from a network operator or service provider viewpoint.

4.1 Application Field: Service Platforms

Because they provide high-level and well defined services to end users, usually such systems can be reasonably characterized by a finite number of scenarios, corresponding to nominal use cases. The fact that the application can be summarized that way is a good starting point for mapping to the performance model. The execution flow triggered by a client request (that is, what concretely happens in the system when the scenario is running) is heavily determined by the nature of the request, while the influence of other factors is very weak. Another frequent property of service platforms is the weak inter-dependence, in the sense that the execution flow implied by a request does not depend on the way the other kinds of requests are treated. Even though, for some particular applications, such dependencies exist, they are usually easy to identify. The audio-conference example presented below contains such dependencies. These characteristics tend to facilitate the extraction of an efficient queuing model efficiently approximated, because the system’s behavior is light.

4.2 Identification and Organization of Execution Flows

The first step is to identify a reasonable usage model for the system: a limited set of scenarios (use cases), that we call execution flows when looked at from the system tasks viewpoint. As explained above, that process seems to be quite natural for service platforms. Every scenario – or flow – is determined by the nature of the initial client request, and may generate at some points parallel branches, which in turn may synchronize at other points. In addition, scenarios often have fragments (phases) in common, thus it makes sense to compose scenarios in a global usage model, on the base of their shared phases \(^1\). HMSC, for instance, can help to produce such a structure. Once execution flows are well identified, we have to formalize them in order to enable their translation into queuing systems. In the following we discuss to what extent MSC and SDL are good candidates for that purpose.

Our ambition here is just to give a feeling of the concepts that are missing in the assessed languages, and we are aware that some significant work still has to be done regarding the rigorous definition of semantics.

\(^1\) For clarity, however, the examples in that paper are presented flattened.
4.3 Formalization of Execution Flows: Scenario-Oriented (MSC)

Scenario languages such as MSC look appropriate for our needs: their purpose is to describe possible system executions, which somehow is closely related to our notion of execution flow. To better capture the information needed for performance-oriented modeling, we specialize MSC by introducing the following abstract constructs, to be used on MSC instances.

- **exec(t)** represents a task executed on the processor assigned to the instance, and that lasts t time units when the processor is 100% available to that task.
- **delay(t)** represents a simple delay, where time passes without implying business of the associated processor. This is used to model the fact that the system can slow down because of actions performed on external entities (database access, for example).
- **expect(c)** represents a sequencing condition for the instance. It means that the instance is blocked at that point until condition c – basically a predicate on global variables – evaluates to true. The condition can be seen as a door that has to be passed before the instance execution can continue, and the variables involved in the condition expression as the keys needed to open the door. Those variables, to be defined as global indicators by the designer, serve to indicate that some facts have been realized within the system (see publish).
- **publish(f)** represents an announcement to the whole system that some particular event happened. That announcement contributes to unblock instances that are waiting for that fact (f) to be realized. Announcing a fact is concretely achieved by giving new values to some shared variables that are used to represent the fact (through a predicate).
- **end** indicates the end of the current flow branch.

To concretely represent those events on MSCs, actions can be used for exec and publish, conditions for delay and expect (actually, both correspond to sequencing conditions), and a predefined message output for end.

Let us illustrate these concepts with the audio-conference example. This platform allows users to join an audio-conference bridge at a given date. The conference can only begin when a particular user, the Organizer, is connected (but the other participants can call before, in which case their call is hanging). In addition to a classical service controller, there is an entity that manages data about conference reservations (DataFunction). When a participant calls while the Organizer is absent, a message is played to the user, asking him/her to wait. In any case, if the number of participants (nbp) has already reached max, the call is rejected. When the Organizer joins, all pending participants are advised (welcome) and the conference is open. The diagram in Fig. 1 shows the execution flow implied by a simple participant’s call. On reception of a call, the Controller processes it and asks the DataFunction to identify the caller. Both processing and identification are resource-consuming tasks, as specified with the exec clauses. The caller is recognized as a participant, then if no more participants can be accepted, the caller is rejected; otherwise, the number of connected...
is incremented, and the controller is blocked until the Organizer is connected (\texttt{expect(orgConnected)}). When this fact happens (when it is published), a welcome message is sent to the participant, indicating the conference is starting. The end message indicates the end of the flow branch (unique here).

When executing the flow resulting from the connection of the Organizer (Fig. 2), the system behaves almost the same, until the caller is identified as the Organizer. In that case, the fact that the Organizer is now in has to be announced, which is the purpose of the publish action.

The major difficulty with MSC is the notion of causality, which is particularly strict in an MSC diagram. An execution flow is a sequence of events triggered by the arrival of a client request, and performance evaluation consists in simulating such flows. That sequence is fully determined by causal links between events of the flow, or with events of other flows. These causal links are essential to enable a realistic performance analysis; therefore it must be possible to derive them from the design-level model (the MSC). The problem is that on an MSC, it is very difficult to distinguish the different branches of the flow from each other.

Let us consider the flow represented by the MSC on Fig. 3. That flow is split in two branches after event \texttt{e1}: the first one is materialized by the sequence of events \texttt{e2, e4, e10, e11, e12,} and \texttt{e13}; the second one by the sequence \texttt{e3, e5, e6, e7, e8,} and \texttt{e9}. In addition, imagine the system is known to behave

---

**Fig. 1.** Execution Flow Triggered by Participant
in such a way that these branches are actually independent, which means that there is no synchronization between them. In that case, the MSC proposed here only depicts one possible interleaving of events, but interpreting it in a strict manner would lead to the following conclusion: event $e_{11}$, for that flow, always occur after $e_7$. That is right for that MSC, but not for that flow in the real system. Other orderings may happen on the middle instance: $e_{11}$ can occur before $e_7$, for example, because those events belong to causally independent branches of the flow. The problem is that we would like simulation of the resulting queuing network to consider that possibility too! The strict interpretation of this MSC would lead to a constrained performance model, in the sense that some interleavings, although possible in the real system, are forbidden by construction.

Besides, we also know from the real system that $e_7$ always occurs after $e_1$. More precisely: for all executions of that flow, $e_7$ comes after $e_1$, because that is how the system is specified (input $e_7$ can only occur if output $e_3$ has been done before, which in turn is a reaction to input $e_1$). We say we have a constant causal relation.

What we try to point out is the difficulty to produce a single representation of a flow that actually covers multiple possibilities of execution. When interpreting the MSC in order to produce the associated queuing model, the key issue is to manage to filter out apparent causal links (that indeed may happen as specified in the MSC, but might as well happen differently), and to keep only constant ones (that are inherent to the system’s behavior).

In a general manner, what we need is a way to express exact triggering conditions of events, and that is the purpose of constructs presented above (\texttt{publish},

\footnote{This can also be expressed in MSC (for example with a \texttt{par} expression), but this particular chart does not have that meaning.}
expect, delay). In fact, other notions such as co-region in MSC could be used to some extent to identify flexible orderings, but that would lead to complex diagrams. Moreover, because our objective is to identify constant triggering conditions, it is more natural and easier to specify their presence than their absence by means such as co-regions. In other terms, we specify significant - constant - causality rather than non-significant causality. In addition, by making constant conditions explicit, we express not only their existence, but also their exact nature: MSCs usually show that events occur, but not why. What we need in the performance model is to capture the basic logic that makes the underlying automata behave that way.

Another issue: even if we could express all possibilities for flexible orderings, we would still know nothing about their probability of occurrence and distribution, and that is why it is essential to let simulation naturally generate those possible interleavings.

MSC also has limitations in terms of algorithmic constructs. Behaviors like the one presented in the next section can hardly be captured with a scenario approach.

HMSC could help to face those problems: parallel branches of flows can be separated at that level, which makes each basic MSC easier to interpret. HMSC also may facilitate the expression of complex algorithmic constructs, but that needs further experiments, and anyway would often lead to unreadable diagrams. One risk, for specific applications, is to have to split flows in too many pieces, leading to some excessively complex HMSCs.
4.4 Formalization of Execution Flows: State-Machine Oriented (SDL)

As stated above, the MSC approach is limited in terms of algorithmic constructs, therefore we explored a more control-flow oriented formalism, like SDL.

Let’s introduce the CoWS (Cooperating Web Services) platform, as a case study for the SDL approach. This platform dynamically builds web services by assembling basic bricks that are searched locally and on distant servers via Internet. The required functionalities (agenda, storage, mail, etc.) are specified in client requests (see Fig. 4).

The *XSL transformer* server processes requests by executing various tasks: URL decoding, identification, session update, external references composition, etc. As a result, two search campaigns are prepared and launched in parallel: one for local search, and the other for distant search. Both local and Internet search campaigns are driven by a dedicated handler. A handler sequentially submits all requests of its campaign, setting a timer each time to bound response time. On time-out, the handler aborts all remaining requests, builds a partial response aggregating all responses obtained so far, then asks the other handler to do the same thing. Specifying such a behavior with MSC is difficult, because control aspects play a significant role (counting, looping, etc.).

In the SDL approach, designers still have to identify a set of significant use cases. SDL is used to describe the associated execution flows. Extracting flows from a unique global SDL model of the system is an open issue, because it might be very difficult to decide which flows correspond what parts of behavior (at least statically).

Therefore we suggest, for each flow, to produce one specific view of the system that only describes handling of that flow. One drawback of that method might be that it leads designers to produce quite “unusual” functional views, because SDL is here used to produce a layered model rather than a global model, but

![Fig. 4. Architecture of the CoWS Platform](image)
Fig. 5. Outside SDL View of Flows

Fig. 6. Software Architecture for flow1
Looking for Better Integration of Design and Performance Engineering

Fig. 7. Role of FrontEnd Component in the Realization of flow1

it is pragmatic and useful while the problem of inferring flows from a global model is under study. This method is depicted on Fig. 5, where one block is still used to describe one flow; note that each block accepts a unique signal from the environment: the flow’s triggering request.

Each flow is then refined by describing what components of the system are involved in its realization (Fig. 6), and finally by giving the behavior of each component (Fig. 7). Again, our goal is not to specify the complete behavior, but just the essential logic that orients the flow in one direction or another. Therefore, the use of informal constructs is encouraged as far as possible, so that an appropriate level of abstraction (from the performance modeling point of view) can be reached. Typically, resource-consuming tasks are abstracted by informal tasks, to which we attach quantified delay annotations.

The advantage with the SDL approach is that arbitrary complex behavior can be specified, thus it is very natural to express precise triggering conditions of tasks. On the other hand, we lose the data-flow dimension and this has to be inferred by tracking outputs/inputs of signals from one instance to another. To facilitate this operation, the model should be statically unambiguous regarding routing. We also note some difficulties with this approach: expressing dependencies between flows might imply an important overhead of communication, because shared variables are not handled in a straightforward way by SDL, but as an explicit message exchange (from the execution point of view). We conclude,
there is a need to define a rigorous framework (an “SDL profile”) that would naturally lead designers to produce well-formed flow models, as expected by a performance model generator.

4.5 Mapping to Performance Models (SES/Workbench)

Here we roughly describe how execution flows represented in MSC or SDL are mapped to SES/Workbench queuing systems. The mapping procedure has been implemented in prototypes. The results obtained on the presented case studies are much promising. The mapping should also work for other queuing based tools, where the basic concepts are identical.

The formalism used in SES/Workbench contains both graphical and textual constructs, like SDL. Queuing models are built graphically, by interconnecting elementary nodes such as the service node with queue, user node, delay node, traffic generator node, blocking node, source and sink nodes, etc. Then behavior is specified inside nodes, using a C-based textual language. Typically, behavior defines actions to be carried out by a user node (such as publishing of facts through shared variables), unblocking conditions for blocking nodes, traffic generation algorithms, etc. Queuing models can also be hierarchically structured thanks to submodel nodes, that encapsulate lower-level models. Transactions are named stimuli that materialize client requests follow-ups into the system; they move from node to node, where they trigger the execution of tasks according to their nature (often determined by the data they carry). Nodes can communicate with each other thanks to a shared variable mechanism. SES/Workbench is presented in more detail in [11].

Mapping from MSC. To each execution flow (represented by a single MSC diagram) is associated one SES submodel, that we develop by mapping MSC clauses to SES primitives:

- the arrival of the client request is represented by a source node;
- `exec` actions are mapped to service nodes, preceded by a user node where time consumption is specified; service nodes also refer to their allocated processing node in the underlying resource model (not presented here);
- `publish` actions are mapped to user nodes that assign the concerned shared variables;
- `end` messages are mapped to sink nodes, denoting the end of a flow branch;
- `delay` conditions are mapped to delay nodes;
- `expect` conditions are mapped to blocking nodes parameterized with the corresponding predicate on shared variables; such nodes retain transactions until their predicate evaluates to true;
- outputs are mapped to edges from the sender node to the receiving one;
- output sequences (when an output is immediately followed by other outputs, from the same instance) are mapped to split nodes, which create multiple parallel branches in the flow;
- an alternative is mapped to a fork of conditional edges, where conditions are used to orient transactions in one direction or another.
Mapping from SDL  As for MSC, we associate one SES submodel to each SDL execution flow. Mapping the architecture of flows is quite straightforward. The flow architecture is mapped to a similar hierarchy of submodels that are interconnected/encapsulated in the same way including routing indications.

As an example, Fig. 8 shows the submodel architecture reflecting flow1 of the CoWS platform.

Describing the whole mapping procedure in detail would be too long here. However, the treatment of behavioral parts deserves some comments. SDL state machines are “state-driven”, which means that given a state, the machine defines how to react to some expected signals. On the contrary, SES/Workbench models are event-driven, in the sense that nodes first consider the nature of the transaction that is submitted, then they select the appropriate reaction according to their own state. Therefore, the first step is to interpret SDL state machines in that way, so that for each possible input, the possible reactions are specified. Then, the state-machine is mapped to a queuing structure, that reflects the sequence of tasks (user and service nodes) to execute for each event.

5 Conclusion

The main purpose of this article was to raise and discuss an issue: how to facilitate the access to powerful performance evaluation techniques, in particular for engineers who are used to manipulating functional representations of systems.

A major obstacle lies in the fact that expected performance models - as far as the queuing systems simulation technique is concerned - represent the system from a viewpoint that is very different from the traditional functional viewpoint. The notion of execution flow, however, appears to be key concept; execution flows define chain reactions that are implied when a system is stimulated by a typical event. It appears that such flows, fortunately enough, are usually easy to identify in the case of service platforms.
Therefore, we try to adapt well-accepted design languages to the purpose of
capturing execution flows, in order to ease a smooth derivation of queuing mod-
els. MSC, as a scenario language, appears very natural to capture the “event”
flow side of execution flows, whereas SDL is more suited to the expression of non-
trivial control aspects. In both cases, beyond validation of the ideas, a rigorous
framework has to be defined, specially regarding the soundness of semantics and
of the mapping to the queuing systems model.

The goal of this paper was to suggest orientations for deeper research rather
than solutions, and we are now preparing a collaborative project that will pre-
cisely address theoretical issues, and keep user-friendliness as a strong require-
ment, as well as applicability of the approach to commercial simulators.

References

including performance comparison with design alternatives. IEEE Transactions
on Software Engineering, 19(7):720-741, July 1993. 1
mance, Eyrolles, 1986. 3
2nd ed., 1991. 3
serveur de base de données, Ingénierie des Systèmes d’Information, Vol.5, No.4,
October 1997. 3
1998. 3
[7] O. Catrina and S. Budkowski. Simulation guiding and validation based on de-
pendence relations between events. Proceedings of the 13th European Simulation
Multiconference (ESM’99), Warsaw, June 1999. 3
[12] F. Bause and P. Buchholz. Qualitative and Quantitative Analysis of Timed SDL
systems using SDL and stochastic Petri nets. Doctoral thesis, department of Com-
puter science, University of Cape Town, Republic of south Africa, 1997. 4
with the formal specification language SDL. Proceedings of the FORTE/PSTV’96
Conference on Formal Description Techniques, Kaiserslautern, Germany, 1996. 4
of SDL with HIT. Doctoral thesis, University of Dortmund, Krehl Verlag, 1996. 4


Scenario-Based Performance Engineering with UCMNav

Dorin Petriu\textsuperscript{1}, Daniel Amyot\textsuperscript{2}, and Murray Woodside\textsuperscript{1}

\textsuperscript{1} Department of Systems and Computer Engineering
Carleton University
Ottawa, ON K1S 5B6, Canada
\{dorin,cmw\}@sce.carleton.ca

\textsuperscript{2} School of Information Technology and Engineering
University of Ottawa
Ottawa, ON K1N 6N5, Canada
damyot@site.uottawa.ca

Abstract. The analysis of a scenario specification for a new system can address some questions of system performance, in the sense of delay and capacity estimation. To assist the analyst, a performance model can be generated automatically from a Use Case Map specification in the UCM Navigator (UCMNav). This paper describes the process, and the information that must be supplied in the way of scenario annotations. It illustrates the tool-supported process with a substantial example related to electronic commerce, which demonstrates the impact of provisioning the software architecture for concurrency.

1 Introduction

Software performance engineering (SPE) is concerned with performance characteristics (metrics) such as response times, delays and throughput, and it aims to insure that software products under development will meet their performance requirements. SPE uses predictive performance models to analyze the effect of software features on performance metrics for systems with timing and capacity requirements. SPE should begin early in the software life cycle, before serious barriers to performance are frozen into the design and implementation. Although existing methods for early analysis are successful, the transfer of designer knowledge into the performance model is slow and expensive \cite{1}.

Scenario specifications provide a powerful starting point for system design and for analysis of various kinds of requirements. Use Case Maps (UCMs) are a graphical language specifically used for expressing scenarios, and for experimenting with scenario interactions and architecture \cite{2,3}. The UCM notation is part of the User Requirements Notation, currently standardized by ITU-T \cite{4}. Among the numerous scenario notations surveyed in \cite{5}, UCMs are notably fit for many requirements engineering activities and for transformations to other modeling languages. A UCM tool, the UCM Navigator (UCMNav \cite{6}) has been
augmented to assist with the early analysis of performance questions, from scenario specifications. This tool has already been used in various SPE case studies [7, 8, 9] and in SPE graduate courses. This paper addresses the details of how to begin such an analysis, by considering the performance attributes of scenarios and how they are represented in tools.

The analysis of performance from scenario specifications is an active area of investigation [1]. Many other approaches are based on adding performance attributes to behavior models, with scenario-based and state-based languages. For instance, Message Sequence Charts (MSCs) [10] can be supplemented with performance information to generate SDL [11] specifications, as suggested by Dulz et al. [12] and by Kerber [13]. UML behavior models [14] can also have such annotations. Kähkipuro uses performance-oriented UML models (in addition to the design model) to generate performance models [15], whereas Woodside et al. extract performance models from UML designs in a CASE tool [16]. A survey of methods for building performance models from UML specifications is given in [17]. The advantages of UCMs for SPE are the capture of scenario interactions and of architecture issues, the ability to describe scenarios without specifying explicit inter-component collaborations, and the flexibility to rapidly modify the architecture and to re-analyze, as studied by Scratchley in [9].

There exist many families of performance modeling languages. A very recent study showed that queueing networks (QN) provide higher scalability and adequacy for performance analysis than process algebras and generalized stochastic Petri Nets [18]. Layered Queueing Networks (LQNs) are supersets of QNs [20]. They capture the workload within activities (operations connected in sequence or in parallel) which belong to an entry of a task (method of an operating system process) running on a host device (usually a processor). The host device is usually a processor, a task is often an operating system process, but may also be an object, and an entry is like a method.

The following sections describe the steps needed to do a performance analysis of scenarios specified with the UCMNAV editor. A tutorial example of an electronic commerce system (e-bookstore) is presented in order to illustrate these steps, which are:

- start with a UCM model that is “sufficiently complete” for performance analysis;
- augment the UCM with performance-related data;
- generate a Layered Queueing Network performance model and solve the model (this step is automated);
- analyze the LQN results with reference to performance requirements and goals, and revise the UCM if needed.

The reader unfamiliar with UCMs or LQNs can find additional tutorial material in [2, 3, 19, 20, 21].
2 UCM Model

A UCM describes a system as a set of paths that traverse a set of components. The operations of the system are captured as responsibilities along a path, allocated to particular components. The sequence in the path represents causality and control, including forking into parallel subpaths. The movement of the path from one component to another represents transfer of control, without showing details of how this is accomplished. Path detail can be hidden in sub-diagrams called plug-ins, contained in stubs (diamonds) on a path. More details on the UCM semantics can be found in [3].

The steps required for performance analysis will be presented using an example of a Web-based bookstore called the RADSbookstore (for selling books on Real-time And Distributed Systems), also described in [8]. The RADSbookstore provides the following facilities:

– an interface for customers - to browse the catalogue and to buy books;
– an interface for bookstore administrators - to examine the inventory and the sales data;
– separate databases for the inventory and the customer accounts;
– applications to manage customer accounts, shopping cart objects, and the inventory;
– a subsystem to track and fill back-orders (orders to be filled for books that are not in stock).

Figure 1 shows the RADSbookstore root (top-level) map. The parallelogram shaped components represent concurrent processes, while the rectangle shapes are uncommitted architectural elements. The details of service operations are entirely hidden in the stubs; indeed there are seven different client operations and two different administrator operations. These are dynamic stubs with selection of the appropriate plug-in UCM according to a request type. In this style, the

![UCM Root Map for the RADSbookstore](image-url)
root UCM represents a large number of scenarios. Because of space limitations here, we will illustrate only the checkout scenario for customers, which has two levels of plug-ins as shown in Fig. 2 and Fig. 3, and the fill backorders scenario for administrators, shown in Fig. 4.

2.1 UCM Style Constraints for Generating Performance Models

The UCMNAV tool has a performance model generation capability, but it can only be used on a UCM which satisfies certain constraints on completeness and style. (To encourage the capture of incomplete scenarios, the default style of a legal UCM is relatively unconstrained.) In particular, a UCM must be properly formed, meaning:

- it must have at least one point, empty or otherwise, inside each component that is crossed by a path;
- it must have all loops expressed by the explicit loop construct
  - this means avoiding “informal” looping structures formed by using an OR-fork followed by a path looping back to an OR-join at an earlier point on the path (see Fig. 5);
- it should not have paths branching from a loop that join with paths that did not branch off the same loop;
- plug-ins must be properly bound to their stubs;
  - that is, each input to a stub must be bound to a start point in the plug-in map, and each output to an end point in the plug-in.
– plug-in maps must not also be identified as root maps.

In addition, UCMs for performance **should** also:

– have paths that fully cover the scenario interactions of the system that are to be modeled;
– be augmented with the necessary performance-related data, as listed below.

Some of the parameters have default values.

UCMNav has the capability of automatically generating LQN models for any well-formed UCM, triggered by selecting the menu **Performance → Generate LQN**. The **scenario to performance transformation algorithm** (SPT, [7]) used to generate LQNs uses a point to point traversal of the UCM paths and infers a calling structure between the components based on the order in which they are traversed by the path. If a path crosses a component but does not have a point inside that component, then the path traversal will not detect the component, and the entire set of calling relationships between components may be misinterpreted. Thus, if the designer does not intend a path to touch a component, it is recommended not to draw the path over the component at all.

The requirement to use the loop construct relieves the SPT algorithm of the need to interpret some very complex constructs which can be created by allowing paths to branch and rejoin in any way at all. In effect it is a “good structure” constraint similar to the use of a `while..do`. Figure 5 shows some valid loop constructs and indicates whether they are interpreted as being properly formed for the performance model transformation.

Fig. 3. Second Level Plug-in for the checkout Scenario, in Stub displayWithPrice
When used informally, plug-in maps can be associated with a stub without explicitly binding the input and output path segments. However, the SPT algorithm relies on the bindings to traverse the path into the stub, and out again. For a set of plug-ins in a dynamic stub, it treats the input segment as an OR-fork to choose between possible plug-ins. The binding dialog window for a stub is shown in Fig. 6 and is accessed by opening the Applicable Transformations pop-up menu for the stub and selecting the Bind Plugin to Stub entry. Existing bindings are shown in the Stub Bindings text box. To create an entry binding, one needs to select a stub entry and a plug-in map start point before clicking on the Bind Entries button. Similarly, to create an exit binding one needs to select a stub exit and a plug-in map stop point before clicking on the Bind Exits button. Binding a plug-in map into a stub also requires that the plug-in start and end points have unique names in order to distinguish which point to use in a binding.

A given UCM model can include multiple maps of both Root and Plug-in type, and a root map can even be used as a plug-in map in any stub. However this will confuse the interpretation by the current SPT algorithm. If the same map is to be used both as a root map and a plug-in map, then it is best to avoid confusion by exporting the map and then importing back as a plug-in for
the desired stub. There will be two copies of the map, but each copy will have a clearly defined type.

There is also a more subtle issue regarding the interactions between components when generating an LQN model from a UCM. Calling relationships between components are determined by the order in which they are traversed by a path. As a path crosses new components, it is assumed that calls are being made from component to component. Whenever a path returns to a component it has previously crossed, it is assumed that a reply to a call is being received. The SPT algorithm attempts to maximize the synchronous interpretation of interactions between components, but this interpretation requires that the path return to components that are supposed to make synchronous calls. Thus, the performance model is based on the more restricted interpretation that inter-component communication is determined solely by the order in which components are crossed along a path. This is not necessarily an interpretation that is assumed in other types of UCM usage.

2.2 UCM Performance-Related Parameters

The generation of performance models requires that the UCM be augmented with adequate performance-related data to enable meaningful analysis. The following steps must be performed in order:

- create processors and disks or other devices;
- assign UCM components to processors;
- assign service demands to UCM responsibilities.

The following steps should also be done but their order does not matter:

- define arrival characteristics for start points;
- assign probabilities/weights to branches on OR-forks;
- assign probabilities/weights to plug-ins for dynamic stubs;
assign loop repetition counts to loops.

Time values used for parameters do not show units and can be interpreted to be of whatever time unit the designer chooses (typically milliseconds or seconds). However, it is important that the time unit used be consistent throughout the entire UCM.

Processors and devices need to be created in UCMNAV prior to LQN generation. To create a device, one should open the Device Characteristics dialog box (Performance menu) as shown in Fig. 7 (left).

The type of device to be edited can be selected from the Device Type drop-down menu. Devices can be:

- **Processor**: processing device that acts as a host to components;
- **Disk**: disk device;
- **DSP**: digital signal processor;
- **Service**: any external service.

![Fig. 6. Bind Plugin to Stub Dialog Box before and after Completing the Bindings](image)
Each device must be specified to have an associated operation time that is a relative scale factor for its processing speed. A larger operation time indicates a slower device. The SPT algorithm also creates a default infinite processor (a multiprocessor with an unlimited number of replicas) with an operation time of 1. All the components that do not have a processor assigned in the UCM are generated as LQN tasks assigned to this infinite processor.

Components in the UCM should have a host processor specified. Figure 7 (right) shows the Component Attributes dialog box which is used to configure components. The Editing Mode determines whether the component is a stand-alone component (Create New Component) or a reference to an already existing component (Install Existing Component). The Component Label is the name of the component - if the component is a reference of an existing component then changing the label will change that name of the component and all its other references. The Component Type drop-down menu determines whether the component is a Team, Object, Process, ISR, Pool, Agent, or Other. However, all component types are mapped to LQN tasks. In the case of multiple references to the same component, only one LQN task is generated for the component and visits to any of the references are assumed to generate messages to that one task. The Stack checkbox indicates whether or not the component is replicated, and
it activates the Replication field which specifies the number of copies. Multiple components are generated as multi-threaded tasks in the LQN. If the Replication field is set to * then the corresponding LQN task is infinitely-threaded. The Processor text field shows all the processors defined in the UCM, with the highlighted processor being the host for the component. If no processor is selected for the component then the LQN generated will make the corresponding task run on the infinite processor.

Responsibilities can make specific demands on the various services defined. Figure 8 shows the Service Requests by Responsibility dialog box (invoked from the Edit Responsibility dialog box by pressing the Service Requests button). The Service Type column in the top text field shows the services that are called and the Quantity column indicates the number of requests made. To add a new service request, one selects the Service Category to be used from the drop-down box and then selects the actual device in the Service Name field. If the service type is processor, then only the name of the host processor for the component that contains the responsibility will be shown, but it must still be explicitly selected by highlighting it in the Service Name field. The request quantity must also be entered in the Request Quantity field.

Deciding upon the right values for service demands can be a delicate undertaking, and there are different strategies used to find them. A value can come from a known value or benchmark, a performance budget for the maximum/average time that may be taken by the responsibility [22], or maybe just an estimate by the designer that can be fine-tuned later [23]. Any responsibility that does not have service demands specified is generated as an LQN activity with a default demand of 1. This default means that even an incompletely spec-
ified UCM generates an LQN that can be solved, although the solution is only a very rough approximation.

The arrival process for each start point needs to be specified using the Start Point Workload dialog box, shown in Fig. 9, which is accessed from each start point’s transformation menu. The arrivals can be specified as either open streams with no limit on the job population or as closed streams with a finite job population. In order to be picked up by the SPT algorithm, the distribution of the interarrival time for open arrival streams and the think time for closed streams should be specified as either exponential with a mean, deterministic with a mean, or uniform with a value. Erlang distributions with a high and low value or expert distribution with a string descriptor are not currently handled. Start points with closed arrivals imply a return path for each job and as such should be connected to an end point along the same path or be contained in the same component as an end point. In the absence of such an end point, the SPT algorithm will generate the required return path from the first end point encountered as the path is traversed. By default, start points with no specified arrival process are generated as having open arrivals with an exponential distribution with a mean of 1.

Probabilities for OR-fork branches should be specified using the Specification of OR-Fork dialog box accessed from each OR-fork’s transformation menu. The branches are labelled as BR1, BR2, and so on, and those labels are shown on the UCM whenever the window is open. Branch probabilities can be specified as decimal fractions or as relative weights for each branch, and they are normalized during the LQN generation process. Similarly, plug-ins for dynamic stubs are also traversed like branches between a virtual OR-fork at each stub entry point and a virtual OR-join at each stub exit point. Each plug-in should also have a specified selection probability, which are specified in the Choose Plugin dialog box of each dynamic stub. Any missing branch or plug-in selection probabilities are given a relative weight of 1. If all the branch or plug-in selection probabilities
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for an OR-fork or dynamic stub are missing, then each branch or plug-in will be generated with an equal probability in the LQN.

The number of loop repetitions for each loop construct needs to be specified as a loop count in the Edit Loop Characteristics dialog box. Loops with missing loop counts are generated with a default value of 1.

2.3 Verification of Parameter Completion

UCMNav provides the capability of verifying whether all the performance-related parameters have been entered for all relevant elements in a UCM. Selecting the Performance menu → Verify Annotation Completeness entry highlights in red all the UCM elements that have missing parameters. Selecting the Performance menu → Remove Annotation Highlighting entry removes the highlighting.

3 LQN Performance Model

Figure 10 shows the LQN model generated from the annotated RADSbookstore UCMs. The details of entries and activities, and the workload parameters are suppressed for presentation purposes. The multiple interaction arrows show the numbers of different kinds of access made from one task to another. For example, tracing the paths in Figs. 1, 2 and 3 leads us from the set of Customer tasks, to the RADSbookstore task representing the system as a whole (a task without functions) to the Server. The Checkout scenario then calls the ShoppingCart, which manages the checkout. The ShoppingCart calls the InventoryMgr (twice), the BackorderMgr, and the CustomerAccount. The InventoryMgr in turn calls the Database, and the CustomerAccount calls the CustomerDB.

The forwarding path, shown by the dashed arrow from the InventoryMgr to the CustomerAccount, is part of the Administrator’s backorder scenario, as shown by the Administrator path in Fig. 1 and the fill backorders plug-in in Fig. 4. The forwarding occurs when the InventoryMgr is updated, initiates the shipping, and then passes on the information to the CustomerAccount for the accounting and billing. The CustomerAccount then forwards the reply back to the RADSbookstore.

3.1 Solving LQNs

LQN models can be solved using tools such as the LQNS analytic solver and the LQSim simulator [20]. Both solvers accept the same input LQN file format, which is automatically generated from UCMNav, and generate similar output files with the following sections:

- General Solver Statistics: elapsed time, system time, blocks, simulation length for LQSim, etc.
- Echo of the Specified Service Demands: specified service demands for every entry and activity.
– **Measured Quantities**: measured service demands, number of blocking and non-blocking calls, call delays, synchronization delays.
– **Service Times**: solved service times for every entry and activity, includes confidence intervals when simulated with multiple blocks.
– **Service Time Variances**: variances and squared coefficients of variance for the service times calculated in the section above.
– **Throughput and Utilizations**: solved throughput and utilizations for every entry and activity, includes confidence intervals when simulated with multiple blocks.
– **Utilizations and Waiting Times for Devices**: solved hardware utilizations and waiting times by every entry.

LQNS is faster but more limited than LQSim in the models it can handle. Some LQN models do not have a stable analytical solution and therefore they need to be solved using simulations with LQSim.
The layered nature of LQNs and the fact that the solvers provide results for both software and hardware resources means this approach is suitable for detecting both software and hardware performance bottlenecks.

Figure 11 shows the response time and throughput results for the RADS-Bookstore. The bookstore was solved as a closed system with a variable client population and a single administrator. The results show that this system becomes saturated with about 50 clients.

4 Performance Analysis

The LQN performance model can be used as a basis for exploring the performance solution space of the system. The kinds of analysis that can be performed include, but are not limited to, the following:

- **Sensitivity Analysis**: how important are different values for certain parameters to the solution. This is useful to estimate the performance impact of the uncertainty in estimated values.
- **Scalability Analysis**: how well does the system cope with more users, how does the system throughput, response times and utilization behave as the workload is increased.
- **Concurrency Analysis**: how does the system respond to changes in the number of threads or replicas for certain tasks.
- **Deployment/Configuration Analysis**: how does the system respond to different deployment configurations, what are the effects of bandwidth limitations, network delays, or reallocating the system hardware.

4.1 Example of Concurrency Analysis for the RADSbookstore

The results for the base case of the RADSbookstore indicate that Customers are queueing up at the Server task, which has 5 threads. This suggests that increasing
the number of Server threads would remove a software bottleneck. Figure 12 shows the results of increasing the number of Server threads to 50. Instead of improving the overall performance of the system, increasing the number of Server threads actually degrades it. The response time and throughput for Customers remains essentially unchanged, but the response time for the Administrator rises from 12 seconds with 100 Customers to 60 seconds with 100 Customers. Thus the increase in threads consumes resources and makes the Administrator response much worse, giving absolutely no benefits.

A deeper analysis of the performance results for the base case of the RADS-bookstore shows that within the system the Inventory Manager task is 100% saturated, mostly due to waiting for the Database which is 80% busy. Thus the Customers queueing at the Server are actually held up by the InventoryMgr and the Database. Therefore the limited number of Server threads provides a kind of admission control, keeping congestion out of the system without actually slowing it down. This indicates that a better way of improving the performance of the system is to improve the InventoryMgr and the Database.

An examination of the way in which Customers interact with the RADS-bookstore shows that they mostly browse the catalogue of books, and do not really need full database capability and concurrency control. The catalogue is rarely updated, and could be separated out as a read-only database without complex concurrency control. Indeed, creating a separate Catalogue server inside the RADSBookstore to replace the catalogue accesses to the InventoryMgr and the Database significantly improves the system performance, as shown in Fig. 13.

5 Conclusions

Software Performance Engineering from requirements descriptions is very challenging and demanding. However, several developments such as those presented
in this paper indicate that automated generation of performance models early in the development process is not only possible but also useful.

This paper presented systematically the steps involved in the construction of UCM models annotated with performance information, as supported in UCMNav. Once all the required information is provided, a situation that can be verified by the tool, UCMNav can automatically generate a performance model suitable for various kinds of performance analysis. Traceability between the two models is preserved through the use of common names. Default values are provided by the SPT algorithm for several categories of parameters if they are not specified by the designer. Analysis reports for the resulting LQN model are produced automatically with tools such as the LQNS analytic solver and the LQSim simulator. The e-commerce example illustrated typical situations of parameter provision and analysis results. Many variants of an UCM model (such as a different underlying architecture, or different values for the performance parameters) can quickly be generated, evaluated, and compared.

The two languages selected here (UCM and LQN) proved to be a good match for performance engineering based on requirement scenarios. Queueing networks are known to be abstract, like UCMs, but they are usually difficult to obtain from behavioral descriptions [18]. With UCMNav, they are generated automatically from the requirements specification, at the cost of some stylistic constraints. The addition of performance annotations is not really costly because such information is typically needed by any performance model.

Many of the parameter annotations for UML models have been inspired from existing work on UCMs and are now part of the performance profile for UML [24]. Recent work also suggests that the SPT algorithm used in UCMNav can likely be applied to scenario specifications in other languages, including MSC and UML sequence, collaboration, and activity diagrams [8]. This will be investigated, together with transformations to variants of queueing networks other than LQNs. We also plan to study how best to use UCM scenario definitions in a performance
engineering context, as well as the verification of soft real-time requirements (captured with pairs of timestamps on UCM paths [9]) through LQN analysis.
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Abstract. Behavior composition is a means to achieve modularity and adaptability. Unlike process algebra, SDL does not explicitly define composition operators. In this paper, we propose design patterns and rules for expressing elementary behaviors called roles and their composition in SDL. The composite state concept newly introduced in SDL-2000 is used in an original and innovative way to model roles and their composition. Simple SDL extensions are also discussed that facilitate composition. These extensions do not require changes to be made to the SDL semantics.

1 Introduction

Because a short time-to-market is increasingly important for new services, telecommunications operators and manufacturers are in constant search for better frameworks and methods for the rapid construction and deployment of services. Reuse, adaptation, dynamic composition and configuration are some techniques that can contribute to rapid service construction and deployment. At NTNU, the PaP project has explored these techniques in order to define a framework for service development and execution that enables services to be designed separately, and then composed dynamically using Plug-and-Play techniques [1]. In that project, our work has addressed the following question:

How can we model services so that they can be easily composed and adapted – possibly at run-time?

Composition and adaptation is simplified when services are designed in a modular way, and functionality can be reused. Services usually involve the interaction of several components, allowing adaptation to be performed at different levels. In a coarse-grained approach to adaptation, service components are replaced, or new components added. In a fine-grained approach, existing service components are partially modified. We have chosen to address a fine-grained approach, and seek to produce services by composing small behavioral elements in various ways. Our choice is inspired from existing service architectures such
as IN (Intelligent Network), where a fine-grained approach has been successfully adopted [2], and TINA (Telecommunications Information Networking Architecture), that defines a set of service scenarios and interfaces as basic elements of a service [3]. Another reason for adopting a fine-grained approach is that small adaptations are typically required in the provision of customizable services to the mobile users.

We adopt a role based design approach [4]. Roles and role collaborations focus on behaviors across a system boundary. Experience suggests that role modeling provides better support for system adaptation and reuse than class modeling. The unit of reuse is seldom a class, but rather a slice of behavior [5].

In our approach, services are modeled as collaborations between functional roles. Complex roles may be decomposed into small elementary roles in order to break down behavior complexity. Conversely, more complex roles, and thus behaviors, can be produced by composition.

This paper presents our approach to service role modeling and composition using SDL [6]. Describing system behaviors in terms of state machines has proved to be of great value, and is widely adopted in most teleservice engineering approaches. We favor the use of the modeling language SDL because of its formal semantics that enables an unambiguous interpretation of the service specification. Using SDL, we are able to reason completely about service role behaviors and interactions between roles at the design level. There exist various types of dependencies between roles that constrain how they may be composed. Although SDL does not define explicitly any composition operators, we here use SDL to describe different composition classes. A set of SDL concepts is selected for the realization of role composition, and general guidelines are drawn out for the specification of the roles to be composed.

In this paper, we first introduce to the modeling concepts of actor and service role. The assignment of roles to actors is presented in Sect. 3. Sections 4, 5 and 6 present the composition approach. Design rules and patterns are proposed, and some extensions to SDL are introduced. The advantages of the composition approach are discussed in Sect. 7.

2 Actors, Roles and Collaborations

Service design is complex. Communication services normally require the coordinated effort of several distributed components that execute concurrently, and some components may be involved in several services. In a PaP context, this complexity even increases as services should be designed such that they can be dynamically adapted.

Our approach to service design makes use of roles [7, 8]. A service is seen as a collaboration between service roles where a role is the part a computational object plays in a service. A computational object that is involved in several services plays several roles that are composed to form the object behavior. By using roles, we are able to better comprehend the collaborations between the computational objects involved in a service, and to break down the complexity
of service specification. We are also able to compose roles to provide new services in a flexible way.

In a PaP context, roles are allocated dynamically to computational objects. We call these computational objects actors. Service execution requires the assignment of roles to actors.

2.1 Modeling Collaborations

Collaborations describe the interactions between actors; they focus on behaviors across a system rather than the behaviors of individual objects. As services are described in terms of roles, collaborations are primarily used to describe interactions between roles rather than interactions between objects. We describe collaborations using two diagram types:

- **Collaboration structure diagrams** describe structures in terms of roles involved in a collaboration and interaction associations between these roles. Actors playing the roles may also be represented. We propose a new graphical notation for collaboration structures (Fig. 1). The invitation collaboration shown in this figure enables a user to invite another user to participate in some service activity.

- **Collaboration sequence diagrams** describe the interactions between roles. We use the MSC language to describe collaborations sequences [9]. We do not detail this kind of diagram here as the focus is set on SDL. An example is however shown in Fig. 13.

2.2 Modeling Service Roles

The behavior of roles is described using state machines. Because SDL does not define the concept of role, an SDL feature that fits the concept of role has to be selected. SDL systems consist of a structure of communicating agents; SDL agents are meant to represent computational objects. SDL composite states allow the structuring of state machines. As they represent parts of behavior, we find them well suited to represent elementary roles. We use state types so that roles
can be instantiated in multiple combinations with other roles to form a complete behavior.

In Fig. 2, the role \textit{inviter} is specified using a composite state. The definition of labeled entry and exit points will be justified later. Signal parameters and variables are not represented in this state machine diagram. Variables may be declared as part of the role definition or as part of the actor playing the role. When elementary roles are composed within an actor, shared variables should be declared at the actor level.

2.3 Modeling Actors

Service roles are played by actors. We represent actors using SDL process agents (see Fig. 3). The assignment of roles to agents is specified by instantiating composite states within these agents, and, in the case of parallel composition (see Sect. 6), using inner process agents.

3 Service Role Assignment

Actors may play several roles. Role management is the behavior that describes the assignment of roles to actors, and the selection of a specific role among several alternative roles. Role management may require coordination between interacting actors, and can be described using roles.
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Fig. 4. Spontaneous and Implicit Role Triggering

The separation between role management and the behavior of the role(s) being managed is beneficial. It augments the understanding of the system behavior, and contributes to reducing the complexity of extending the system. Alternative behaviors may be introduced by extending the role management without making changes to the existing roles. Conversely, the roles being assigned may be modified without changing role management. Role management consists of two main elements: role triggering and role assignment indication, introduced below.

3.1 Service Role Triggering

The assignment of a role to be played may be decided internally in an actor, or triggered by a request from another actor. In the latter case, a request may either be expressed explicitly or implicitly. We propose three main role triggering patterns:

1. **Spontaneous Role Triggering.** We say that a role is triggered spontaneously when it is instantiated as part of the logical action sequence of an actor, i.e. when the actor reaches a specific state. In Fig. 4(a), the role inviter and main are triggered spontaneously.

2. **Implicit Role Triggering.** A role is triggered implicitly when its invocation is requested by another actor, and expressed by a stimulus defined as part of the collaboration to be started and of the role to be assigned. In Fig. 4(b), the message requestinvite triggers the actor to play the role inviter.

3. **Explicit Role Triggering.** A role is explicitly triggered when its triggering is requested by another actor, and expressed by a stimulus defined explicitly for triggering purposes. This stimulus specifies the role to be played. In Fig. 5, the message “play” represents the explicit request.

Explicit role triggering introduces supplementary signalling leading to increased traffic and processing loads. However, the explicit approach is attractive when there is a need for negotiating and learning the role to be played.
3.2 Service Role Assignment Indication

The assignment of roles needs to be coordinated between actors. Role assignment indication is used to report the assignment of a role. Similarly to triggering, several behavior patterns for assignment indication may be defined:

- *Implicit Role Assignment Indication.* Indication about the role assignment is implicitly expressed by a stimulus defined as part of the collaboration being started and of the role being assigned.
- *Explicit Role Assignment Indication.* The role management played by the actor, indicates, by a stimulus defined explicitly for indication purposes, whether or not the requested role has been instantiated.

3.3 Extension to the MSC Language

Explicit triggering and assignment indication require the actors to be represented in the collaboration sequences. The MSC language does not provide any notation for expressing structural relations between instances in a chart. We have introduced an extension to MSC allowing us to group instances, more specifically actors and roles in our work. We omit to detail this extension here as the focus is set on SDL. An example is however shown in Fig. 13.

4 Role Composition

There exist various types of dependencies between roles that constrain the form of composition that can be applied on roles. While sequential composition enforces behavior ordering, concurrent composition supports simultaneous behaviors. Sequential composition encompasses true sequential composition, guarded
sequential composition, choice and disabling. Roles that are composed concurrently may execute more or less independently. We show that one can use SDL to model all these different composition classes.

Ideally roles should be specified without making assumptions about how they are going to be composed with other roles. We define simple general design rules that enable roles to be easily composed. Using these rules, no supplementary behavior needs to be specified within the roles being composed sequentially. On the other hand, roles that are composed concurrently may require explicit coordination behavior. We propose design patterns for the coordination of concurrent roles.

The introduction of new services can be achieved by defining new elementary roles, and by composing new and existing roles in different ways. Composition may be applied incrementally. Service features usually result from the collaboration between elementary roles. Roles obtained from the composition of elementary roles may themselves be composed with other roles either sequentially or concurrently. In multiphase services, roles are usually composed sequentially.

Sequential and concurrent composition can both be applied statically at role design time. Dynamic concurrent composition (see Sect. 6), on the other hand, is applied at run-time. This form of composition suits a plug-and-play approach where roles are designed off-line, and deployed dynamically. Sequential composition with choice (see Sect. 5.2) can also be applied at run-time when the execution platform provides support for behavior selection and adaptation.

## 5 Sequential Composition

Two roles are sequentially composed if the execution of one of them precedes the execution of the other. The role executing first must be completed before the other can start its execution. The sequential composition of roles leads to a new role, a composite role that may itself be composed with other roles. We represent true sequential composition in SDL by linking the elementary role states in a composite state. The ordering of execution of the composed roles is enforced by the definition of the composite state. No adaptation needs to be done in the roles to be composed in order to deal with the composition.

Guarded sequential composition, choice and disabling are all extended forms of sequential composition. They all ensure mutual exclusion between the roles being composed and impose an order of execution. They are also described in SDL by linking the elementary role states in a composite state. Guards and disabling triggers are added that control the execution of roles. These composition classes are described below.

### 5.1 Guarded Sequential Composition

Guards describe preconditions that prefix the execution of roles. Guards may either be expressed as predicates over local conditions (conditions set within the actor executing the role), or external conditions (conditions set by other actors).
Guards based on internal conditions are typically used when the composite role executes concurrently with other roles within the same actor. External conditions may be used to facilitate the coordination of composition across actors.

In SDL, we describe guards as continuous signals or enabling conditions. Fig. 6 shows an example of both, where the condition `ready` may represent an internal condition such as the state of a stream channel, or an external condition such as the state of another actor. In sequence (a), the basic state `idle` is introduced so that the continuous signal does not force the exit of the role `inviter`. In the case where roles are triggered spontaneously, only continuous signals are used. Note the use of the “*” symbol in that sequence meaning that the state “idle” is entered after `inviter` for any exit point of `inviter` that is not otherwise mentioned (all exits in this case – assuming (a) represents the whole of `guarded_sequence.1`).

5.2 Choice among Alternative Behaviors

Using choice, alternative roles can be specified in a sequential composite role. The selection of a behavior among the alternative behaviors in a choice may be controlled by guards or external triggers. An external trigger either belongs to the interaction with other roles (implicit triggering) or actors (explicit triggering).

**Choice Based on a Condition.** In SDL, guards are either specified using a named return (from a state), a set of continuous signals, or a combination...
of these mechanisms. While a named return reflects a condition set by the role immediately preceding the occurrence of a choice, continuous signals may be related to actions that have taken place at any time before the occurrence of a choice, or that are taking place within another role executing concurrently. The resolution of a condition specified using a continuous signal may require an interaction with other actors. This increases the complexity of the validation analysis and should be restricted to the synchronization of role composition across actors.

In Fig. 7 the exit conditions from the service role inviter control the selection of the further behavior. On success, the selection of a main activity is based on a set of continuous signals representing the content of the user profile.

Modeling a choice based on a condition is straightforward. No supplementary signalling is needed to control the choice. The roles specified as alternative behaviors do not need any adaptation. Labeled exit points facilitate the specification of choices. Labeled exit points may be defined that are not used in the composite state. Therefore we recommend defining them in any case. We state this recommendation in our first design rule.

**Design Rule: Exit Conditions.** Labels that express exit conditions should be attached to the exit points of the state’s modeling roles.

**Choice Based on an External Trigger.** In SDL external triggers are specified using signals. The consumption of these signals is specified as part of the composite state where the choice is made. In the case of implicit triggering, triggering signals belong to the role to be selected. The triggered role is then entered through a state entry point allowing one to enter the triggered state...
after the consumption of the signal. No major specification change of the role is required in order to deal with the composition. Labeled entry points facilitate the specification of choices, and should be defined in any role.

**Design Rule: Entry Conditions.** Entry points that represent entry through external triggering should be defined with names in the states representing roles.

Any initialization to be performed when entering the triggered roles through the default start node should also be performed when entering through entry conditions. A procedure named entry in a state is an *Entry procedure* and is interpreted on entering the state. Such entry procedures can be defined to describe initialization tasks.

**Design Rule: Entry Procedure.** An entry procedure should be defined that describes the tasks to be performed when entering a role.

Figure 8 illustrates a choice based on external triggers. Here a service user may either initiate an invitation or reply to an invitation. The user is represented by a single actor in the service framework, that either plays the service role inviter or invitee. The selection of a service role is triggered by the external signals requestinvite or invite.
5.3 Disabling

A role disables another role if its execution inhibits the execution of this other role. Unlike suspension (see Sect. 6.4), disabling has a permanent interruption effect. The disabled role is forced to complete execution.

We represent disabling in SDL by linking the elementary role states in a composite state, where the disabling role state is triggered by the reception of a signal. The reception of the disabling signal should take priority over the reception of other signals. This is expressed by means of a priority signal. No major specification change of the disabling role is required. The same design rules as for choice based on an external trigger apply.

Figure 9 illustrates disabling of the service role inviter. In this example, release may be forced when the invitation or the main service activity have not yet completed, or it may take place as a normal case after the completion of the main activity.

In the case where an exit procedure is defined in the disabled role, the exit procedure is executed upon disabling. This enables the designer to describe termination operations of the disabled state. However, SDL exit procedures can only contain a single transition, and therefore do not allow one to describe two-way interactions with other actors.

**Design Rule: Exit Procedure.** When designing an exit procedure, take into account that the state may be exited through an exit node, or when a transition attached to the composite state is interpreted.

6 Concurrent Composition

With concurrency, we do not mean true concurrency, but rather interleaving. Two or more roles are composed concurrently if their execution interleaves. As
roles are composed within a computational object and share processing resources, simultaneity is neither necessary nor desirable. Roles composed concurrently have overlapping lifetimes. They may execute in an independent manner, or their execution may require explicit coordination. We distinguish between static concurrent composition, where the roles and the number of roles that are being composed are set at design time, and dynamic concurrent composition, where roles are created dynamically upon decisions made at run-time.

We propose to represent concurrent composition using process agents in SDL. A process agent representing an actor may contain other process agents representing roles. Inner process agents execute in alternating manner. It is possible to specify several levels of concurrency, as inner process agents may themselves contain process agents. In the case of dynamic concurrent composition, the role process agents are created dynamically at run-time.

An alternative to process agents is provided by state aggregation. State aggregation has many limitations, and can only be used to model some cases of static independent concurrent composition of instances of distinct roles. We propose simple extensions to SDL that make state aggregation easier to apply.

6.1 Using Process Agents

The concurrent execution of multiple role instances increases the complexity of a specification. We propose structural design rules that contribute to an orderly design and ease the readability of the descriptions. A new role responsible for managing the set of concurrent roles is introduced. This manager role and the concurrent roles are specified within the same process agent as shown in the generic model in Fig. 10:

- The managing role, manager, can be composed with other service roles.
- The roles to be composed, service_role, are defined using composite states that are instantiated within the role process agents service_role_agent.
Different manager roles may be introduced. We define the allocation manager as a role that assigns a role to a request. A mediation manager is another kind of manager that in addition to role assignment, also mediates messages to and from that role. It may also support other functions such as the grouping of multiple requests.

The introduction of an allocator role may influence the initial addressing scheme. Using SDL gates, channels and connections, it is also possible to specify a system structure that enforces the correct addressing of the signals. However, such an approach provides a limited addressing support. It cannot be applied when the requesting instance is a member of an instance set, and is not appropriate for dynamic system structures. Using the following design rule, no supplementary behavior needs to be specified in the roles being composed.

**Design Rule: Addressing Information.** Request messages should contain the addresses of the roles waiting for a reply.

### 6.2 Using State Aggregation

State aggregation provides a simple approach to the modeling of the static concurrent composition of instances of distinct roles. It defines a partitioning of a state into multiple states that execute in an interleaving manner. Using state aggregation, sequential and concurrent composition can easily be combined in a state graph. However, state aggregation is difficult to apply. The SDL definition of state aggregation introduces several restrictions:

- The input signal sets of the state partitions must be disjoint. Thus state aggregation is not the appropriate technique to model static independent concurrent composition of instances of the same role.
- The composite state terminates when all state partitions have terminated, or when a transition is triggered at the composite state level. SDL does not provide any support for specifying that a state partition (or a group of state partitions) forces the exit of the composite state.  
- Although the exit points from the state partitions may be connected to the exit points of the state aggregation, SDL restricts the appearance of each exit point in exactly one connection. Thus it is not possible to define exit conditions of the state aggregation from the exit conditions of the state partitions in a flexible way.

**Extensions to the SDL Language.** We suggest introducing simple extensions to SDL to facilitate using state aggregation for modeling the static concurrent composition of instances of distinct roles. We propose two sets of extensions:

---

1 Editorial note: This can probably be achieved by a Boolean variable in the composite state that is used for continuous signals to exit any of the internal states.
The termination of a state partition (or a group of state partitions) may force the termination of the state aggregation. This can be modeled as shown in Fig. 11. The exit point done of the state aggregation is connected to an exit point of the state partition main (here DEFAULT), but not to any exit point of status_check. The connection of an exit point to a single state partition indicates that the termination of the partition forces the termination of the state aggregation.

Exit points may appear in multiple connections, and exit conditions of the state aggregation can be expressed as logical expressions of the exit conditions of the state partitions. Connection lines need not be represented graphically here. We prefer a textual representation. Qualifiers are used that refer to the state partitions.

We have also considered a set of extensions for supporting non-disjoint input signal sets of the state partitions. Such an extension requires support for the identification and addressing of sub-states. Furthermore, the creation of states would enable dynamic concurrent composition to be described using state aggregation. In that way, it would be possible to use a single SDL concept, the composite state, to model sequential and concurrent compositions. However, with these extensions, the state concept becomes identical to the process agent concept, the main difference being that states can be linked sequentially. As this set of extensions is complex, we suggest representing concurrent composition using process agents when state aggregation cannot be used.
6.3 Coordination Behavior Patterns

Roles that are composed concurrently may execute more or less independently. Their composition may require explicit coordination behavior. Coordination often requires behavior to be added to the roles that are composed. Coordination is often application dependent. We have proposed a set of coordination patterns for the coordination of roles.

As an example, alternating execution is shown in Fig. 13. Here, for logical reasons, the main activity in the service has to be suspended while a new invitation takes place. The roles main and inviter have overlapping lifetimes, but the role main is suspended during invitation request.

Coordination Events. Coordination events trigger the coordination of concurrent roles. They may be related to the state of a shared resource or the stage of a service phase. Coordination events are often service dependent. Generic events may however be defined for a set of services. Generic user states such as busy, not responding are defined in Parlay [10]. In SDL, coordination events may be modeled by input signals, enabling conditions, or continuous signals.

Coordination Modes. The composed roles may execute concurrently between two coordination events, or alternating: In the first case, the roles evolve independently until they reach coordination points, where they wait for some coordination event to occur. In the second case, only one of the roles can execute at a time; the other roles are suspended until a coordination event is reached where, possibly, one of the suspended role resumes while the activated role is suspended.
Coordination Interaction. Coordination between concurrent roles may be communicated directly between the concurrent roles or through a coordinator.

6.4 Role Suspension and Resumption

The alternating execution of concurrent roles requires mechanisms for the suspension and resumption of roles. Suspension and resumption are triggered by the notification of coordination events. A suspended role enters a suspended state where all signals expected by the role (except the resumption trigger) should be saved. Particular signals, such as exceptions, may also be enabled in a suspended state. Suspension can only take place in a stable role state: suspension may be enabled in a subset of the role states or any role state. In the first case, suspension has to be modeled as part of the role definition; suspension is application-dependent. In the second case, suspension may be modeled as part of the role definition or at the role level. In the latter approach, no supplementary behavior needs to be specified within the role being composed.

In Fig. 14 case (a), suspension applies to one state. As it is not possible in SDL to test the value of a state, the value of the suspended state should either be stored in a variable, or distinct suspended states should be defined for the distinct active states that can be suspended. In case (b), the definition of SDL composite states makes the specification of a simple design pattern for role suspension intricate. On resumption, the role should be re-entered in the state it was left. The SDL history concept supports the re-entering of a composite state. However, the state specified in the nextstate node with history must be the state in which the transition was activated. Thus, using history is normally not allowed in case (b). The intermediate state \texttt{suspended} introduced between leaving and re-entering \texttt{active} prevents us from using history.\footnote{Editorial note: It is possible to hide intermediate states in a procedure.}
Another difficulty is introduced by the SDL definition of entry procedure. When re-entering a composite state with history, the entry procedure of the composite state is invoked. No mechanism in SDL is provided to distinguish between entering or re-entering a state (apart from different entry points). Some intricate work-arounds using flags may be introduced. However such work-arounds introduce dependencies between composite roles and sub-roles. This is not desirable.

While suspension is defined as a temporary interruption, disabling is permanent. Suspension may be modeled in the same manner as disabling using triggering at the composite level. In that way, we try to model suspension and disabling without introducing changes to the role behaviors. A new difficulty is introduced by the SDL definition of exit procedure. When exiting a composite state, the exit procedure is invoked. No mechanism in SDL is provided to catch the cause of exit. It is not possible to test whether a return node has been reached, or a signal at the composite level has triggered the exit. In the latter case, it is not possible to test the type of the signal. These limitations of SDL also makes the definition of generic composition behaviors intricate.

Extensions to the SDL Language. We propose the following extensions to SDL that facilitate the specification of suspension at the role level:

- Several transitions may be executed between leaving a composite state and re-entering this state with history.
- The boolean variable \texttt{reenter} is defined for all composite states; this variable is set to true when re-entering a state. Testing this variable, it is easy to determine which tasks should be performed.
- The variable \texttt{exitcause} is defined for all composite states, that distinguishes between exits through a return node and exits triggered at the composite level. It should also be possible to test exit conditions attached to return nodes, and the trigger types and values.

In general, we lack simple mechanisms in SDL for testing state and signal names, for testing entry and exit conditions, etc. This lacking support makes the specification of general patterns cumbersome. Such mechanisms do not require changes to be made to the SDL semantics.

7 Conclusion

This paper has described a role modeling and composition approach that uses SDL. Two main composition schemes are defined: sequential and concurrent composition.

Sequential composition ensures mutual exclusion between the service roles (roles) being composed and imposes an order of execution. The modeling of sequential composition is straightforward in SDL. Simple design rules have been introduced. When these rules are followed, no supplementary behavior needs to be specified within the roles being composed in order to deal with the composition.
Concurrent composition is used to compose roles that have overlapping lifetimes. Static concurrent composition applies at design time. It requires the roles and the number of instances to be set at design time. Dynamic concurrent composition is applied at run-time. Roles are created dynamically upon decisions made at run-time. Concurrent composition is modeled using process agents or state aggregation. State aggregation however involves many limitations that restrict its application to the composition of static composition of instances of distinct roles. Simple extensions to SDL are suggested that would facilitate using state aggregation.

Roles composed concurrently may execute more or less independently. When roles are dependent, composition requires explicit coordination behavior. We propose design patterns for the coordination of concurrent roles. SDL provides rather poor support to the definition of generic coordination behaviors. This lacking support makes the specification of general patterns cumbersome. We have proposed simple extensions that do not require changes to the SDL semantics.

The composition approach is attractive for several reasons:

- It encourages the designer to produce modular service descriptions. The elementary roles and collaborations are simple and can be easily understood.
- By nature, it provides a method for adding or replacing elementary behaviors. New functionality can also be added at run-time. In that way, the composition approach supports incremental service development and deployment.
- Dependencies between roles are highlighted during composition. Thus, the composition approach contributes to the understanding of dependencies between roles and services.
- When components are involved in several services, the contribution to different services can be modeled by different roles that are composed in order to obtain the whole component behavior. In that way, role composition enables one to concentrate on individual services, and break down complex component behaviors.
- Composition can be exploited during validation. This helps to reduce the complexity of the analysis. As validation takes into account the compositional properties of a system, it is also suited for the validation of components bound at run-time.

The power of expression of SDL is not restricted by the design patterns and rules that have been proposed. In that way, the composition approach does not introduce any restriction to the functionality that can be defined.
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Abstract. This paper presents work of the IST project OMEGA, where we have defined a UML profile for real-time that is compatible with the Profile for Performance, Scheduling and Real-time recently accepted at OMG. In contrast to this OMG profile, we put emphasis on semantics and on its use in the context of timed analysis of real-time embedded systems. The defined profile is compatible with the time concepts existing in SDL, and we show how we can also adapt these notations to SDL and MSC, which do not yet have a notation for this purpose.

1 Introduction

Today’s embedded applications have often strong constraints with respect to deadlines, response time and other non-functional aspects\(^1\). They may be distributed and run on different execution platforms and this influences strongly the non-functional characteristics. To allow early analysis of timing properties, we propose to lift the choices and constraints coming from a given run-time system, as well as assumptions on the environment, to the abstract model level in terms of a set of annotations which can be interpreted by timed validation tools. To make this approach feasible, the annotation language must be flexible and orthogonal to the functional description. It must allow the expression of global constraints and their refinement into a set of local constraints.

The Aim: Our aim is to provide means not only for describing systems with time dependent choices, but also for defining timed models of systems. We include time related assumptions on the environment, for example the arrival time of inputs of the environment and (platform dependent) durations of tasks. Thus, the idea is to perform validation (simulation, symbolic test or verification) on a timed model, built from knowledge of or assumptions on the environment and the platform. Aspects include resource sharing and scheduling (which have to

* This work has been partially supported by the IST-2002-33522 OMEGA project.
** A research laboratory of CNRS, Université Joseph Fourier and Institut National Polytechnique de Grenoble.
\(^1\) We restrict ourselves here exclusively to timing aspects.
be confirmed later by testing, run-time monitoring or code analysis). At require-
ment level, this approach can be used to validate the consistency of a set of
requirements and to build the loosest timed model satisfying all requirements.
This model can then be further refined compositionally.\footnote{The traffic light example in Sect. 4 is an instance of this type of use.}

**Overview of Existing Approaches:** Modeling languages and tools that are used
in the domain of embedded and real-time software, usually do have time related
concepts. However, these concepts are generally not sufficient for timed analysis
at model level. The existence of analysis tools is crucial in this context, but
presently only partially covered.

Languages using an *asynchronous event driven approach* (such as SDL [1],
ROOM [2], State charts [3]) use a notion of global and external time. In SDL
and ROOM, global time is available within the system through a special ex-
pression, and can be stored in variables or sent as parameters of messages. In
Unified Modeling Language UML [4] the semantics of time progress is not stated
definitively, with the aim of being flexible enough to accommodate all possible
approaches.

The development tools existing for SDL, such as [5, 6], allow code genera-
tion and some restricted form of analysis. Properties are expressed in terms of
MSC [7] or by means of a tool internal observer language. These tools define
a particular time model and special profiles for limited performance and timing
analysis based on simulation of scenarios. Most approaches for enriching SDL
with time constraints and providing tools for performance or timing analysis
are scenario based [8, 9]. For SDL there have been studies of a methodology
for the development of real-time systems [10] and extension of SDL with time
constraints for timing and performance analysis [11, 12].

Although standard UML does not include any particular time framework,
a number of tool supported frameworks have been proposed. For example, Rose
RT (a variant of the ROOM framework), the Real-Time Studio of Artisan [13],
Rhapsody [14] and, more recently, the tool TAU Generation 2 [15] propose UML
frameworks including real time aspects. These tools allow automatic or semi-
automatic code generation and have facilities for simulation and restricted func-
tional analysis, but almost no support for timing analysis. For instance, Rhaps-
dody validation tools [16] exist only for a rather deterministic, external time
semantics and not for time dependent properties.

Recently, a UML Profile for Schedulability, Performance and Time Specifi-
cations [17] has been defined. It integrates the ideas and concepts from most of
the previously named approaches. It is very general, in order to be able to adapt
to any possible real-time framework and for all kinds of diagrams. It essentially
defines a vocabulary, is very much tailored towards timed scenarios, and for the
moment, it exists only on paper.

Timed automata [18, 19] have been used for modeling real-time aspects of
systems, for defining semantics of modeling languages and for studying controller
synthesis [20, 21] and scheduling frameworks [22, 23]. A number of validation and
analysis tools – such as Hytech [24], Kronos/IF [25, 26, 27] or Uppaal/Time [28, 29] – exist for the framework of timed automata (extended with data), but they are in general not closely coupled with development environments.

In the OMEGA IST project (http://www-omega.imag.fr), which is creating the definition of a development methodology for embedded and real-time systems in UML based on formal techniques, we have started to refine the UML Profile for Schedulability, Performance and Time in order to make it usable for efficient analysis. In this article, we report on this work and show how it can be adapted for the definition of a real-time profile for SDL which is compatible with the already existing time related features of SDL and MSC.

We start, in Sect. 2, with an overview of the concepts necessary in a real-time framework. In Sect. 3.1, we define the basic time concepts of the UML real-time profile of the Omega project and their semantics. They are expressive enough to express all time related elements of a model. An increase in expressiveness can be obtained by an extension with probabilistic features, as used in the context of performance analysis. In Sect. 3.2, we define the semantics of the basic time concepts as an extension of any untimed formalism which can be interpreted as an event labeled transition system. In particular, we distinguish two different interpretations of Boolean expressions, either as predicates or as constraints. In Sect. 3.3, we define a set of derived notations, intended to give the user a convenient means for the expression of common constraint patterns. They can be expressed in terms of basic concepts, at least in the context of the expression language OCL [30], allowing powerful quantifications. Finally, in Sect. 5, we propose a way to adapt this UML profile to SDL.

2 Needs for Timed Specifications

A minimal set of real-time related concepts necessary for a modeling language with the aim of supporting all the stages of the development of a real-time system, contains just the following concepts:

A global notion of time. If necessary, local time can be defined by means of local clocks which have a well-defined relationship to global time (which might be defined in terms of drift (maximal deviation of speed), offset (max. deviation of value), . . .).

Explicit functional use of time by means of access to time through timers, clocks and a construct like now (allowing access to global time), allowing control- or data- flow to be explicitly made time dependent. It is desirable that the necessary discretization can be decided as late as possible in order to avoid unnecessary complexity.

Means for the specification of time constraints. To represent requirements or assumptions on the environment. For the underlying execution platform assumptions (or knowledge) on the execution time of activities must be expressible and taken into account at model level. We propose constraints on durations between
events as the basic means for expressing time constraints, as is the case in Sequence Charts and in Timed Automata. This is also in line with the UML RT profile.

Timing issues are strongly influenced by the execution mode and the type of concurrency between different parts of the system. Concerning parallelism one can distinguish simulated parallelism (concurrent entities sharing computing resources) and distributed parallelism. This distinction is generally not made in modeling languages focusing on functional aspects, but it is important when assumptions on execution times and effects of resource sharing should be taken into account.

For entities composed by simulated parallelism, one may define restrictions on the level of granularity at which computations of concurrent objects are interleaved: in the case of functionally independent behaviors, the choice of this granularity has no influence on the functional properties; at the level of the implementation, this granularity is defined by the preemption or non-preemption of steps of computations. When interleaving a set of functionally dependent parallel behaviors, the choice of the granularity influences not only the timed but also the functional behavior. It defines when stimuli from outside can be taken into account. Extreme choices consist of:

- making no hypothesis on the granularity (as in Java): any parallel behavior of the set can accept stimuli at any time, independently of all others. This obliges the designer to handle mutual exclusion and access of shared variables explicitly;
- run-to-completion semantics: stimuli from the outside of each entity are only accepted when all the parallel behaviors of the set are stable (waiting for a stimulus) and no stimulus from within the entity is present.

In the context of the second solution, activities are insensitive to their environment before they are terminated, that is atomic as seen from outside. In this context, it is important to have an interrupt concept, allowing for example to terminate useless activities without cutting all the atomic steps into smaller pieces (and adding corresponding locks, etc.). In this article, we focus only on purely time related aspects, and we consider the execution model to be part of the functional model. In the subset of UML we consider in Omega, a notion of activity group (basically an active object and several passive objects, executing like an SDL process in a run-to-completion fashion) defines how activities within a group can interleave.

Scheduling. For schedulability analysis, one needs to distinguish between simulated and distributed parallelism between activity groups, as this determines which execution times add up and which ones do not. We introduce the following notations\(^3\):

- a notion of resource and a deployment mapping from activity groups to resources

\(^3\) Partly described in Sect. 3.3, but still to be worked out in detail.
the distinction between preemptible and non preemptible resources, actions and objects for the definition of a notion of atomicity.

– the distinction between execution delay and execution time of actions or transitions, where the first refers to the time elapsing between the start time and the end time of an action, and the second refers to pure execution time which is necessary for an analysis taking into account scheduling issues.

– priorities within or between concurrent behaviors, defined in a hierarchical fashion, are a powerful means to eliminate non determinism and can be used at model level to define any scheduling policy. At implementation level, priorities might either be reflected by a run-time scheduler (possibly a hierarchy of explicit event handlers) or by sequential code generated according to the defined priority rules.

3 Ingredients for a UML Profile for Timed Verification

We start by defining a set of basic time related concepts that give expressiveness to the framework. In Sect. 3.2 we define their semantics. Finally in Sect. 3.3, derived concepts are introduced to make use of the framework easier.

3.1 Basic Time Related Concepts

The only time related concept existing in standard UML is the Time data type. UML defines no mechanisms for representing time progress nor operations on Time. The Profile for Schedulability, Performance and Time [17] defines a large vocabulary of time related concepts, which is not completely worked out and which is more or less syntax so far. We consider here only the subset concerned with real-time, add some missing concepts, and propose a semantic framework.

Primitives for modeling time. As in SDL, the time model is based on two data types: Time, relating to time instances, and Duration, relating to the time elapsing between two instances of time. These data types can be used, like any UML data type, in attributes, parameters, etc.

A particular instance of time is now. It always holds the current time and is visible in all parts of the model. Using the vocabulary of ASM [32], now is a monitored variable: some external mechanism changes its value. A general constraint imposes its values to monotonically grow, and model dependent time constraints can introduce additional restrictions on time progress as compared with system progress.

Timing mechanisms. In the UML RT Profile, two related timing mechanisms are introduced, informing the system on time progress: timer and clock. A timer is an extension of its homonym in SDL (as it can be set, reset and sends timeout signals). Additionally, timers can be periodic, can be paused or restarted. Clocks are similar to periodic timers and emit Ticks.

4 Obtained by measurements on the target platform or by static timing analysis as done, for example, in [31].
**Events** play an important role in the UML RT profile. They are defined in UML as a “specification of a type of observable occurrence”: that is, as an (observable) state change. There exists no explicit notion of event in SDL, but MSC defines behaviors in terms of events. We use TimedEvents with a *time stamp* holding their occurrence time. We define a rich set of events allowing reference to all relevant time points of a behavior. For instance, three events are associated with any transmission of a signal *sig*:

- `send(sig)` the instant at which the signal is sent by the sender;
- `receive(sig)` the point of time at which the signal is received by the receiver (in its input queue);
- `consume(sig)` the instant at which the signal is consumed and a transition is triggered (or the signal is discarded).

Not all three events associated with a signal must necessarily be distinct. For example, if `receive(sig)` and the corresponding `consume(sig)` occur at the same time, they represent a single event, and this corresponds to non buffered communication. Every action has the associated events `start(action)` and `end(action)`. In the case of an instantaneous action, the `start` and `end` event are always simultaneous and denoted by the event `start-end(action)`. The complete list of predefined events (associated with operation calls, signal exchange, actions, transitions, timers, etc.) is given in the Appendix.

As an event is an instance of state change, it is defined by a triple of the form `(occurrence time, current state, next state)` where the *next state* is defined by the *current state*, or equivalently by a triple of the form `(occurrence time, current state, action)` where the *action* defines the rules that determine the state after the event. We chose the second type of representation, by encoding the relevant part of the current state and the action in an *event name*, thus allowing constraints on an event to depend only on its *occurrence time*, *current state* and the parameters of its *action*.

For instance, a `send` event associated with a call is identified by: the relevant part of the state in which the call is issued (that is, the object initiating the call); the target object; the operation that is called and its parameters; and possibly the place in the control flow of the state machine in which the call takes place, as well as some condition on the local or global state.

*Example:* The expression `cond:send(o#tr@lab:target!sig)` identifies all the events, where provided the condition `cond` holds on the global state when the event occurs, the event is a `send` event in the object identified by *o* and the transition named *tr* (of the state machine associated with *o*), and the execution of an action labeled *lab* sends *target* the signal *sig*. Events can be specified partially, so that `send(o:sig)` represents any event in which the signal *sig* is sent by an object *o*, regardless of target, action that generated it, parameters or the global state.

Note that, even if all the parameters are identified, the event may have multiple occurrences in a given execution. Thus, for any given execution, an *event specification* defines a sequence of *event occurrences*. In order to be able to distinguish different occurrences of an event and to talk about the history of
a given event, previous occurrences of an event can be referred to by means of expressions of the form \( \text{pre}(\text{event}), \text{pre}(\text{pre}(\text{event})), \ldots \).

**Time Expressions** evaluate to *Time* instances. A particular time expression, evaluated only in events, is *now*. In any state, the expression \( \text{time}(\text{event}) \) evaluates to the time point of the last occurrence of an event matching \( \text{event} \), whereas \( \text{time}(\text{pre}(\text{event})) \) evaluates to the point of time of the occurrence before the last one. Simple arithmetic expressions, as in SDL, are other examples of time expressions. *Example:* \( t : \text{Time} \pm d : \text{Duration}, t : \text{Time} \pm \text{real} \times d : \text{Duration} \).

**Duration Expressions** evaluate to *Duration* instances. All evaluations of features of type *Duration* are duration expressions. Other duration expressions are, as in SDL, simple arithmetic expressions, such as time instance subtraction. *Examples:*

\[
\begin{align*}
t_1 : \text{Time} - t_2 : \text{Time} & \quad \text{(under the condition that } t_1 \geq t_2) \\
\text{pos}_{\text{real}} \times d : \text{Duration} & \quad \text{(a scalar product)} \\
\text{now} - \text{time}(\text{event}) & \quad \text{(time elapsed since the last occurrence of event } \text{event} \text{)} \\
\text{time}(\text{event}) - \text{time}(\text{pre}(\text{event})) & \quad \text{(time elapsed between the very last and the previous occurrence of event } \text{event} \text{)}
\end{align*}
\]

**Predicates on Time and Duration:** Any Boolean expression containing duration or time instances is a time dependent predicate. It can be used (just as any Boolean expression) as guard or test within an action, or as a predicate in a property to be checked. Although in principle arbitrary time dependent Boolean expressions can be used, in practice only simple forms of predicates are really useful. Indeed, the type of predicates used in properties or guards determine the possibility of analysis (see Sect. 5). *Examples:*

\[
\begin{align*}
t_1 : \text{Time} - t_2 : \text{Time} & \leq d : \text{Duration} \quad \text{(simple duration constraint)} \\
\text{time}(\text{event}_1) - \text{time}(\text{event}_2) & \leq d \quad \text{(simple duration constraint)} \\
\text{now} - \text{time}(\text{event}) & \leq \text{time}(\text{pre}(\text{event})) - \text{time}(\text{pre}(\text{pre}(\text{event}))) \quad \text{(constraint on difference of durations, as used in auto adaptive algorithms)}.}
\end{align*}
\]

**Time Dependent Predicates** are evaluated in events, and the fact that an event satisfies some predicate amounts to the evaluation of an assertion of the form \( (s, t, a) \models p \) which is equivalent to the assertion \( (s, a) \models p[t/\text{now}] \) or \( s \models p[t/\text{now}] \) if \( p \) is independent of the parameters of the action. The interpretation of time dependent predicates can be extended to states:

\[ s \models p \quad \text{iff} \quad \forall t \in [\text{time(enter}(s)), \text{time(exit}(s))] . (s, t) \models p \]

that is if \( p \) holds in all time points in which the system stays in state \( s \).

We distinguish between *predicates*, which are evaluated to true or false in individual events (or states), and *invariants* - of the form \( \text{invariant}(p) \) (where \( p \) is a predicate) - which hold if \( p \) has been true ever since the initial state. Interesting

\[ ^5 \text{Where } s \text{ is a state, } t \text{ a time value, and } a \text{ represents the parameters of the action represented by the event.} \]
invariants are often of the form \( \text{invariant}(in(s) \Rightarrow p) \) or \( \text{invariant}(at(e) \Rightarrow p) \), requiring \( p \) to hold at each occurrence of event \( e \), respectively in all time points in which the system is in state \( s \). In order to ease the expression of such invariants, we allow to “attach” \( \text{invariant}(p) \) with states \( s \) or events \( e \) as a short hand.

### 3.2 Semantics

The semantics of time related concepts is defined independently of the semantics of the formalism used for expressing functional behavior. We only suppose that the semantics of the functional behavior of systems can be viewed as a labeled transition system, where transitions represent events. An additional requirement is that all referenced events are identifiable in the transition system defining the functional semantics.

We define the semantics of the time related concepts by a set of timed automata with urgency \(^6\) constraining the occurrence time (and only on the occurrence time) of all the events whose possible occurrence ordering are given by the untimed semantics.

Thus, the timed behavior of a system can be represented by the synchronized product of the possibly infinite event labeled transition system defining its behaviors in terms of state changes and (partial) order of events, and a set of time automata defining allowed occurrence times of events.

How time related concepts can be represented as timed automata is relatively straightforward for most constructs. We present here the timed automaton associated with a timer to demonstrate that this way of defining time extension has the expected effect, and we discuss the interpretation of time dependent Boolean expressions, because for them several interpretations coexist.

The time automaton associated with any timer instance is given in Fig. 1a. It does not express any constraint on the occurrence times of the actions set and reset, but we suppose that they occur immediately after the preceding action (in the same sequential behavior), which in the timed automaton is expressed by an eager transition. Also, given an occurrence of set, this automaton constrains the occurrence time of the timeout (that is, the occur event) to exactly the defined timeout time \( \text{time(set(timer,delay))} + \text{delay} \) which is also expressed by an eager transition.

The point of time of the consumption of the timeout, however, is not restricted by the timer itself, but possibly by some additional constraint, for example “always the time between the timeout and the corresponding consumption is smaller than \( d \)” \(^7\), which can be expressed by an invariant of the form

\[
\text{invariant}( \text{at}(\text{consume}(t)) \Rightarrow \text{now} - \text{time(occur(t)}) \leq \text{consume-delay} )
\]

---

\(^6\) Alternatively, we could have used another formalism, such as ASM, but the advantage of timed automata is that they have as predefined concepts, all the primitives making the expression of the semantics easy.

\(^7\) Under the condition on the functional model that the timer is only set again after the timeout has been consumed.
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Fig. 1. Timed Automaton: (a) For a Timer (b) With Constraint Consumption Delay

or, as we will see in the next section, by the shorthand

$$\text{invariant} (\text{duration} (\text{occur}(t), \text{consume}(t)) \leq \text{consume-delay})$$

Figure 1b shows the timed automaton corresponding to the composition of the timer timed automaton and the timed automata associated with this constraint, where the transition associated with the consume event is \textit{delayable}, meaning that it will occur somewhere within the specified delay.

Interpretations of Time Dependent Boolean Expressions

Boolean expressions can be interpreted in different ways, depending on their use:

Predicates: Time dependent Boolean expressions used as guards of transition triggers or in decisions are predicates, which take at each occurrence of the transition either a value \textit{true} or \textit{false} depending on the value of time at the instance the \textit{trigger event} occurs. The value of complex predicates can be combined from basic ones and can be used in other event based property formalisms: for example in sequence charts, predicates are used as \textit{conditions}. A timed automaton representing a time dependent predicate, is an observer which, depending on the point of time at which the concerned events are observed, provides a Boolean value. In such a timed automata all transitions are \textit{lazy}, meaning that no constraint on possible time progress is expressed, but the Boolean value (the value of the predicate) depends on time progress. As an example, see the timed automaton representing the predicate \textit{duration(start, end)} in Figure 2.

Invariants: The value of a (time dependent) invariant of the form \textit{invariant}(p) is \textit{true} only if \textit{p} holds on the entire execution leading to the current state or event. Invariants can be used as \textit{properties}, meaning that they should be derivable from a given system description. Live Sequence Charts \cite{33, 34}, as they are used in Omega, provide an intuitive means to express complex invariants as well as liveness properties. The timed automaton associated
with invariant(p) is that of p, except that, once it takes the value false, its value remains false forever.

**Constraints**: invariants can also be used as constraints or (assumed) facts on the system under consideration, its environment or the underlying execution platform. An assignment $x := 0$ represents the invariant whenever this step is executed, in the state just after the execution the variable $x$ has the value 0 without necessarily saying how this is achieved exactly. Analogously, an invariant of the form $\text{duration}(\text{action}) \leq 5^8$ can be used to restrict the model to the set of executions satisfying the functional constraints in which not more than 5 time units pass between the event $\text{start}(\text{action})$ and the corresponding event $\text{end}(\text{action})$.

Such a constraint on the time elapsing between two events, forces time progress or waiting in accordance with the constraint. In timed automata, this is obtained by means of eager or delayable transitions. Whenever it is impossible to force time progress in such a way as to satisfy some constraint, this means that the set of time constraints is either inconsistent or incomplete and can be represented in the timed automaton implicitly by a timelock or explicitly by an error condition (see Fig. 2b for an example).

Constraints restrict the model on which properties are verified. Constraints are consistent if they are non overlapping: that is, in every possible execution, any event is under the scope of at most one time constraint. In this case, the set of associated timed automata define an executable model, in the sense that any computation satisfying the constraints up to some point of time, can be continued by satisfying all constraints. When constraints are overlapping, they might be inconsistent or incomplete. Inconsistency must lead to some redesign. Figure 3

---

8 See next section for the definition.
shows two incomplete sets of (overlapping) constraints. Both sets of constraints are satisfiable, but must be completed by a constraint on the occurrence time of the event $e_3$ (relative to the occurrence time of $e_1$) in order to guarantee that all other constraints remain satisfiable. Most existing tools, such as the simulation tools for SDL or the tool for executing timed live sequence charts of [34], avoid this problem by a priori choosing the earliest point of time at which an event is possible. This corresponds often to a possible execution (at least when the set of constraints is consistent), but not always, as the second example of Fig. 3 shows. Moreover, our aim is to keep constraints as loose as possible, and thus to characterize the largest set of timed behaviors of (sequential) subsystems and to enable compositional analysis.

In [35] a framework is described for more flexible composition of duration constraints than conjunction which could be used to further extend the real-time profile presented here.

3.3 Derived Duration Expressions

Our approach is based on duration constraints between the occurrences of an event $ev1$ and a subsequent event $ev2$. In a sequence of occurrences of $ev1$ and $ev2$, several options exist to identify the “matching” pairs between which to impose the constraint. We propose expressions for three different ways of identifying such matching pairs.

1. $duration(ev1, ev2)$ represents the duration between an occurrence of $ev1$ and the next occurrence of $ev2$ such that there is no other occurrence of $ev1$ in between. Only at the occurrence of the first $ev2$ after a (series of) $ev1$, is the value of $duration(ev1, ev2)$ that of $now - time(ev1)$: that is, the time passed since the last event $ev1$. At other points of time, its value is difficult to express only in terms of occurrence times of events: $time(pre^n(ev2)) - time(ev1)$ where $n$ is chosen such that $time(pre^{n-1}(ev2)) \leq time(ev1) \leq time(pre^n(ev2))$. Using additional time stamp variables or a timed automaton makes the expression of this constraint easy (see Fig. 2 for the expression of $duration(start,end) \leq d$).

A particular instance is $duration(ev1,now)$ which represents at any point of time the duration since the last occurrence of $ev1$: that is, $now - time(ev1)$. This expression corresponds to an implicit duration counter associated with event $ev1$, and it can alternatively be expressed by means of a time stamp at each occurrence of $ev1$.

2. When several request events (each corresponding to $ev1$), may all be answered by a single effect event (corresponding to $ev2$), and this should happen within a limited time starting from the first request, the time elapsed between the first event of a series of occurrences of $ev1$ and the first consecutive $ev2$ is relevant. The expression $duration-first(ev1, ev2)$ can be used in this case (the timed automaton associated with $duration-first(start,end) \leq d$ is obtained by eliminating in the timed automaton of Fig. 2 the set(x) action in case of repeated start events).
3. Finally, the case where several observations on pairs \((ev1, ev2)\) are “active” simultaneously, must be considered. In most cases, one can find a parameter \(x\) (or combination of parameters) identifying the matching pairs, and express the required constraint by a constraint of the form

\[
\text{for any } x: \text{duration}(ev1(*,x,*),ev2(*,x,*)) \leq d.
\]

Nevertheless, due to the implicit use of FIFO buffers for storing signals in objects, it might be impossible to always find the matching parameters, and for this purpose \(\text{pipelineDuration}(ev1, ev2)\) is introduced, where the matching pairs may be overlapping, observed in a pipelined fashion. In any case, such a set of constraints cannot be expressed by a single timed automaton, but by multiple instances of a parameterized timed automaton, such that at every occurrence of \(ev1\), a new instance (with appropriate values of parameters) is instantiated, constraining only its corresponding \(ev2\) event; each instance is killed when the constrained event \(ev2\) occurs.

Moreover, we propose some convenient shorthands

1. Instead of \(\text{duration}(\text{enter}(\text{state}),\text{exit}(\text{state}))\) shorthand \(\text{duration}(\text{in}(\text{state}))\) can be used. For \(\text{duration}(\text{true}(\text{cond}),\text{false}(\text{cond}))\) the \(\text{duration}(\text{in}(\text{cond}))\) shorthand can be used. Analogues exist for any type of “duration”.

2. We allow also expressions of the form \(\text{duration}(SE1, SE2)\), where \(SE1\), \(SE2\) are lists of events, representing the distance between any occurrence of an event in \(SE\) and the next instance of any event in \(SE2\).

Additionally, duration expressions are defined that correspond to frequently used duration patterns with semantics defined in terms of basic duration expressions:

- **Client response time** attached to operation calls and signals with some specified response, is defined as \(\text{duration}(\text{invoke}(\text{op}),\text{consume-return}(\text{op}))\), that is, the time elapsed between the moment at which the operation call (respectively the initiating signal) is emitted and the moment at which the response (return or defined response signal) is consumed by the client.
  
  Example: \(\text{ClientResponseTime}(\text{sourceObj:sig1, sig2}) \leq 7\), means that each time the object \(o\) sends \(\text{sig1}\), then, if it receives a response \(\text{sig2}\) some time later, this will happen within less than 7 time units.

- **Server response time** attached to operation calls or signals with specified response, is defined by \(\text{duration}(\text{receive}(\text{op}),\text{invoke-return}(\text{op}))\), that is, the time between the reception of a request (in the input queue) and the moment at which the response (or return) is sent back (from the server point of view).

- **Duration** can be associated with some behavior (action, transition, operation, or signal with specified response), as a shorthand for the duration between the start and the termination time of the behavior. That is, one can simply write \(\text{duration}(\text{act})\) for \(\text{duration}(\text{start}(\text{act}),\text{end}(\text{act}))\). It does not include waiting time in the event queue when the execution refers to the treatment of a signal, but it does include potential preemption time during the execution of the behavior.
Execution time associated with a behavior, is similar to its duration, except that it also takes deployment issues into account and accounts only for the time during which the object is executing and neither preempted nor waiting for some response from external objects.

Period attached to an event, is defined as the duration between successive occurrences of the event, that is duration(pre(event), event).

Reactivity is attached to objects or groups of objects and is defined as the maximum delay between any event of the form Receive(req) and the corresponding event Consume(Req), that is the maximal delay which may elapse between the moment at which a request reaches the object and the moment at which it starts to treat it. This feature is useful, when the size of input queue can be statically bounded.

Transmission delay attached to associations stereotyped as communication paths (similar to SDL channels), defines a communication delay.

The list of derived duration expressions has the status of an initial proposal. It contains a number of concepts likely to be interesting and serves to illustrate the general idea. Nevertheless, a larger discussion and more feedback from users is necessary. Some of the concepts may need adaptation. For instance, the more restricted notion of Worst case execution time might be more useful than Execution time. It might be interesting to distinguish different kinds of transmission delays. Also predefined notions of jitter might be introduced explicitly, instead of asking the user to write down his preferred formula relating the occurrence times of n consecutive events ev, pre(ev), . . . , pre^n(ev).

4 Example

We illustrate a possible use of time annotations by modeling a part of the traffic light system of the SDL design contest. Given the level of description of this example, execution times, response times, etc. play no role. At control level, only expressions of type duration() and the distinction of different types of invariants are relevant. The main idea is to illustrate the possibility of complete separation of functional and time dependent specifications and of the expression of time constraints by means of a set of relative simple constraints, each one depending on not more than a few events.

A traffic light controller consists of a set of traffic light controller proxies (TLCP). Each TLCP controls the light switches of all its associated traffic lights and gets information about the presence or absence of traffic on its controlled lanes from a number of sensors (at different distances from the lights on all the lanes) by means of signals traffic and nontraffic from a traffic sensor handler associated with each TLCP, not described here. The information about the status is stored in a Boolean variable traffic. The state machine of TLCP described using SDL (see Fig. 4) has only two states, red and green, and it can pass from green to red on other lanes without any condition, and from red to green when traffic has been detected and all other traffic lights are red (this requires a global variable AllRed updated by all the TCLPs at every transition). Each traffic light
has an additional orange phase of some fixed length, but this is handled in the traffic lights themselves (not described here).

The state machine of Fig. 4 describing the functional behavior is totally time independent. In addition, a number of time constraints need to be satisfied. We show that also for this type of “functional” time constraints, it can be advantageous to use a constraint based approach, instead of starting immediately with an implementation in terms of timers or some cyclic environment observation.

The first constraint prevents livelocks: whenever there is traffic, the light will be turned green within some delay $max_r$. This is expressed by an invariant of the following form, where we omit the context $TLCP(i)$ to simplify the expressions:

$$\text{duration}\left(\{\text{enter}(\text{red}),\text{true}(\text{traffic})\}\right) \leq max_r$$  \hspace{1cm} (1)

Due to the existence of an orange phase, and in order to avoid unstable behavior, a minimal duration of both the green and the red phase must be fixed:

$$\text{duration}(\text{in}(\text{green})) \geq min_g$$  \hspace{1cm} (2)

$$\text{duration}(\text{in}(\text{red})) \geq min_r$$  \hspace{1cm} (3)

Constraint (1) implies a constraint on the “nominal” length of the green phase, depending on the number $N$ of “directions”. Once the minimal delay has passed, as soon as there is no traffic anymore on the lanes of $TLCP(i)$, the green phase should be terminated within a delay $\epsilon$ (except if within $\epsilon$ new traffic arrives). When there is traffic all the time (with the exception of some durations not longer than $\epsilon$), the green phase takes its nominal length $max_g \leq max_r/(N - 1)$. We express this as an invariant\footnote{Using the “min-synchronization” of the framework of [35] instead of conjunction with constraint (2), would allow simplification of the expression of constraint (4).} attached with the green-to-red transition:

$$\text{duration}(\text{in}(\text{green})) = min_g \Rightarrow \text{duration}(\text{true}(\text{nottraffic}),\text{now}) \geq \epsilon$$

$$\land (min_g \leq \text{duration}(\text{in}(\text{green})) \leq max_g \Rightarrow \text{duration}(\text{true}(\text{nottraffic}),\text{now}) = \epsilon)$$

$$\land (\text{duration}(\text{in}(\text{green})) \geq max_g \Rightarrow \text{duration}(\text{true}(\text{nottraffic}),\text{now}) \leq \epsilon)$$

$$\land (\text{duration}(\text{in}(\text{green})) \leq max_g)$$  \hspace{1cm} (4)
A Real-Time Profile for UML and How to Adapt It to SDL 69

The composition of the timed automata associated with all constraints\(^{10}\) is given in Fig. 5. The traffic light never turns green without traffic and stays green a limited amount of time. In order to make sure that even with permanent traffic on all directions each light turns green after at most \(\text{max}_g\) time, the order in which the lights turn green cannot be chosen non deterministically\(^{11}\). Instead of choosing some fixed order, we propose a more flexible solution based on a dynamic priority, initialized arbitrarily to

\[
\text{init}(\text{priority}) = \text{forall } j \ (\text{priority}(j) := j) \tag{5}
\]

and updated each time \(\text{TLCP}(i)\) changes to green by

\[
\text{update}(i, \text{priority}) = \text{forall } j \ (\text{priority}(j) := (\text{if } j = i \text{ then } 0 \text{ else } \text{priority}(j) + 1)) \tag{6}
\]

that is, the longer a light remains red, even in the absence of traffic on its lanes, the higher its priority gets, allowing occasional traffic to pass quickly without disturbing lanes with heavy traffic.

Figure 6 shows a possible run for 3 directions, depending on traffic. If permanent traffic is present on all directions, each traffic light spends the maximum time in red and in green (the first period in Fig. 6). If there is no traffic on direction 2 before the end of the nominal green phase, its light turns red earlier. If no traffic is present on some direction (here 2), even if it has the highest priority, it passes its turn keeping its priority.

The timed traffic light behavior is defined by the conjunction of the behaviors defined by Fig. 4 and Fig. 5. It cannot be directly translated into SDL by replacing \(\text{clocks}\) by time stamps, for two reasons:

\(^{10}\) The red and green phases alternate, and traffic cannot go away in the red phase.

\(^{11}\) To allow a non deterministic choice, the condition for turn green must also depend on the waiting time of all the TLCP\((i)\).
– the use of urgency is essential to obtain the expected behavior
– SDL transitions represent actions or activities that might take time, whereas
timed automata transitions represent events: instantaneous state changes.

An actual traffic light satisfying all the constraints can finally be implemented
in different ways. One consists in introducing signals trued/falsed(traffic) and
timers for the $\epsilon$ waiting period. A second solution consists in a process scanning
every $\epsilon$ for changes of the traffic variable, where the length $\epsilon$ of the cycle is
induced by the required minimal reaction time. Notice that the cycle length is
not necessarily constant: during the red phase, it depends on the precision with
which one wants to determine the time of traffic occurrence, and, as long as the
minimal waiting time ($min_g$, $min_r$) has not been reached, there is no need to
scrutinize for changes of traffic at all.

Choosing $max_g = max_r/(N - 1)$ allows constraint (1) to be respected. Never-
thless, in the case of high traffic on all lanes, no flexibility is possible: the
only solution satisfying all the constraints consists in turning the lights green
in a round robin fashion. A smaller value of $max_g$ would allow modification of
the priority rules and to provide additional green phases to those lanes with the
highest traffic.

Another flexibility could be obtained by not a priori fixing the maximal length
of the green phase: there is no need to quit the green phase if there is no traffic
on any other line. This can be done by relaxing constraint (4) when there is no
traffic on any other line.

Notice also that the proposed solution using a global variable priority would
be made easy by the introduction of a flexible notion of global priority in SDL.

5 Discussion: Adapt this Profile to SDL

SDL already contains most primitives for dealing with time. Nevertheless, SDL
suffers from some deficiencies which are discussed in this section.

SDL does not offer the possibility to define local time. Timers are less pow-
erful as they cannot be periodic and they cannot express clocks which “tick”
periodically, where ticks are consumed instantaneously or lost. The extension
of SDL with more powerful timers and UML clocks has already been proposed
previously [12, 36]. Also the introduction of local time is straightforward by hav-
ing a different now attached with each “locality”. The values of different local

---

Fig. 6. A Possible Evolution of Traffic Lights over Time
times need not evolve strictly synchronously, but by respecting some specified
drift, offset, . . . . Nevertheless, explicit modeling of local clocks should be avoided
whenever possible, and the uncertainty on the relative speed or values of local
clocks expressed in terms of uncertainties on the occurrence times or durations.

In SDL, it is left open how concurrent activities are sequentialized (when they
do not run in a distributed fashion). It is however specified that activities within
a process agent are executed in a run-to-completion fashion. This makes the
definition of “interrupts” in principle impossible. It has been proposed (see [12])
to use the exception mechanism of SDL, which can be considered as a kind of
exception to the run-to-completion principle, for the definition of interrupts.

Our main concern is the expression of time constraints on execution times and
durations between events. The SDL semantics says that time passes in actions
and not in states\textsuperscript{12}, but no means is provided to specify constraints on the time
passed in actions. Waiting can be forced by means of timers and time guards. Existing
tools implement a different interpretation: As in MSC or timed automata,
“atomic” parts of transitions are viewed as \textit{instantaneous events}. Moreover, time
passes only where explicitly required by waiting conditions. This view allows the
expression of time \textit{constraints} by means of time guards, decisions and explicit
\textit{error states}. Nevertheless, such error states do not exist in SDL, and they make
the models cumbersome. Moreover, some of the identified events, such as “re-
ception of a signal in the input queue” has no syntactic representation and can
therefore not be constrained.

Alternatives for the expression of time constraints exist, which can be ex-
tended in such a way as to serve our purpose.

\textbf{MSC:} is an event based formalism allowing the expressing of constraints on
time elapsing between events. By introducing instances of agents which are
implicit in SDL, such as the input queue of a process or the agent associated
with a process set, all introduced events can be represented. MSC is already
used in practice to express time constraints on SDL specifications. But MSC
is not expressive enough for this purpose. For example, MSC does not allow
the expression of constraints of the form \textit{if} the entire scenario in between
two constraint events occurs, \textit{then} the time constraint \textit{must} hold, otherwise
no constraint is imposed”. Live Sequence Charts (LSC) [33] are more pow-
erful as they allow expression of such implications by means of \textit{cold} event
occurrences and \textit{hot} time constraints.

An extension of MSC, with the concepts of LSC would be very useful and
allow the expression of timed scenarios in practice. Notice however, that
scenario based formalisms can be very cumbersome when the number of
possible alternative scenarios is high or when only events at the interface of
a single agent are constrained, and they should not be the only means for
expressing time constraints.

\textbf{Annotations:} Some tools allow the expression of duration constraints on ac-
tions in the form of special comments. The inconvenience is that each tool
defines its own notation and semantics.

\textsuperscript{12} Editorial note: This is obviously \textit{not} the case. While waiting in a state time passes.
Annotations (using the event names and duration expressions defined in Sect. 3.3) are convenient for simple constraints associated with processes tasks, signals, . . . specifying execution times of tasks or durations such as response times, process execution periods . . ., because they occur (for example) in contracts specifying interfaces. These annotations can take the form of special comments, but their syntax and semantics should not be left open as a tool issue.

Observers: Some SDL tools provide the facility to define observers as a means for defining constraints and properties. Observers allow constraints to be imposed on occurrences of events as in MSC. They can also observe and constrain the global state of the observed system, and then look almost like SDL processes. Observers are a very powerful means for expressing properties and constraints, but exist only in particular tools. SDL does not provide any standard notation for them.

Triggers for observers are any of the defined events, and they define constraints on their occurrence time using time stamps (such as now − t ≤ 3) or the duration expressions defined in Sect. 3.3 (such as duration(ev; now) ≤ 3). To define properties and constraints, they may use the error states mentioned above or an explicit urgency as in timed automata.

So that modeling languages can be used in practice, it is very important that the user has the freedom to express time constraints in the most convenient manner, depending on each situation. For this reason, all three above mentioned approaches are useful. Separation of functional specification and timing information is motivated by the fact that timing information is mostly platform or implementation dependent, and makes it easier to adapt the time related specifications to a different platform. In all three types of formalism, we distinguish between constraints which are part of the definition of the system, and properties which must be derivable from the system definition and constraints.

To take into account scheduling and deployment related information, new notations have to be introduced in SDL. The simplest way is almost the one proposed in QSDL [11]. At the architecture level, a list of resources with an attribute defining their preemptibility is defined. For block and process agents as well as tasks, it is specified on which resource they are executed. Inner agents and tasks run on the same resource, if not otherwise stated. Scheduling policies are defined by keywords, such as RMA or EDF, or by priority rules. They are attached to resources or agents in a hierarchical fashion. Within a process, priorities are defined between transitions or their triggers, and within a block, they are defined between sub-agents. Priorities may be dynamic, where dynamic priorities can be specified in a declarative way (that is, depending on some precondition) or by means of an observer (attached to the concerned agent) that explicitly updates priorities depending on the observed states and events.
Perspectives of Simulation and Validation

In Sect. 3.2 we have already discussed the simulation issue: any SDL model with time constraints can be simulated. This is an important property, because this means that such a model can be used for model based testing.

Obviously, any interesting property is in general undecidable on an SDL specification due to infiniteness of data domains, and unbounded message buffers and agent creation. Nevertheless, the verification of time related properties can often been done on a finite control abstraction: that is, a system with finite data domains, bounded message buffers and bounded agent creation. A number of interesting verification problems are decidable on such a finite control abstraction under the conditions that in the timed automata obtained by translation: clocks can only be reset to zero, stopped and restarted; and the only allowed tests are comparisons of clock values or differences of clock values with constants. This means that the only allowed constraints imposed on events are Boolean combinations of comparisons of the type “duration since the occurrence of some event lays within an interval” or “the difference of occurrence times between two passed events lays within an interval”.

MSC constraints are in this restricted set: they constrain only intervals on occurrence times of events or durations between pairs of events and timers.

Observers satisfy the restrictions if they use only constraints that are Boolean combinations of interval constraints on expressions of the form $\text{duration}(e_1,e_2)$. An alternative, is using time stamps of the form “$t := \text{now}$” and comparisons of the form “$\text{now} - t \in [2,3]$” or “$t_2 - t_1 \in [2,3]$”. The general time stamping mechanism – which allows the comparison of time distances with different end points as in “$(\text{now} - t_2) \leq (t_2 - t_1)$” used in auto-adaptive algorithms – is more expressive but outside the decidable set.

Schedulers make use of integrators: they imply clocks used for counting execution time which are stopped when the process is suspended and restarted when it becomes executing again. Decidability is preserved if only interval constraints on such integrators are tested, which is typically the case when worst-case execution times and deadlines are specified.

There exist several tools based on timed automata allowing some verification under the above mentioned restrictions, such as Hytech [24], the Kronos/IF tool [25, 26] and Uppaal [28].

Let us consider a number of relevant time related verification problems:

- Consistency checking of a time constraint system and verification of properties expressing requirements of the same kind, that is interval constraints on distances between events are very similar in nature, and can be done with the same tools.

Notice that, when execution time constraints and deadlines are specified, and several concurrent behaviors are executed on the same resource, consistency checking and verification includes schedulability checking.

Or first-duration$(e_1,e_2)$ or any of the predefined duration expression. Notice that pipeline-duration poses a problem when no bound on the maximal number of concurrently active constraints can be given a-priori.
Incomplete specifications, as in Figure 3, are problematic, as they may require backtracking during simulation. Under the before mentioned restrictions, the verification algorithm does synthesize for any transition the weakest constraint guaranteeing the satisfaction of all future constraints. When constraints are not “cyclically overlapping”, completing an incomplete sequential specification can be done in linear time, even when interval bounds have parameters. This is useful for simplifying simulation, even in the case where the overall system is infinite.

Nevertheless, constraint propagation can be done automatically with a reasonable effort only within a sequential behavior defined by an agent or a small set of agents. In general, budgeting over concurrent agents, must be provided by the user.

Notice that in the case where the intervals defining constraints are closed, there always exists an exact discretization. Thus which time model is used is not important. In practise, dense time leads often to more tractable models.

What to do when the system does not satisfy the requirements making the verification problem decidable? As long as all constraints are expressible by linear inequalities on time points or durations, the above mentioned verification problems are “semi-decidable”. That is, successor sets can still be computed and termination detected, but there is no guarantee that the underlying model is finite and the verification procedure terminates. For these systems, one can still hope that the actually generated model is finite and small enough to be verified. Other remedies consist in using approximations of fixpoints or approximations based on reformulation of the constraints so that they can be analyzed by the above mentioned tools which use a more restricted internal representation than general linear inequalities.
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Appendix: Predefined Events

The set of predefined events which can be used in time-constraints are the following ones. Moreover, the user can define additional events by means of “named” instantaneous skip actions (corresponding to SDL informal tasks) The events associated with an operation call are:

1. **Invoke**: emission of the call request;
2. **Receive**: reception of the call by the provider
3. **Accept**: start of the actual processing of the call by the provider;
4. **Invokerturn**: emission of the return reply;
5. **Receiverturn**: reception of the return by the caller;
6. **Acceptreturn**: consumption of the return\(^\text{14}\).

Events associated with a signal exchange are:

1. **Send**: sending a signal;
2. **Receive**: reception of the signal by the target (i.e. when the signal is added in the queue);
3. **Consume**: start of treatment of the signal (triggering of transition or the moment the signal is discarded).

The events associated with an action are:

1. **Start**: starting time of the action;
2. **End**: termination time of the action;
3. **Startend**: simultaneous start and an termination of an instantaneous action.

The events associated with a transition of a state machine are:

1. **Start**: starting time of a transition;
2. **End**: termination of a transition (and entering the next state);

The events associated with a state of a state machine are:

1. **Entry**: time at which a state is entered;
2. **Exit**: time at which a state is exited;

The change events associated with Boolean conditions are:

1. **Trued** time at which the condition becomes true;
2. **Falsed** time at which the condition becomes false.

The events associated with timers and clocks are (some of can be seen as synonyms for some other kinds of events described above):

1. **set/reset/start/stop** (a timer or clock): events corresponding to the instantaneous actions defined for timers and clocks;
2. **Occur**: reaching of timeout time and notification of timeout;
3. **Tick**: equivalent to occur, but related to clocks;
4. **Consume**: timeout or tick consumption.

\(^\text{14}\) In blocking call semantics Acceptreturn it is the same as Receiverturn or Invokerturn.
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1 Introduction

From a system engineering point of view, MSC connectors have been introduced as a means for describing interfaces and the interactions between components [1, 2, 3, 4]. System development today is more and more based on the composition, configuration, and re-use of components. Thus, interfaces or, more precisely, the interactions between the components, are a focal point in each development. In particular for system families, where a group of related products (products with the same main characteristics but differentiating features) are derived from a set of common assets, a description technique is needed which is capable to clearly specify the interactions between components, because they are (1) the basis of component selection, (2) prerequisite for an efficient component adaptation, and (3) the starting point for any system family evolution when new components have to be constructed in a way that ensures their compatibility with the components already existing in the asset space. Within such a system engineering context, MSC connectors are mainly viewed as a means to describe the interactions occurring between MSC components which usually are represented by MSC references or decomposed instances [5, 6, 7].
However, MSC connectors can be exploited not only for the description of and the reasoning about component interactions, but also as a well-suited means for determining the message flow between arbitrary constructs in any MSC. Like MSC references, which are used to structure MSCs by combining instances and describing related sequences of events on the appropriate abstraction level, MSC connectors may be used to abstract interaction sequences and to structure the message flow. Considerations with respect to this level have originally been stimulated by the development of a graphical format for TTCN-3 [8, 9] and the attempt to replace the complex and not much used MSC gate concept by a more intuitive mechanism [1, 3].

This paper focuses on the second kind of connector usage, where MSC constructs rather than MSC components are considered. Nevertheless, the component oriented view of MSC connectors and their usage for “interface engineering” should be kept in mind. Connectors are based upon one concept and both ways of connector usage rely on the same principles. The actual connector definitions however may very well look rather different. For the connection of components, various component interfaces are combined to form an interaction protocol between several components. The association of the connector with the available component interfaces thus becomes an important issue. For the connection of MSC constructs, simple interaction abstractions are needed which can be easily adapted to a concrete message exchange. The development of appropriate connector patterns will be crucial in this case.

In this paper, the basic connector concept (as presented in [2, 3]) is enhanced and further elaborated. The connector semantics is presented in a less formalistic but rather more graphical manner which facilitates the perception of the essential features. The semantics is extended to multiple connector applications with additional rules. The failure of connector applications is discussed. The necessary specialization of the connector application for the various “connectable” MSC constructs is presented. Section 2 describes briefly the building blocks of the MSC connector concept: environmental instances, MSC connector definition with external instances, MSC connector application and connector semantics. Section 3 discusses in more detail the application of connectors to the individual MSC constructs with the respective additional rules. Section 4 provides a conclusion and an outlook together with a list of issues still open.

2 The MSC Connector Concept

In this paper, we focus on MSC connectors as a concise and easy means to describe message flow abstraction between arbitrary (structural) MSC constructs. As interaction abstractions, connectors are obviously intended to be applicable more than once. To enable this multi-usability, they have to have features that allow their adaptation to slightly changed application contexts. These features are the external instance mapping and the message mapping (see Sect 2.3). Message mapping allows abstraction from concrete message names in the connector
definition. The external instance mapping identifies for each connector endpoint which messages of the connected MSC construct go through the connector.

Connected MSC constructs have to be comprehensible even if not viewed together with the connector. So it seems natural that messages originally intended to be exchanged via a connector with another MSC construct are considered to be sent to or received from the environment as long as the MSC construct itself is not viewed in its full (connection) context. To achieve a flexible association of connectors with MSC constructs, we need a structured environment. This concept – another slight extension to MSC-2000 [6, 7] – is provided by the environmental instances.

2.1 Environmental Instances

The MSC environment as currently defined in the standard is a monolithic construct. We propose to structure it into several, logically distinct environments, each with its own name, the environment identifier, and described by its own environmental instance axis. The concept behind the standard MSC environment still remains valid. It is now referred to as general environment, does not have a particular name, and is, as it was, represented by the MSC diagram frame. Due to the environment semantics, there is no message exchange between environmental instances or between environmental instances and the general environment.

The environmental instances are discriminated from the normal, so-called internal instances by the keyword env in the instance header (see Fig. 1a). There is no event ordering on environmental instance axes. To visualize this also in the graphical form, we draw the environmental instance axis as dashed line.\(^1\) The environmental instances of an MSC together with its general environment form a partitioning of the total environment. Thus, each message event in the (total) environment belongs to exactly one environmental instance or to the general environment.

In some cases, particularly within nested operator expressions, the introduction of additional environmental instances may rather blur the clarity of the MSC diagrams. So, two alternative representations are proposed: the so-called arrow mechanism and the so-called attached environment identifier. In both alternatives, the message arrow is drawn between (internal) instance and environment frame (as done in the standard MSC). For the arrow mechanism, a small arrow and the environment identifier is attached to the message name and the optional parameter list (see Fig. 1b). For the other variant, the environment identifier is attached to the arrow endpoint at the diagram frame (see Fig. 1c). These variants may help to produce intuitive and clear MSC diagrams, however, their use is not acceptable if the environment is already at the same time represented as instance axis.

\(^1\) In [2, 3] it is proposed as solid line; the change was suggested by several reviewers.
2.2 Connector Definition

MSC Connector definitions present a potential interaction behavior. The “actual” behavior only comes into existence through the connector application (see Sect. 2.3). To point to the slight differences, MSC connectors are distinguished from MSCs by their own keyword `con`. Syntactically, MSC connectors can nevertheless be seen as a variant of the MSC reference definition [4]. The same constructs that constitute the MSC references are also available for the definition of MSC connectors.

There is, however, an additional construct: to comprehend the interaction described by a connector, the connected entities need to be represented. This is done by the so-called `external` instances. They are distinguished by the keyword `ext` in their instance header (see Fig. 2).

It should be emphasized that, albeit external instances will be related to environmental instances during the connector application (see Sect. 2.3), they are quite different: external instances resemble the standard instances in all respect (save the `ext` keyword). In particular, they show the usual event ordering which is needed to reflect the behavior of the connected MSC constructs.

Figure 2 also shows an internal instance. Internal instances are used to incorporate interaction services into connector definitions for components. In the case of connecting arbitrary MSC constructs, internal instances may be rarely relevant.

---

2 In the component-oriented view, external instances represent connected component roles or interfaces. For connecting MSC constructs, external instances can be understood as proxies for the behavior of the constructs that is visible to the connector.
2.3 Connector Application

MSC connectors can be applied to MSC references, MSC reference expressions and decomposed instances, but also to plain instances with their co-regions, inline operator expressions and the environment.

The MSC connector application is syntactically expressed by a special graphical symbol: a double lined arrow (see Fig. 3a). This seems to adequately express that a connector can be viewed as a kind of high-level message. The obligatory connector name is attached to the arrow symbol. The external instance mapping associates the environmental instances in an connected MSC construct with the respective external instances in the connector. In Fig. 3a, the external instance mapping is expressed by \( E \leftarrow X \) and \( Y \) beneath the arrowheads at each connector endpoint. The message mapping identifies message names in the connector with the messages in the connected constructs. An example is given also in Fig. 3a by the expression \( [c \leftarrow z; d \leftarrow y] \) which identifies the messages \( z \) and \( y \) in the connector definition with the respective messages \( c \) and \( d \) in the definition of the decomposed instances \( A \) and \( B \) in Fig. 3b.

The MSC connector application eventually describes the exchange of messages between the so-called connected instances in the connected MSC constructs. Connected instances are the instances, which exchange messages with environmental instances, that are associated with external instances in the connector by the external instance mapping. The respective messages are called connected messages. They are supposed to go through the connector.

MSC connectors are capable of connecting more than two MSC constructs. Branching points in the connector arrow allow the drawing of appropriate connector applications; for more details see [2].

**External Instance Mapping** The external instance mapping identifies for each endpoint of the connector symbol how the environmental instances of the connected MSC construct are to be associated with the external instances of the MSC connector. A specified message exchange with an environmental instance thus becomes a message exchange through the connector via the associated external instance.
In analogy to the graphical presentation of the connector, we propose to denote a decomposed instance with a double lined instance axis.

**Fig. 3.** MSC Connector $C$ Connecting the Decomposed Instances $A$ and $B$

In the simplest case, the external instance mapping associates two instances that bear the same name. This can be seen in Fig. 3, where the external instance $Y$ in $C$ is associated with the environmental instance $Y$ in the decomposed instance $B$.

Equally simple is the case, where external and environmental instances are considered corresponding albeit they are differently named. An example can also be found in Fig. 3, where the association between the environmental instance $E$ of the decomposed instance $A$ with the external instance $X$ of connector $C$ is expressed by the simple mapping $E \leftarrow X$.

Identifying one external instance in the connector with one environmental instance in the MSC construct, is very likely to be sufficient to describe the external instance mapping in most cases. If there are two or more pairs of external and environmental instances to be associated, this is written as $E_1 \leftarrow X_1; E_2 \leftarrow X_2$ with $E_i$ environmental and $X_i$ external instances.

Sometimes the situation may be slightly more complicated. Admittedly, this is more likely the case when several component variants of a product family are combined by an MSC connector. Yet, if a connector defining a certain interaction abstraction is intended to be applicable to a large number of MSC constructs without restrictions, some more flexibility is necessary. Therefore several external instances in the connector may be mapped onto one environmental instance (the connector provides the possibility to distinguish between several interacting MSC constructs which, in the current application, are all subsumed by the unstructured one that is actually connected). Alternatively, one external connector instance is mapped onto several or even all environmental instances of a connected MSC construct. This means, the more fine grained and better structured
MSC construct can nevertheless communicate by the given connector (being used in a different context, the refined structure of the MSC construct however is probably necessary).

The general definition of the external instance mapping takes into account the need for this flexibility, but ensures the correctness of the association:

\[\text{For each connector endpoint and the respective MSC construct, a non-empty subset of a partition of the external connector instances has to be mapped injectively into a partition of the environmental instances of the MSC construct. There is no message exchange among instances of the same partition element.}\]

In Sect. 2.4, where the connector semantics will be discussed, we will see that each defined association between a set of external connector instances and a set of environmental instances in the MSC construct actually identifies the respective partial behavior of the MSC construct and the connector that has to be merged in order to determine the behavior of the entire connector application.

More details about the external instance mapping can be found in [2, 3] where also several shorthand notations are defined.

**Message Mapping** The message mapping adapts the message names of an MSC connector to its application context and thus allows definition of interaction abstractions without referring to concrete message names. It provides a rather sophisticated procedure to rename so-called *external connector messages*: that is, those messages in an MSC connector which come from or go to an external instance. The message mapping is enclosed in square brackets and attached to the connector symbol (see Fig. 3). The mechanism allows specification of several substitution alternatives, one of which has to be applied. Due to a lack of space we do not elaborate on the message mapping here. More details about it can be found in [2, 3] where also shorthand notations are discussed.

**2.4 Connector Semantics**

The behavior defined by a connector application is the result of a merging of the behaviors specified by the MSC connector and the MSC constructs. The *basic* merging procedure can be defined in the following manner:

\[\text{Each connector in/out message event on an external connector instance has to be identified with a corresponding equally named in/out message event that is received from, respectively sent to one of the environmental instances in the connected MSC that are associated to the external connector instance through the external instance mapping. The message mapping has to be performed prior to the merging.}\]

For this merging procedure, it is assumed that messages with identical names also have to correspond with respect to their parameters. The explicit definition of this correspondence will be detailed in a later paper.
The Merging Procedure  MSC connectors as well as connected MSC constructs may contain inline operator expressions, co-regions, or other structural concepts. Each of them represents a complex behavior usually including several alternatives. Merging the behavior of connector and MSC constructs will thus result in merging behavior alternatives. Obviously, only a few “corresponding” branches of the respective connector and MSC construct behavior can fit together. To determine the behavior of the connector application requires identification of the behavior alternatives that can be merged.

According to the MSC-2000 standard Z.120 [6, 7], a basic MSC describes the causal ordering of the contained communication events which can be provided suitably by a partial order semantics. This semantics can be extended in a straightforward manner to MSCs containing structural constructs by using sets of partial orders which are interpreted as alternatives using the delayed choice operator [10].

For the definition of the merging procedure, the notion of events and actions play a crucial role. Actions (which are identified as message types\(^3\)) and their possibly recurring occurrences, the message events, have to be strictly distinguished. Several message events identified by the same message name (that is, related to the same action) may occur within one MSC. Therefore, labeled partial orderings are chosen as the underlying structure for the formal MSC connector semantics [10]: A labeled partial ordering (LPO) is a structure, consisting of a set of events, a reflexive, anti-symmetric and transitive order relation on this set of events, and a labeling function that provides the mapping of the event set onto the corresponding set of actions, which are essentially the message types, as already stated above.

According to this approach, it is assumed that the MSC connector and each of the connected MSC constructs are represented by a set of LPOs. These LPO sets have to be mutually merged whereby in general only a few combinations fit together, in which case they are called consistent. There is no merging result for non-consistent combinations (the merging procedure is considered to have failed in this case). The set of consistent LPOs represents the resulting behavior of the connector application.

The main step for the definition of the connector semantics is thus, to characterize the appropriate merge functions which map the events in the LPOs of the connector and the connected MSC constructs onto the events of the merged behavior. Obviously, a merge function has to preserve the message events of the connected MSC constructs with their labeling and their ordering; it also has to preserve the internal message events of the connector and the thereby defined labels and orderings; and eventually, it has to identify the corresponding message events on the external instances of the connector with connected message events on the corresponding connected instances. Thus, merge functions turn out to be partially identity mappings, but at their heart they are based upon bijective

\(^3\) Message types are declared by a name, the direction indication ("sending" or "consumption"), and possibly further information (as, for instance, timing constraints).
mappings between external and corresponding connected message events which are called external event mappings.

External event mappings carry the external instance mapping over to LPOs. For each basic statement of the external instance mapping in a connector application, which is given as \( E_1, \ldots, E_n \leftarrow X_1, \ldots, X_m \) we identify a set of external message events \( M_X \) in the given connector LPO and a set of connected message events \( M_E \) in the given LPO of the connected MSC construct. \( M_X \) collects the message events occurring along the connector instances \( X_1, \ldots, X_m \). \( M_E \) consists of message events corresponding to messages from and to the \( E_1, \ldots, E_n \). Each mapping from \( M_X \) to \( M_E \) is called external event mapping. Obviously, only bijective external event mappings can contribute to the merging of the behavior of a connector and a connected MSC.

However, to simply use arbitrary bijective external event mappings would (in general) not yield a correct merging (labeling and ordering preservation requirements might be violated). Further constraints have to ensure that the result of the merging is again an LPO. Thus, we require that a merge function has to be consistent. This means, it has to show the following three properties:

(a) Compliance with the external instance mapping;
(b) Message type consistency;
(c) Ordering consistency.

Using the MSC connector application given in Fig. 3, we now will show (a) how the merge functions can be constructed out of the external instance mapping (thus, they are naturally compliant with it), (b) that message type consistency requires the correspondence of the labeling of the identified message events, and (c) that ordering consistency ensures that the merge procedure has not produced a violation of the event ordering.

The first step for determining the behavior of a connector application is to apply the message mapping to all LPOs of the connector. Since the message mapping allows for alternative substitutions, the number of resulting LPOs may increase.

In the next step, one LPO of each of the connected MSC constructs and one of the connector LPOs (after message substitution) have to be merged. This step eventually has to be repeated until all possible combinations are exhausted. In addition, there may exist several consistent merge functions for one combination. All of them have to be determined. The collected results of the merging procedure then define the behavior of the connector application.

In the example connector application of Fig. 3, MSC A, MSC B and connector C are each described by one LPO only (see Fig. 4). The external instance mapping for the application of C at the side of the MSC construct A determines which external messages in the connector can possibly be merged with which connected messages in A. The external instance mapping is defined by \( E \leftarrow X \). Thus, the connector message events \( M_X = \{ C-X: \text{send } b, C-X: \text{receive } c \} \) on the instance \( X \) are associated with the connected message events \( M_E = \{ A-I_2: \text{send } b, A-I_1: \text{receive } c \} \) on instances \( I_1 \) and \( I_2 \) which are exchanged with the
LPO representation of the connector application of Fig. 3. Message events are represented by rectangles inscribed with the labeling and an additional indication of instance axis and MSC construct, to which the event belongs. The partial order relation is denoted by solid arrows. Message mapping or interaction with an environmental instance is indicated above/below the respective message events.

Fig. 4. Labeled Partial Order (LPO) Representation: Connector Application

environmental instance $E$. This provides for two bijective external event mappings between these sets of message events: $f_{A1}$ and $f_{A2}$ (they are depicted in Fig. 5 and Fig. 6, respectively). For the connector application to MSC $B$, we have $M_X = \{C-Y: receive d, C-Y: send c\}$ associated with $M_E = \{B-I_3: receive d, B-I_3: send c\}$ with again two external event mappings $f_{B1}$ and $f_{B2}$ (to be also found in the same figures).

The merge functions are constructed out of the partially defined identity functions on the LPOs of the connected MSC constructs and a partially defined function on the connector message events which itself is a composition of the partially defined bijective external event mappings and the identity on the inter-

Consistent merge function defined by $f_{A1}$, $f_{B1}$ and the identities $id_A$, $id_B$, and $id_C$.

Fig. 5. The Only Consistent Merge Function for the Connector Application of Fig. 3
nal connector events. Thus, in our example we construct four merge functions by combining the $f_{Ai}$ with $f_{Bj}$ and the identities $id_A$, $id_B$, and $id_C$, $i,j \in \{1,2\}$ (see again Fig. 5).

Message type consistency means that the message types of the message events identified by an external event mapping coincide: the identified message events in the connector and in the MSC construct refer to the same action by showing the same message name and the same input/output indication.\(^4\) Obviously, $f_{A2}$ and $f_{B2}$ do not fulfil this requirement (see Fig. 6), so a merge function in which they are involved is not message type consistent.

Ordering consistency simply requires that the merge function, which actually produces the union of the ordering relations of the MSC connector and the connected MSC constructs, yields a relation which is, together with its transitive closure, again an ordering relation. This holds for the only merge function in our example which is message type consistent and hence, we have shown that the connector application of Fig. 3 defines the overall behavior as shown in Fig. 7.
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\[\text{MSC D}^{exp} \]

LPO representation of the behavior of the connector application in Fig. 3, derived through the consistent merge function given in Fig. 5. MSC $D^{exp}$ is the result of the merge procedure, rewritten as MSC.

Fig. 7. Labeled Partial Ordering Representation: Connector Application

\(^4\) If we take into account message parameters and timing constraints this rule will be slightly modified. To elaborate the full details is however still part of our future work.
Multiple Connector Applications to an MSC Construct. The merge procedure is very sensitive to the number of events that are identified by the external event mappings. Because they have to be bijective, it is evident that the number of the thereby associated external and connected events has to be the same. Otherwise, there is no valid merge function. If no other merge function proves to be consistent, as it is the case in Fig. 8, the connector application fails.

To consider the connector application in Fig. 8 as failed is justified. Applying connector C to A via the environmental instance $E_A$ “binds” this environmental instance: it is no longer part of the “environment”, that is, part of the system boundary. The connector application made it internal (actually, $E_A$ is going to disappear) and a leftover message to $E_A$ does not make any sense.

This observation makes it obvious that (1) the application scope of a connector application has to be determined unambiguously, and (2) the connector

---

Fig. 8. Failing Connector Application due to a not Covered Message to Instance $E_A$

Fig. 9. Joint Application of Two Connectors and the Result of their Merging
semantics has to be adjusted to multiple connector applications to the same MSC construct.

The application scope of a connector application is basically given by the entire MSC construct. Only for plain instances and the like constructs, a “point-like” application (such as a message event) is defined. The application scope will be discussed in greater detail in Sect. 3.

The application of two or more connectors to an MSC construct can be done in arbitrary order, as long as the sets of environmental instances that are associated with the respective external connector instances are mutually disjoint (see Fig. 9). In this case, the respective connected events are uniquely related to one connector only and thus, no conflict arises when the bijective external event mappings are determined.

If connector applications, however, share environmental instances in their external instance mappings, then connectors very likely have to share connected message events. In this situation, we can no longer require independent bijective external event mappings as basis for the merge function but we have to consider those external event mappings with disjoint images that together form a bijection.

In Fig. 10, the external instance mappings $E_1, E_2 \leftarrow X_1$ for $C_1$ and $E_1 \leftarrow X_2$ for $C_2$ share the environmental instance $E_1$ in $A$. The respective external message events for $C_1$ and $C_2$ are $M_{X_1} = \{ C_1 \cdot X_1: \text{send } a, C_1 \cdot X_1: \text{send } b \}$ and $M_{X_2} = \{ C_2 \cdot X_2: \text{send } a \}$. Corresponding connected message events are $M_{E_1/E_2} = \{ A \cdot I_{A1}: \text{send } a, A \cdot I_{A1}: \text{send } b, A \cdot I_{A2}: \text{send } a \}$ and $M_{E1} = \{ A \cdot I_{A1}: \text{send } a, A \cdot I_{A2}: \text{send } a \}$. Since $M_{E1/E2} \cap M_{E1}$ is not-empty, we have to prevent the joint
association of both connectors with the same message event. To achieve this, we
must not consider the individual external event mappings
\[ F \equiv \{ f: M_{X1} \rightarrow M_{E1/E2} \} \quad \text{and} \quad G \equiv \{ g: M_{X2} \rightarrow M_{E1} \} \]
in isolation, but we have to find external event mappings \( f \in F \) and \( g \in G \), such that \( (f \circ g): M_{X1} \cup M_{X2} \rightarrow M_{E1/E2} \cup M_{E1} \) is a bijection. As a further requirement, of course, \( f \) and \( g \) have still to be message type consistent. In our example, we can find two such pairs: \((f_1, g_1)\) with \( f_1 \) identifying the “send a” events on \( X_1 \) and \( I_{A1} \) and the “send b” events on the same pair of instances, and \( g_1 \) mapping the “send a” of \( X_2 \) onto the “send a” on \( I_{A2} \). In the other pair \((f_2, g_2)\), “send a” on \( X_2 \) is identified with the “send a” on \( I_{A2} \) by \( g_2 \) and \( f_2 \) identifies the remaining “send a” events on \( X_1 \) and \( I_{A2} \) (the mapping of the “send b” events is the same as for \( f_1 \)).

As it can be seen in Fig. 10, there is no distinction made with respect to the placement of the connector application symbol when it comes to determining the merge function. Actually, the example was chosen in a way that any strict ordering of the connector applications does not make sense: the two “send a” events are unordered themselves. Starting the connector application \( C_1 \) with one of them (regardless which one) does not give it precedence over the \( C_2 \) application. However, things can be different. If we look at Fig. 11 (which presents a slight variant of the connector application in Fig. 9), we see that MSC \( D_1 \) actually resembles an alternative with respect to the order in which the message \( a \) is sent to the decomposed instances \( B_1 \) and \( B_2 \). This may very well be wanted (there are many ways to uniquely express the desired ordering of this message exchange, one is shown in Fig. 9, where the distinct environmental instances ensure the “correct delivery”; another possibility would be to define the message exchange with one connector which preserves the ordering of the sent events).

To avoid any ambiguities, we propose an explicit connector application ordering which optionally may be added to a connector application. It is expressed by a natural number placed in parentheses above the arrow head of the connector application symbol (see MSC \( D_2 \) in Fig. 11).

To define an ordering among connector applications only makes sense if their external instance mappings share some environmental instances. The respective external event mappings can be considered as a tuple of mappings that together form a message type consistent bijection. We assume, that these external event mappings are numbered according to the respective application ordering. If \( \text{LPO}^\text{T} \) is the transitive closure of the labeled partial ordering of the MSC construct to which the connectors are applied, and \( \lambda \) the respective labeling function, we can define:

An \( (f_1, \ldots, f_n) \) of external event mappings as characterized above is application ordering preserving, if and only if for any message event \( e \) and \( e' \) holds:

\[ \lambda(f_i(e)) = \lambda(f_j(e')) \land (f_i(e), f_j(e'))) \in \text{LPO}^\text{T} \Rightarrow i < j. \]

This means, that if two external event mappings identify two connected events with the same message type, and if these connected events are in an
ordering relation due to the ordering of the MSC construct, then this ordering corresponds to the ordering defined for the connector application.

The definition of the merge function consistency has to be adapted accordingly.

Connector application ordering is only relevant in the rather marginal case where multiple connector applications are intertwined due to common environmental instances in the external instance mappings. We defined the application order preservation mechanism to have a consistent treatment and an unambiguous definition, but we do not advocate its usage. Application guidelines for MSC connectors may discuss whether it should be allowed to occur in a reasonable design or not.

**Failing Connector Applications** Connectors describe the potential interactions of the connected MSC constructs. This implicitly implies, that not all possible interactions are necessarily realized. However, a connector application defines an interaction and thus, at least one of the thereby determined interaction patterns has to be accomplished.

Which behavior alternatives of the connected MSC constructs can be combined with which alternatives of the connector behavior, is determined by identifying the consistent merge functions. If no behavior combination with consistent merge functions can be found, then the connector application fails.

The failing of a connector application may not be confused with a connector application resulting in an empty behavior (that is, an LPO set containing only \((\emptyset, \emptyset, \emptyset)\), the empty LPO): the failing of the connector application is an irregu-
Fig. 12. Definitions of MSC connectors and decomposed instances, used in Figures 13-15

larity; the empty behavior may be an acceptable behavior (not to interact is a possible interaction pattern) – if specified within the connector.

Figures 13-15 exemplify the subtle differences between a plain message exchange via a connector, the empty connector behavior and a connector application failure and how connectors and MSC constructs have to be built in mutual dependency to achieve (or avoid) the respective effect. The figures are based upon a very simple scenario: a message a should be sent from the decomposed instance A to decomposed instance B via connector C.

Fig. 13a reflects this situation exactly: A sends message a to the environmental instance X, B receives a message a from its environmental instance Y, and the connector C conveys a message a from external instance X to external instance Y. The exchange of message a between A and B is achieved. In Fig. 13b, C is replaced by connector C2 which offers two behavior alternatives: (1) “sending a (on X), then receiving a (on Y)” and (2) the empty behavior. A and B however “insist” on the message exchange (that is, there is no merge function for the empty behavior of C2) and the potential optionality in C2 is not exploited.

In Fig. 14a, sending and receiving a is declared optional in A and B, respectively. Without connection between both entities, we obviously have four possible behavior combinations: A either sends or sends not, and B either receives or receives not message a. Without connector, of course, any exchange of message a is only done with the respective environments X and Y in A and Y in B. Applying connector C1, any optionality of the message exchange disappears. This connector actually insists on a message exchange. If we however allow an optional exchange of message a between the external instances X and Y, as is done in C2 (see Fig. 14b), the optionality can be exploited. A and B have of course to opt in the same way.

In Fig. 15b, in which A optionally sends a message a, but B optionally expects a message b, it is obvious that the established connection can only result in neither sending a nor receiving b. The connector applications in Fig. 15a fail completely due to message incompatibility between A and B or the exclusion of the empty behavior by C1.

Figures 13-15 stress the difference between failing connector applications and connector applications without interaction. If connector applications fail in these examples, it is always due to the impossibility of finding the necessary consis-
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Fig. 13. Connector application variants I (definitions of \(A_1, B_1, C_1\) and \(C_2\) in Fig. 12)

(a) no cons. merge functions for LPO\(_i(A_2), \) LPO\(_i(C_1), \) LPO\(_k(B_2)\) \(1 \leq i, k \leq 2, i \neq k\)

(b) no cons. merge functions for LPO\(_i(A_2), \) LPO\(_j(C_2), \) LPO\(_k(B_2)\) \(1 \leq i, k \leq 2, i \neq k\)

Fig. 14. Connector Application Variants II (defs. of \(A_2, B_2, C_1\) and \(C_2\) in Fig. 12)
tent merge functions. However, particularly in the context of multiple connector applications, unwanted results may occur which are not ruled out through the impossibility of finding consistent merge functions. To exclude such cases, additional rules will be defined. But this is still ongoing work and will be presented later.

3 Applying MSC Connectors to MSC Constructs

The previous section described the general rules for the connector application. This section discusses particular properties of the connector applications for respective “connectable” MSC constructs. Thereby, it suggests itself to form the following four groups:

- **Connector applications to MSC references, MSC reference expressions and decomposed instances.** The main principles for these kind of connector applications are already described in the general connector application definition in Sect. 2.3. A few additions are discussed.
- **Connectors applied to plain instances.** Connector applications to the general environment or to environmental instances also belong in this group as well as the application of a connector to a co-region.
- **Connectors applied to inline operator expressions.** This comprises the connector applications to \texttt{seq}, \texttt{alt}, \texttt{par}, \texttt{loop}, \texttt{opt} and \texttt{exc} operators.
- **Connectors applied within connectors to external instances.** This provides for the possibility of composing connectors out of other interaction patterns (of course, themselves defined as connectors).

3.1 Connecting Decomposed Instances, MSC References and MSC Reference Expressions

The examples illustrating the MSC connector concept in Sect. 2 are based upon decomposed instances. We could have chosen MSC references as well. For both
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Fig. 16. A Typical Connector Application to an MSC Reference. $D_1$ expands to $D_1^{exp}$

constructs, the connector application presents itself completely alike. For decomposed instances, the application scope is the entire instance; the application scope of MSC references and MSC reference expressions is also the entire entity.

MSC $D_1$ in Fig. 16 shows the application of connector $C$ to the MSC reference $R_1$. Thereby, the external instance $Y$ in $C$ is associated with the environmental instance $E_R$ which is “local” to $R_1$ and not visible in $D_1$. Environmental instances defined “globally” in $D_1$ cannot be used for a connector application to $R_1$ – even if they pass $R_1$, since they represent the interface of $D_1$ to its outside. Such a situation is reflected in Fig. 17: The MSC reference $R_2$ connects $R_1$ to the environmental instance $E$ which is global in $R_2$ (for the application of connectors to environmental instances, see Sect. 3.2). The MSC reference $R_2^*$ presents a variant: the environmental instance $E_R$, which is globally defined in $R_2^*$, also passes $R_1$; thus, the message exchange in $R_1$ with the environment $E_R$ becomes now a message exchange with the environment of $R_2^*$ and is therefore visible in the application of connector $C$ in $D_2^*$.

For MSC reference expressions, connector applications are handled analogously to MSC reference applications, since MSC reference expressions can immediately be transformed into corresponding MSC references, describing the behavior by the respective inline expressions.

3.2 Connecting Plain Instance Axes and the Environment

The semantics definition in Sect. 2.4 describes the application of an MSC connector to an MSC construct as merging message events on external connector

Two variants for the interaction of a “global” environmental instance and the MSC reference $R_1$. MSC $D_2$ and MSC $D_2^*$ both expand to MSC $D_2^{exp}$.

Fig. 17. Example of Fig. 16 Continued
Fig. 18. MSC Connector $C$ Applied to Plain Instances $I_1$ and $I_2$. $A$ expands to $A^{exp}$

instances with corresponding events on connected instances in the MSC construct. Which events are to be merged and which instances are the connected instances is determined by the external instance mapping and the environmental instances of the MSC construct.

With plain instances, connector application is different. There is no additional environment and there are no connected message events to be matched with those in the connector. But if we recall that connectors serve as an interaction abstraction – that is they represent a possibly complex exchange of messages – it becomes obvious that the application of a connector to a plain instance can only mean to insert exactly that behavior into the plain instance that is specified for this endpoint by the connector. The insertion point is the point where the connector is attached to the instance axis. All the events of the plain instance above the insertion point are before the inserted events, all events below are after them.

In Fig. 18, the external instance $X$ in the MSC connector $C$ is identified with the plain instance $I_1$ and thus, after reception of message $m$, message $a$ is sent and afterwards, message $b$ is received at this instance. On $I_2$, the external instance $Y$ is inserted, thus establishing the event sequence receiving $a$, sending $b$, and sending $n$ for this instance.

The formalism for the external instance mapping is slightly modified: it only lists the external connector instances that are inserted into the plain instance. If two or more external instances are listed, then the behavior to be inserted is not totally ordered; consequently, the “insertion point” is altered to a co-region with a generalized ordering that reflects the ordering defined by the external instances on their respective message events.

Figure 19 provides an example for this. The application of connector $C^*$ inserts the two external instances $X_1$ and $X_2$ into the plain instance $I_1$. The insertion is order preserving, thus, sending message $a$ and receiving message $c$ remains ordered on $I_1$, whereas the reception of message $b$ is not ordered.

The application of a connector to a co-region is also rather simple: The connector application as a whole is not ordered with respect to the other events within the co-region, however, the ordering of the external instance events specified by the connector has to be preserved by adding the necessary general ordering. An existing general ordering between the events in the co-region that are
not related to the connector application is not influenced at all. For an example see Fig. 20.

Environmental instances and the general environment are treated like plain instances. A connector application simply means the insertion of the respective connector events on the environment. Because the events are not ordered on the environment, we need not care about keeping ordering relations defined by the connector. An example is given in Fig. 21.

3.3 Connecting Inline Operator Expressions

The connector application scope of inline operator expressions is the entire operator expression, including all operands. This means, that a connector is applied to all alternatives defined for an `alt` operation or to all executions of a `loop` construct, etc. The environmental instances are treated in the same way as they were treated in MSC references. An environmental instance that starts and ends outside the operator expression is considered global (in particular, if there is a message exchange with parts of the MSC outside the operator expression). Global environmental instances cannot be used for connector applications to the inline operator expression, as, for instance, the instance \( E \) in Fig. 22. Only

MSC connector \( C \) (as defined in Fig. 18), connecting a co-region on instance \( I_2 \) with the plain instance \( I_3 \). MSC \( A \) expands to MSC \( A^{\text{exp}} \). The general ordering relation within the co-region establishes the ordering of the two connector events “sending \( a \)” and “receiving \( b \)”\); the reception of message \( e \) remains unordered.

Fig. 20. Connecting a Co-region and Plain Instance
MSC connector \( C \) (as defined in Fig. 18) connecting the plain instance \( I_1 \) with either the environmental instance \( E \) (in MSC \( A_1 \)) or the general environment (in MSC \( A_2 \)). MSC \( A_1 \) and MSC \( A_2 \) expand to MSCs \( A_1^{exp} \) and \( A_2^{exp} \), respectively.

**Fig. 21.** Connecting a Plain Instance to an Environment

Environmental instances restricted to the operator expression itself are acceptable for this purpose (which are, again in Fig. 22, expressed using the “arrow mechanism” \( a \rightarrow X \) for messages \( a \) to the environment \( X \)).

If a connector application should be restricted to only one operand (for instance, for the \texttt{alt} or the \texttt{par} operator expression), then it is necessary to restrict the environment involved in the connector application to this operand, too (see Fig. 23).

Connectors can be defined as “concrete connectors” with a particular connector application in mind. In this case, they will specify exactly the required interaction. Or they are defined as an interaction pattern applicable in many cases after adaptation to the concrete situation by an appropriate message mapping. Figure 24 demonstrates this variability. The two connectors in Fig. 24 actually are quite different. \( C_1 \) allows the alternation of the two messages \( a \) and \( b \) and thus corresponds exactly to the behavior specified by the connected alternative construct in MSC \( A_1 \). Connector \( C_2 \) describes only the exchange of one message between the external instances. Not until the connector is applied, can it be seen that an alternative is involved. The message mapping, that defines the substitution of the external connector message \( x \) with either \( a \) or \( b \) makes the alternative possible. The resulting MSC behavior is in both cases the expected alternative sending of message \( a \) and message \( b \).

Figure 25 presents the connection of a \texttt{loop} construct to an MSC reference with a slightly differently structured loop. The connector itself specifies the re-

---

**Fig. 22.** MSC Connectors \( C \) Applied to an \texttt{alt} Operation. (\( A \) expands to \( A^{exp} \))
Fig. 23. MSC Connectors $C$ Applied to each Operand of an alt Operation Separately ($A$ expands to $A^{exp}$)

Repeated exchange of a message from external instance $X$ to external instance $Y$. The message mapping identifies the messages $a$ and $b$ as being exchanged. Due to the loop parameters given in MSC $R$, also the number of loops becomes restricted for the connected loop construct in MSC $A$, as is shown in $A^{exp}$.

The connector $C$ in Fig. 25 can be seen as a very “universal” connector, because it may apply in many cases. It will be part of our future work to identify interaction structures that can serve as the most useful connectors between MSC constructs and to analyze their properties.

3.4 MSC Connector Applications in MSC Connector Definitions

Also external instances in connector definitions can be associated with (other) connectors. The external instances are treated like plain instances (see Sect. 3.2 and Fig. 26).

4 Conclusion and Outlook

Within this paper, a further elaborated semantics for the connector concept and rules for the connector applications to the “connectable” MSC constructs have been presented. The enhancement of the semantics applies to both areas of envisaged connector application, that is, to the field of component oriented development and interface engineering where connectors serve as specifications.

Fig. 24. Variants of the Representation of Alternative Behavior by Connectors
of interaction protocols for components, as well as to the modularization and abstraction of the message exchange on the MSC construct level where connectors are intended to provide an easier approach than the gate concept [11].

Further semantics extensions are needed to include message parameters and the MSC timing concepts. Both extensions seem to be straightforward and will be provided as a next step.

Deriving static rules for connector applications with certain properties and the definition of MSC connectors as interaction patterns for MSC constructs is also still ongoing work. In the context of system family engineering where connectors are considered as a specification means for interface protocols, they are used as a methodical approach to analysis and evolution of component interactions with variation points, which is crucial for product derivation and product line development.
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Abstract. In 1997, the SDL-pattern approach was introduced to the scientific community. Since then, the approach has been improved in many ways. In particular, the pattern pool has been extended to cover a variety of distributed systems and communication protocols, a notation to define patterns has been added, and the methodology for pattern-based system design has been refined. Based on the results of more recent case studies, the approach has been assessed as consolidated, and is currently being transferred to industry. In this paper, we present our experience of applying the SDL-pattern approach in an industrial environment, the development of a UMTS call processing system, a part of the Radio Network Controller (RNC). Furthermore, the benefits of applying the approach are evaluated in this context and quantified.

1 Introduction

Design patterns\cite{Gamma95} are a well-known approach for the reuse of design decisions. In\cite{Grammes2003}, a specialization of the design pattern concept for the development of communication protocols, called SDL patterns, has been introduced. SDL patterns combine the traditional advantages of design patterns – reduced development effort, quality improvements, and orthogonal documentation – with the precision of a formal design language for pattern definition and pattern application.

Usually, a number of advantages are associated with design patterns, such as reduced development effort and improved design quality. This, however, remains a theoretical claim unless practical evidence is provided. For industry, it is essential to have an evaluation that quantifies both costs and benefits of a new

\* This work has been partially supported by Deutsche Forschungsgemeinschaft (DFG) as part of Sonderforschungsbereich 501, Development of Large Systems with Generic Methods.
approach before applying it in a project. In an industrial cooperation, we have done this kind of evaluation, and for the first time can present strong evidence that the SDL pattern approach has the potential of improving design quality by a significant reduction of design errors. This in turn leads to a reduction of rework, therefore cutting development costs and shortening time-to-market.

In Sect. 2 we briefly survey the SDL pattern approach. We describe our strategy for transferring the approach to industry in Sect. 3. In Sect. 4, an excerpt of the RNC-pattern pool, a proprietary pool consisting of project-specific SDL patterns, is presented. Section 5 presents the evaluation of the RNC-pattern pool and assesses its potential impact on the RNC project. We summarize our experience in Sect. 6.

2 The SDL-Pattern Approach

The SDL-pattern approach \cite{3, 4} consists of the *SDL-pattern design process*, a notation for the description of generic SDL fragments called *PA-SDL* (*Pattern Annotated SDL*), a *template* and *rules* for the definition of SDL patterns, and an *SDL-pattern pool* for the communication systems domain.\(^1\) The approach has been applied successfully to the engineering and re-engineering of several communication systems, including the Internet Stream Protocol ST2+ \cite{5}, a quality-of-service management and application functionality for CAN (Controller Area Network) \cite{6}, and the customized communication system of the light control in a building \cite{7}. Applications in industry are in progress (for example see \cite{8}).

An *SDL pattern* \cite{2, 3} is a reusable software artifact that represents a generic solution for a recurring design problem with SDL as the design language. The main argument for this choice is that SDL \cite{9} is one of the few formal description techniques that are widely used in industry. One reason for this success is certainly the graphical notation, which supports the intuitive understanding of specifications. Furthermore, the availability of excellent commercial tool environments has contributed to the wide distribution of SDL in industry.

The SDL-pattern design process is part of an overall system development process, as shown in the left graph of Fig. 1. The starting point for the communication system design activity is a set of communication requirements, which is decomposed into a sequence of subsets (middle part of Fig. 1). The objective of this decomposition is to incrementally develop the SDL design specification by taking the subsets of the sequence into account one by one. Experience has shown that such a decomposition is usually feasible, with the length of the sequence (and thus the granularity of the design activity) varying according to the complexity of the communication requirements and the assumptions concerning the underlying communication service. The communication system design activity in Fig. 1 is based on this sequence, starting with the first subset and

\(^1\) Although the SDL-pattern pool has been developed in the communication systems domain, many of its patterns are of a more general nature, and can be applied in the design of distributed applications, too. For this reason and in order to emphasize the close relationship to the formal design language SDL, we call them *SDL patterns*. 
For each subset of communication requirements, several steps are performed. Firstly, an analysis of the requirements is performed. This leads to an analysis model, consisting of an architectural part described in terms of a UML object model and a set of collaborations described by message scenarios using MSC [10]. Note that each time additional requirements are taken into account, the analysis starts from the analysis model obtained so far, which is extended and/or modified. Based on the analysis model, an SDL design specification that meets the communication requirements is developed, which can in turn be refined into a sequence of steps. As with the analysis model, the SDL specification obtained for a given subset of communication requirements forms the context specification when the next subset is taken into account.

It is in the detailed design activity where SDL patterns are applied. Based on the analysis model, the designer searches the SDL-pattern pool for suitable SDL patterns, which he then selects, adapts, and composes (see right part of Fig. 1). The definition of SDL patterns supports the selection step based on UML class models and MSC use cases, which can be related to the analysis model. Next, the selected SDL patterns are adapted to fit the embedding context, yielding a pattern instance. Adaptation is restricted by constraints on the SDL context, and by renaming and refinement rules in the pattern definition, such that with each pattern application, certain properties are preserved. Finally, the pattern
instance is embedded into the context specification, leading to a modified SDL specification. Note that several SDL patterns may be applied simultaneously. Also, patterns can be applied sequentially. If, for some requirements, the pattern pool does not contain an adequate solution, the corresponding parts of the SDL design are developed in the conventional way.

3 Transfer to Industry

Currently, the SDL-pattern approach is being transferred to industry [8]. As it has already turned out, it is possible to phase-in the approach even into running projects. We have developed a strategy with short term and strategic objectives:

**Short Term Objectives:**

- Analyze existing SDL designs and develop a project-specific, proprietary SDL-pattern pool. This pool will contain modified versions of already existing SDL patterns and/or a number of new SDL patterns, and be built up gradually.
- Evaluate the project-specific SDL-pattern pool on the basis of existing trouble reports, and quantify the benefits of pattern-based development in terms of saved rework and shortened release times.
- Define problem-specific, pattern-based developer guidelines, and train an initial team of system developers.
- Gradually integrate SDL-pattern-based design into the ongoing development project (starting with the design review).

These first steps are scalable and can be taken with a small investment. Steps 1 and 2 will reveal whether the approach is useful in a given project, but have no influence on the running project whatsoever. Steps 3 and 4 are taken only if the results of steps 1 and 2 show evidence for a positive impact. Once the benefits are clearly visible, further objectives, in particular the reuse aspect, should be envisaged.

**Strategic Objectives:**

- Apply SDL patterns and pattern-specific checklists in further projects to reduce the number of defects. This will reduce rework and shorten release times.
- Build up a full-scale, evolutionary product-line experience base, containing SDL patterns, experience reports, and developer guidelines. This will minimize the loss of know-how inflicted by staff fluctuation.
- Use the product-line experience base, in particular by training project staff, fully incorporating developer guidelines into projects, and by integrating the SDL-pattern approach into projects. This will maximize the degree of reuse and lead to high-quality designs.

Further industrial transfer activities in progress address graphical tool support for the documentation and application of SDL patterns. This will further enhance productivity of developers as well as quality of system design.
4 The RNC-Pattern Pool

The RNC-pattern pool is a proprietary pattern pool, containing project-specific SDL patterns that represent experience from the RNC-project. It has been derived by analyzing the results of the ongoing UMTS call processing development of a RNC (Radio Network Controller), and packaging them into 8 SDL patterns. The patterns we have identified so far can be classified into 5 categories:

**Architecture Patterns** capture generic architectures and their refinements.

- Example: RncClientServer. This pattern captures a client/server architecture of a distributed system.

**Interaction Patterns** capture the interaction among peers, e.g., a set of application agents, or a set of clients with a server.

- Example: RncSynchronousInquiry. This pattern introduces a confirmed interaction (called inquiry) between two peers. After a trigger from the embedding context, an agent sends an inquiry and is blocked until receiving a response from the second agent.

**Control Patterns** deal with the detection and handling of errors that may result from the loss, delay, or corruption of messages, or from agent failures.

- Example: RncBlockingControl. Some procedures contain wait states that block a process until certain responses. If - due to design errors or message loss, for instance - a response releasing the process from a wait state is missing, the process will remain in that wait state, blocking resources as well as further functionality. This pattern introduces a timer-based mechanism that releases the process from its wait state.

**Management Patterns** deal with local management issues, such as buffer creation or message addressing.

- Example: RncBufferManagement. When a signal is passed between two processes, the signal parameters are stored into a buffer, and a buffer reference is sent instead. This reduces memory consumption and the number of data copies. This pattern addresses the correct management of buffers such that memory leaks, for instance, are avoided.

**Interfacing Patterns** replace the interaction between peers by interaction via a basic service provider. This may include segmentation and reassembly, lower layer connection management, and routing.

- Example: RncAtmAdaptationLayer5. A Radio Network Controller (RNC) communicates with other nodes (RNCs, Node Bs etc.) using various protocols (e.g., RNSAP, NBAP, RANAP) on top of ATM Adaptation Layer 5. This pattern provides a generic solution for encoding service data units (SDUs) and interface control information into protocol data units, the exchange of PDUs among specific protocol entities, and the decoding and forwarding of SDUs.

The definition of SDL patterns supports their selection during the protocol design. The result of the object-oriented analysis of requirements is an analysis model consisting of a UML class model and an MSC use case model (see below).
Comparing the structure and the message scenarios of SDL patterns against this analysis model strongly supports the selection of suitable patterns. As the number of patterns in a typical pattern pool is relatively small (10-30 patterns), and with additional information contained in the pattern pool (for instance, on cooperative usage) this should be sufficient for a proper selection.

The following excerpt from the SDL pattern pool illustrates how SDL patterns are defined. Items of the pattern definition template are underlined. Statements in [brackets] provide additional explanation.

**RncBlockingControl** [Each pattern is identified by a pattern name, which serves as a handle to describe a protocol design problem, its solution, and its consequences. The name raises the vocabulary of the protocol engineer to a higher level.]

**Intent** [provides a short informal description of the design problem and its solution]: Some procedures contain wait states, blocking the process until certain signals arrive and meanwhile suspending other functionality. This happens for example every time the RnCSYNCHRONOUSINQUIRY pattern is applied inside a procedure. If, because of communication, hardware or design errors, a signal releasing the process from the wait state is lost or never sent, the process may be trapped in this state forever, blocking resources and possibly blocking other processes that wait for responses from this process. RncBlockingControl introduces a timer-based mechanism that terminates the procedure when the timer expires, releasing the process from the wait state.

**Motivation** [gives an example for the pattern usage]: ...

**Structure** [is a graphical representation of the involved design components and their relations. Structural aspects before and after the application of the pattern are covered.]: The following UML class diagram shows the structural aspects of the design solution. Both the calling Automaton_A and the called BlockingProcedure are refined when applying the pattern. Procedures called directly or indirectly by BlockingProcedure are also refined.

**Message Scenarios** [illustrate typical behavior related to this pattern and thus complement the structural part.]: The following MSCs show generic usage scenarios addressed by this pattern:
SDL Fragment [describes the syntactical part of the design solution, which is adapted and composed when the pattern is applied. The notation used here is called PA-SDL (Pattern Annotated SDL), it defines the context in which the pattern is applicable, the permitted adaptations, and the embedding into the context specification.]: Timer ResetTimer is set before calling the blocking procedure and reset after the procedure returns. The procedure is refined by adding a transition triggered by timer signal ResetTimer to every state, terminating the procedure. The timeout case (timer signal consumed before procedure returns) is considered when deciding the next state of the automaton.

NOTE: If a timeout occurs but the timer-signal is not consumed inside the procedure (this can happen, if the timer signal is queued after a controlled signal), it is deleted from the queue immediately when the procedure returns by resetting the timer. Thus it cannot happen that a following instance of the RncBlockingControl pattern is terminated early by a ResetTimer signal remaining in the queue.

Syntactical Variants:

- **Procedures**: As a syntactical variant, procedures can be used to contain parts of the SDL Fragment. All necessary information must be passed to the procedure via formal parameters and the procedure must return necessary information via formal IN/OUT parameters or a return value.
- **Synonyms**: ResetTimerDuration can also be a synonym for a duration.
- **Inheritance**: The ResetTimer transition can be defined inside a different procedure that is inherited by every procedure containing a wait state. Making
the transition virtual allows redefining it inside these procedures, if more precise error handling is necessary.

Syntactical Embedding Rules [constrain the application of the pattern such that certain desirable properties are added or preserved.]: Assign a duration to ResetTimerDuration.

Semantic Properties [resulting from the correct application of the pattern.]: Under the Assumption that . . .

(A-1) ResetTimer is not set or reset in any branch of procedure BlockingProcedure.

(A-2) Every blocking procedure called directly or indirectly by BlockingProcedure is p-specialized like BlockingProcedure.

**Sufficient condition:** Every procedure containing a state is p-specialized like BlockingProcedure.

. . . the following Commitment holds:

(C-1) Procedure BlockingProcedure eventually returns.

Refinement [states rules for further redefining an applied pattern in accordance with the patterns intent.]: Normally, the pattern instance needs further
Refinement, e.g., error handling in case of a timeout. The following properties determine refinements of the RncBlockingControl pattern that are considered to be safe:

(R-1) Additional statements do not disrupt or bypass the thread of control from predefined input to predefined output statements.
(R-2) ResetTimer is not set or reset in any branch of procedure BlockingProcedure.

Additionally, if calls to new procedures with blocking states are introduced into BlockingProcedure or any procedure called by BlockingProcedure, these must be refined by adding a ResetTimer transition to each state according to the SDL Fragment.

Cooperative Usage [describes the usage together with other patterns of the pool.]:

- With RncSynchronousInquiry:
  Application of the RncSynchronousInquiry pattern inside a procedure introduces a wait state and makes it a blocking procedure. Such a procedure can be controlled by application of the RncBlockingControl pattern. Correct application of the RncSynchronousInquiry pattern should assure that the response arrives and the wait state is left, however for several reasons it can still happen that the response won’t arrive:
  - Hardware Error: When two RNCs participate in a synchronous inquiry and the RNC sending the response crashes, the inquiring RNC is blocked in a wait state.
  - Communication Error: Especially in case of RRC connections, the assumption that the basic service is reliable does not always hold. When the user moves into an area with no reception, the mobile phone cannot send or receive a response and the inquirer is blocked in a wait state.
  There is also the possibility of an incorrect pattern application (i.e. a design error).

- With RncSynchronousGroupInquiry:
  The statements made above also apply to the RncSynchronousGroupInquiry pattern.

Known Uses [documents where the pattern has been applied so far.]:

- UMTS RNC CP

  Checklist [documents the items to be checked during the design review. There is some overlap with the assumptions listed in Semantic Properties, which is intentional. Furthermore, the checklist is extended based on problems occurring during usage of this pattern.]:

  - BlockingControlAutomaton_A
    * ResetTimer is set directly before calling BlockingControlProcedure and reset directly after the procedure returns.
Industrial Application of the SDL-Pattern Approach

- All procedures in BlockingControlAutomaton_A containing a wait state are pattern-specialized as described in the SDL Fragment.

- BlockingControlProcedure
  - ResetTimer is not set or reset inside any branch of procedure BlockingControlProcedure (this includes any procedure called by the procedure).
  - An appropriate return value indicating an error is set in the ResetTimer transition.

5 Quantitative Assessment of the RNC Pattern Pool

The classical approach for a quantitative assessment of the RNC-pattern pool would be to conduct a controlled experiment, with two groups of developers designing the same system features, where one group applies RNC-patterns, and the other group proceeds in the traditional way. During the development, the design errors are recorded and assessed with regard to the required rework and their impact on release time.

Since controlled experiments require a substantial amount of resources, we propose a different approach to assess the benefits of RNC-patterns. The approach is based on the assumption that the past enables a sufficiently precise prediction of the future. In this particular case, the past manifests itself to some extent in the form of trouble reports, which are filed by the tester after detecting a defect. The proposed approach is to analyze these trouble reports and decide whether certain problems would most likely have been avoided, given the RNC-pattern pool. Based on an estimate of required rework, the benefits of RNC pattern usage are quantified.

In order to determine if a problem could have been avoided by applying the RNC-pattern pool, the checklists supplied with each pattern are used. For example, one of the evaluated trouble reports describes the following scenario (see Fig. 5): an inquiry is sent, and the sender waits for the response of the receiver. The receiver receives the inquiry in a state where it is neither saved nor explicitly consumed. According to the SDL semantics, the inquiry will be discarded, and no response will be returned to the sender. As a result, the sender will be dead-locked. This type of interaction is captured by the RncSynchronousInquiry pattern. The checklist of this pattern contains an item stating that "the inquiry is saved in all states of the response automaton that do not explicitly consume the signal", which is a sufficient condition to avoid the problem.

Therefore, this kind of defect should be found in a design review using the checklist supplied with the appropriate RNC-pattern.

To perform the analysis, a subset of the available trouble reports against a specific part of the SDL design is selected. First, the scope of the trouble reports is restricted to a subset of the UMTS call processing system, where SDL has been used for the system design. Second, the time period the trouble reports were raised is limited to a certain time span. Finally, only those trouble
reports related to design errors are selected. In our evaluation, this has led to a reasonably large set of trouble reports suited for the analysis (76 relevant trouble reports recorded over a period of one year).

For a defect, there are three important points in time: The time the defect was introduced, the earliest time the defect could have been discovered, and the time of actual defect discovery (see Fig. 5). We examine defects introduced during SDL design and SDL coding. Defects introduced during feature specification cannot be avoided by applying SDL patterns, and are therefore excluded.

The amount of rework needed to correct a defect described by a trouble report depends on the project phase in which the defect is discovered (see Fig. 5). Project experience shows that the amount of rework increases significantly the later the problem is found. In the UMTS call processing project, after the SDL design of a feature is complete, the SDL specification goes through different test stages, testing the feature itself and the integration of the feature at first on the development machine and later on the target machine. The amount of rework for defects found during the target machine tests is estimated to be twice as high as for defects found during tests on the development machine.

During the evaluation, we sort the trouble reports into three categories:

- **covered**: trouble reports that can be avoided by applying the checklists of the RNC patterns,
- **coverable**: trouble reports for which a RNC pattern that would make the described defects avoidable can be defined, and
- **not coverable**: trouble reports that can not be avoided by defining a RNC pattern.

The covered trouble reports are a subset of the coverable trouble reports.

The evaluation of the trouble reports yields the following results (see Fig. 5): 37% of the evaluated trouble reports were classified as ”covered”, 47% were classified as ”coverable”. This means, given a sufficiently large RNC-pattern pool, almost half of the trouble reports can be avoided. Even if we assume that a certain percentage of these defects would not be discovered in a checklist-
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Fig. 2. Defect described by a trouble report
based review, this would still be a significant reduction of defects, and thus an improvement of the quality of the design.

Of the trouble reports coverable by RNC patterns, the RNC-pattern pool covers 78%, despite its relatively small size. A closer look shows that the three most frequently used patterns cover already 61%. This indicates that the most important RNC patterns have already been discovered, and that the checklists supplied with these patterns are sufficiently complete. Also, it becomes evident that an extension of the RNC-pattern pool will only have a limited effect on coverability, as the remaining trouble reports are of quite different nature.

\[
est.\text{ saved rework} = \sum_{\text{trouble reports}} \frac{((\text{correct. effort} \times \#\text{release}) + \text{retesting})}{\text{total project effort (all phases)}} (1)
\]

After having identified the trouble reports that can be avoided by RNC patterns, we are going to estimate the amount of rework that can be saved by avoiding these trouble reports. In order to achieve this, we assign, based on project experience, an estimated amount of rework to each of these trouble reports. This amount depends on the time of defect discovery, as well as on the number of product releases affected by this trouble report. The estimated
total amount of saved rework is the sum of the estimated saved rework of the individual trouble reports.

Based on project data, an estimation of the total amount of work for the development of the evaluated part of the project can be obtained. By comparing this value to the estimated amount of saved rework, we can find out how much the total development effort could have been reduced by using a pattern-based development approach (see Equation 1). Based on the trouble reports covered by RNC patterns, we estimate the potential for saved rework to be 4.7% of the total development effort (6% based on coverable trouble reports). This is a remarkable result, especially for a large project like the UMTS call processing system.

The project effort in Equation 1 is the combined effort of the different development phases (analysis, several design and testing phases). The improvement
Table 1. Trouble reports and estimated savings by category

<table>
<thead>
<tr>
<th>Category</th>
<th>Coverable Trouble Reports</th>
<th>Covered Trouble Reports</th>
<th>Potential Savings (man-days)</th>
<th>Realized Savings (man-days)</th>
<th>Savings per Trouble Report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction Patterns</td>
<td>15</td>
<td>15</td>
<td>60</td>
<td>60</td>
<td>4,0</td>
</tr>
<tr>
<td>Management Patterns</td>
<td>9</td>
<td>8</td>
<td>42</td>
<td>37</td>
<td>4,6</td>
</tr>
<tr>
<td>Control Patterns</td>
<td>3</td>
<td>2</td>
<td>17</td>
<td>12</td>
<td>6,0</td>
</tr>
<tr>
<td>Interfacing Patterns</td>
<td>9</td>
<td>3</td>
<td>40</td>
<td>16</td>
<td>5,3</td>
</tr>
</tbody>
</table>

by SDL patterns is related to design and testing. No improvements are made and no additional effort is needed in the analysis phase.

Table 1 shows the results of the evaluation by pattern category. Most trouble reports are covered by interaction patterns, potentially saving up to 60 man-days with respect to the analyzed part of the UMTS call processing system. Control patterns have the highest savings per trouble report, implying that trouble reports covered by these patterns were raised later in the project, and thus were more expensive.

At the time of the evaluation, no trouble reports raised after deployment, i.e., during operation of the system, have been available. It can be safely assumed that defects discovered during operation are particularly expensive. Therefore, the given estimate is conservative in the sense that the actual savings in terms of rework may even be higher.

Additional effort is needed for introducing RNC patterns, e.g. for developer training and design review. However, this effort is small compared to the benefits of applying RNC patterns.

6 Experience and Conclusions

We have analyzed the results of an ongoing UMTS call processing project, and have defined a proprietary SDL-pattern pool, containing 8 SDL patterns. Several of them are sufficiently generic and can therefore be used in a wide range of projects. For example, RncClientServer is a generic pattern that captures the architecture of a client-server system. Other patterns, e.g., RncAtmAdaptationLayer5, are project-specific and therefore not applicable outside the RNC-CP project. In some cases, SDL patterns of the pattern pool of the Computer Networks Group, e.g., RncSynchronousInquiry, have been adapted with little effort.

The benefits of this pattern pool have been assessed by evaluating trouble reports raised during project development and maintenance. We found out that 37% of these trouble reports could have been avoided with the pattern pool, and that up to 47% of the trouble reports could be avoided with patterns. This would lead to a reduction of the development effort of 4,7% up to 6%. This is
a conservative estimation, since defects discovered after deployment that would further increase the development effort and thus the potential for a reduction could not be evaluated.

So far, the assessment of the industrial application of the SDL-pattern approach in the UMTS call processing development has shown very positive results. With the definition of an RNC-specific pattern pool, the quantification of the benefits of pattern-based development, and the introduction of RNC patterns into a branch of the running project, most of the short-term objectives have been achieved with favorable results. The training of an initial team of system developers has been approved. In a first step, it is planned to use the pattern-specific checklists in the design review.

To fully exploit the benefits of the SDL-pattern approach, graphical tool support for the definition, application, and documentation of SDL patterns will be needed. This will further enhance productivity of developers as well as quality of system design. Currently, we are preparing a tool prototype to demonstrate the feasibility of this kind of support.
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Abstract. The Use Case Map (UCM) notation is part of the User Requirements Notation (URN), the most recent addition to ITU-T's family of languages. UCM models describe functional requirements and high-level designs with causal scenarios, superimposed on structures of components. It has been shown that UCMs can be transformed into more detailed MSC scenarios. However, UCMs are not executable as such. Early validation and exploration of requirements could benefit from a transformation to a formal, executable language. This paper presents the results of an experiment combining existing tool-supported techniques for the generation of MSCs from UCMs and for the synthesis of SDL from MSCs. In particular, this experiment provides useful results on the current interworking of such techniques and on requirements for future generations of tools. Through a simple case study, this paper also highlights questions and partial answers on the complementariness of these languages, on the usefulness of the resulting SDL models, and on potential improvements on the approach and on the languages themselves.

1 Introduction

Generating designs and implementations automatically from requirements is an old dream of many system developers. However, for particular types of systems, notations, and purposes, this dream may be very close to becoming reality. This paper explores the potential for automated generation of SDL models from Use Case Map (UCM) requirements scenarios in the context of early validation of distributed systems.

The Use Case Map notation is one of the latest additions to the ITU-T family of languages. It is being standardized as a scenario notation part of the User Requirements Notation in the Z.150 series [1, 2]. UCM graphical models describe functional requirements and high-level designs with causal scenarios, superimposed on structures of components [3, 4]. UCMs are suitable for many requirements engineering activities and for dealing with abstract and intuitive representations of complex distributed systems. SDL is a well-established specification and design language that enables the execution and formal validation of models described as communicating state machines [5]. One of our goals is to combine the strengths of both languages.
In the scenario-driven development of distributed systems and services, it is important to leverage the investment in scenarios in order to generate systems rapidly, at low cost, and with a high quality. Constructing state-based behavioral models from scenarios that span multiple components is beneficial because this helps developers move from requirements to design in a systematic way. Such construction, whether analytic (i.e. manual, build-and-test approach) or synthetic (i.e. partially or fully automated), however raises many issues similar to those observed in the protocol engineering community [6]. The level of completeness, consistency, and formality of the source scenarios will influence what type of technique will be more suitable, e.g., analytic approaches are often more tolerant about the quality of the scenarios than synthetic approaches. On the other hand, synthetic approaches offer fast and deterministic transformations that are “correct” according to properties ensured by their construction algorithm, at the cost of less flexibility (e.g. non-functional requirements such as maintainability can hardly be considered during the conversion).

In the past ten years, many scenario-based construction techniques have been proposed (a recent survey of which is available in [7]). Most start from a scenario language that specifies component communication, such as Message Sequence Charts (MSCs) [8] or UML sequence diagrams [9]. The automated construction of design models from more abstract scenario notations such as UCMs or UML activity diagrams proved to be more challenging because communication detail is not explicit and must be inferred during the construction.

This paper does not introduce a new synthesis technique based on UCMs. Rather, it reports on experiments that combine existing work on the generation of MSCs from UCMs, and on the synthesis of SDL models from MSCs. Both parts are automated, and together they provide a continuous transition from requirements to design. For instance, the second release of the UCM Navigator tool (UCMNav 2, [10]) provides MSC generation capabilities while Telelogic TAU 4.4 integrates KLOCwork’s MSC2SDL synthesizer [11, 12].

Results from a case study (simple telephone system) will help us illustrate several problems faced during UCM→MSC→SDL transformations, in terms of existing practices and tool interworking. Section 2 first describes our source UCM specification, which contains a number of scenario definitions. The latter are used to produce individual MSCs (Sect. 3), which can be combined in various ways with a High-Level MSC (HMSC). Section 4 presents SDL models synthesized from these (H)MSCs. Several strategies aiming to solve language and tool interworking problems are explored along the way. Our main observations and recommendations regarding several concrete and important questions are found in Sect. 5, followed by related work and conclusions.

2 Source Use Case Map Model

The following UCM model describes the connection request phase in an agent-based telephony system with user-subscribed features. It was selected for this experiment because it covers most path constructs in the UCM notation, and
because it already contained a set of scenario definitions covering all the paths (see [10]).

2.1 Simple Telephony System

The root map in Fig. 1 gives an overview of the requirement scenarios that our system must support. Upon the request of an originating user (req), the originating agent will select the appropriate user feature (in stub Sorig) which could result in some feedback (notify). This may also cause the terminating agent to select another feature (in stub Sterm) which in turn can cause a number of results in the originating and terminating users.

The feature UCMs (see Fig. 2) are found two levels down. Stub Sorig contains the ORIGINATING plug-in whereas stub Sterm contains the TERMINATING plug-in. These sub-UCMs have their own stubs, whose plug-ins are user-subscribed features. In stub Sscreen we have:

- **OCS** (Originating Call Screening): blocks calls to people on the OCS filtering list.
- **TeenLine**: restricts call attempts during a specific period of the day (the active period). Callers with a valid PIN (if entered in a timely manner) have no restriction.
- **Default**: used when not subscribed to any other originating feature.

And in stub Sdisplay we have:

- **CND** (Call Name Delivery): displays the caller’s number on the callee’s device.
- **Default**: used when not subscribed to any other terminating feature.
Note that many plug-ins contain guarded alternative paths. The TERMINATING and CND plug-ins also use AND-forks, for concurrent paths. TEENLINE contains a timer (getPIN), reset by PIN-entered, and a timeout path. Each plug-in is also bound properly to its parent stub, i.e. stub input/output segments (IN1, OUT1, etc.) are connected to the plug-ins’ start/end points, as specified in Fig. 3. In addition, note that a plug-in can be reused in multiple stubs (e.g. DEFAULT), so the labels of the start/end points may differ from those of the stub input/output segments.

A component can contain nested sub-components, and plug-in UCMs can also contain components. The semantics is that the components and path elements in a plug-in UCM are allocated to the component containing the parent stub. For example, snd-req in Fig. 2d, which is a plug-in bound to stub Sorig in Fig. 1, is therefore allocated to component Agent:Orig. This is applicable at any level of nesting: checktime in Fig. 2f also belongs to component Agent:Orig (TEENLINE belongs to Sscreen, and ORIGINATING to Sorig).

Fig. 2. Simple Telephony System: Plug-in UCMs
ROOT UCM
Sorig Stub

ORIGINATING UCM. Condition: True. Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{success}, \text{OUT2}, \text{fail}]}

Sscreen Stub

TEENLINE UCM. Condition: \text{subTL}. Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{success}, \text{OUT2}, \text{fail}]}

OCS UCM. Condition: \text{subOCS}. Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{success}, \text{OUT2}, \text{fail}]

DEFAULT UCM. Condition: \neg (\text{subOCS} \lor \text{subTL}). Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{continue}]

Sterm Stub

TERMINATING UCM. Condition: True. Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{success}, \text{OUT2}, \text{fail}, \text{OUT3}, \text{reportSuccess}, \text{OUT2}, \text{disp}]

Sdisplay Stub

CND UCM. Condition: \text{subCND}. Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{success}, \text{OUT2}, \text{disp}]

DEFAULT UCM. Condition: \neg \text{subCND}. Binding: {[\text{IN1}, \text{start}], \text{OUT1}, \text{continue}]

Fig. 3. Selection Policies and Binding Relationships for Plug-in UCMs

Anchored components, which are shown with small diagonal lines (shadow) under the component, are handled differently. These are references to components existing outside the current scope. For instance, \text{User:Orig} in Fig. 2 makes reference to a component at the same nesting level as \text{Agent:Orig} (see Fig. 1), i.e. \text{User:Orig} is not contained inside \text{Agent:Orig}.

2.2 Scenario Definitions

UCMs integrate many individual scenarios. Scenario definitions are used to record and highlight particular scenarios represented as partial orders of UCM elements (i.e. sequence and concurrency are preserved, but alternatives are resolved). They make use of a path data model composed of global (Boolean) variables used on guarding conditions. A scenario definition contains an identifier, a name, initial values for the global variables, a list of start points, and (optionally) post-conditions expressed using the global variables.

Fifteen scenario definitions are summarized in Fig. 4. The first four variables are used to guard the various OR-forks found in the plug-ins (see Fig. 2a, e, and f), \text{getPIN\_timeout} is used to force a timeout at the \text{getPIN} timer, and the last three are used to define the selection policies found in the dynamic stubs (i.e. they indicate whether a user is currently subscribed to a feature, see the conditions in Fig. 3). Four scenarios use two start points (\text{req} and then \text{PIN\_entered}). No post-conditions are necessary here.

Together, these scenarios cover all the paths found in our UCM model. The next section discusses how they are used in the generation of MSCs.

3 Generation of (H)MSCs from UCMs

A tool-supported procedure for generating MSCs from UCMs was described by Miga et al. in [10]. This section presents the results of its application to our example UCM. We also discuss two potential HMSCs that can be used to combine the individual MSCs during the synthesis of the SDL model.
### Variables

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>Busy</th>
<th>OnOCSList</th>
<th>PINvalid</th>
<th>TLactive</th>
<th>getPIN_timeout</th>
<th>subCND</th>
<th>subOCS</th>
<th>subTL</th>
<th>req</th>
<th>PIN-entered</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCbusy</td>
<td>T</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>BCsuccess</td>
<td>F</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCSbusy</td>
<td>T</td>
<td>F</td>
<td>-</td>
<td>-</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCSdenied</td>
<td>F</td>
<td>T</td>
<td>-</td>
<td>-</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCSsuccess</td>
<td>F</td>
<td>F</td>
<td>-</td>
<td>-</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNDdisplay</td>
<td>F</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCS_CNDdisplay</td>
<td>F</td>
<td>F</td>
<td>-</td>
<td>-</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TL_CNDActiveBusy</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TL_CNDActiveDisplay</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TL_CNDnotActiveBusy</td>
<td>T</td>
<td>-</td>
<td>F</td>
<td>-</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TL_CNDPINInvalid</td>
<td>-</td>
<td>-</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>TL_CNDTimeOut</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TL_CNDnotActiveDisplay</td>
<td>F</td>
<td>-</td>
<td>F</td>
<td>-</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLnotActiveSuccess</td>
<td>F</td>
<td>-</td>
<td>F</td>
<td>-</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLActiveSuccess</td>
<td>F</td>
<td>-</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 4.** Simple Telephony System: Scenario Definitions

### 3.1 MSC Generation with UCMNav

The generation of MSCs from UCMs requires that the paths be allocated to components (this is the case in our example), that scenario definitions be provided, and that a traversal mechanism be used. The latest version of UCMNav (2.1.1) improves upon the mechanism used in [10] by supporting scenario definitions with multiple start points and post-conditions. Responsibilities can now also modify the values of the global variables using Boolean expressions; however there is no need in our particular UCM model for responsibilities to modify these variables. The traversal mechanism is also more in line what the path traversal guidelines proposed in the draft Z.152 document [4].

For each scenario definition in Fig. 4, UCMNav produces an individual MSC by traversing the UCM from the specified start point and selecting alternative branches and plug-ins in dynamic stubs according to their guarding conditions. At a branching point, if more than one condition evaluates to true (non-determinism), or if all conditions evaluate to false (deadlock), then the traversal stops with an appropriate error message. This validation step and the fixes needed to solve such problems are done prior to the generation of MSCs (in our example, we start from an UCM without such errors). The traversal also preserves the concurrency introduced by UCM AND-forks, as well as synchronizations of concurrent paths.
Fig. 5. Two MSCs Generated by UCMNav (#02 and #01)

Fig. 5 shows two of the fifteen scenarios generated with UCMNav. UCM start points and end points are converted to messages, responsibilities to actions, components to instances, and guarding condition labels to MSC conditions. These MSCs show a flattened view of the scenarios, and the hierarchical structure of UCMs with stubs and plug-ins disappears. Concurrent path segments in UCMs are captured explicitly using the PAR in-line expression. The conversion from UCMs to MSCs also ensures that names are preserved, but they may be slightly modified to satisfy Z.120 syntax rules (e.g., User:Orig becomes User:Orig).

Abstract messages (m1, m2, ...) are added by the converter to preserve the causal relationship expressed by UCM paths that span multiple components. These messages could be refined with more descriptive names and details during design, but they are sufficient as is for early validation purposes. Partial ordering (dashed arrows in MSCs) could have been used instead of messages in order to refine inter-component causality, however the resulting MSCs would be useful simply as requirements scenarios, not as design artifacts used in the synthesis of communicating systems. Also, we are not aware of synthesis tools that can use partial ordering in lieu of messages.

The information highlighted in dashed ellipses will be discussed in Sect. 4.

3.2 Two Strategies for the Generation of HMSCs

The MSC2SDL synthesizer embedded in Telelogic Tau accepts HMSCs as input, and we would like to explore the impact of different strategies providing such models from UCMs. Our first strategy consists in constructing a default HMSC that integrates all the MSCs as independent alternatives (Fig. 6a). This is easily automatable.
Fig. 6. HMSCs for Two Alternative Integration Approaches
The HMSC in Fig. 6b illustrates our second strategy, where the individual MSCs have been manually analyzed to extract common parts and to compose them. The first messages of any two sibling MSCs (who share the same predecessor) are different. Each path from the start to the end point corresponds to a scenario specified by an original MSC (for instance, the scenario #09 is highlighted in both HMSCs). The rationale for considering the second strategy is that the source UCM model already integrates the scenarios, and this integration is lost during the conversion to individual MSCs. The HMSC Fig. 6b will be used to assess the need for and worth of a labor-intensive integration of MSCs before the synthesis. Other potentially valid HMSCs exist, but we felt that these two extremes (unstructured and structured with no overlap) would be sufficient to study the impact of integration and structuring aspects.

4 Synthesis of SDL Model from HMSCs

The MSC2SDL synthesizer used in this experiment (previously known as the Most tool [13, 12]) has several constraints on the type of MSCs acceptable as input, and consistency among the MSCs produced by UCMNav needs to be improved. Manual modifications of our MSCs are hence discussed in Sect. 4.1. A series of SDL models synthesized according to different strategies is then presented in Sect. 4.2. Remarks on the impact of the various strategies explored are given in Sect. 5.

4.1 Modifications to Input MSCs

Several modifications to our input MSCs appeared to be required in order to enable the synthesis of SDL models. The first two categories are mainly syntactical whereas the last three are mainly concerned with semantic aspects of the MSCs produced by UCMNav:

- All action names in the MSCs must start with the TASK keyword. UCMNav does not generate them, as they are not required by Z.120 or by Telelogic TAU. However, the synthesis does not seem to work without their presence (see Fig. 5a).
- UCMNav transforms UCM timers into MSC timers, but it uses the syntax of MSC2000, which seems to cause some incompatibility with TAU and with MSC2SDL. The TAU syntax for timers was hence used (and is now supported in UCMNav 2.1.1).
- Each abstract message generated by UCMNav is unique within one MSC, and the identification number (m1, m2, ...) is incremented by one for each message. However, these messages are used inconsistently across a set of related MSCs. For instance, message m2 is used in the two MSCs of Fig. 5 for two very different purposes: one leads to the sending of a busy signal whereas the other causes a ringing signal. Such inconsistent use of message names is confusing for any type of synthesis, and UCMNav should in fact...
Fig. 7. Sequential MSCs Resulting from the Removal of the PAR in Fig. 5a

ensure that message names are used consistently across the scenarios. In our example, m2 in Fig. 5b had to be renamed m3. There were many other such updates required in our fifteen MSCs.

– Although an appropriate MSC condition is generated each time a branch is selected in a UCM (to preserve traceability), conditions capturing the selection of particular plug-in maps in a dynamic stub were never generated in the MSCs. For instance, when the CND plug-in is selected in stub Sdisplay, there should be a CDN condition added to the Agent.Term instance in the corresponding MSC scenario. These conditions proved to be useful in avoiding the synthesis of SDL models that are unnecessarily more non-deterministic than the initial UCMs.

– KLOCwork’s MSC2SDL synthesizer does not support the PAR in-line expression, which is used extensively by UCMNav when converting concurrent paths. Consequently, we removed the PAR statements from our MSCs. Many such MSCs can result from the interleaving of actions and messages in parallel sections of a PAR statement. In this study, we limited our synthesis experiment to cases where only one sequential refinement is used (top part followed by the bottom part), and then where two such refinements are used (by swapping the bottom part of the PAR statement with the top part, see Fig. 7). We imposed this limitation on ourselves in order to avoid a combinatorial explosion in the number of MSCs so generated (note that this is not a language issue).

4.2 SDL Synthesis with MSC2SDL

Several synthesizing strategies were experimented in order to investigate their impacts on the final SDL models. The first system synthesized was from the independent alternative HMSC (see Fig. 6a). In the process of extracting the common parts of the scenarios to produce the structured HMSC found in Fig. 6b,
it was discovered that a condition (indicating that the CND plug-in was selected) was missing from an original scenario and this was retroactively added. With the two consistent sets of HMSCs and MSCs, two SDL systems were generated. As an example, Fig. 8 shows an SDL process generated by this mechanism (with the message and process names traceable to the UCM). Surprisingly, the two resulting SDL systems turned out to be identical.

The synthesizer did not take into consideration the values of the variables used by the selection policies or by the OR-forks and expressed as conditions in our MSCs. After the experiment, we found out that conditions with values need to be provided in a very explicit and specific way to the synthesizer for them to be converted to suitable SDL code. However, even without values, the conditions are used to match MSC segments in the synthesizer.

After analysis, the SDL systems were shown to have the potential to produce what the Tau validator called a “deadlock,” although it is more properly identified as livelock blocking since there may be messages in the queue. The cause is an SDL state (BCSUCCESS_1) that accepts no inputs, and saves all signals (see Fig. 9). This results in continuous preservation (without discarding) of the signal(s) in the SDL input queue. This state was reached via an “any” non-deterministic branch from the initial state. The MSC2SDL synthesizer generates such states in many situations, and this is not related to the semantics of UCMs.

The next iteration was to include two sequential MSCs with different interleaving of messages for each MSC with a PAR in-line expression generated by UCMNav (as discussed in the previous section). Eight such MSCs were hence added to our initial set of fifteen, and the HMSC in Fig. 6a was updated accordingly. Our goal here was to evaluate the impact of the removal of the PAR statements from the original MSCs. It turned out that the resulting SDL system no longer had the “any” problem in the process AGENT_TERM. The effect can
be seen in the two state diagram overviews in Fig. 10, where the extra transition from the initial has disappeared (being generated automatically by the synthesizer, the names of the states are usually different).

The next iteration involved adding a transition in the independent alternative HMSC from the end of the scenarios back to the start, to simulate a system that runs continuously. This led to the discovery of an unspecified reception, as a message (PIN.entered) that was not accepted accumulated enough copies in an SDL input queue to cause an overflow (Fig. 11, left). This problem was then fixed by adding an additional message (enter_PIN) to the input MSCs covering TeEnLine scenarios (e.g. right MSC in Fig. 11). This message constrained the input of PIN.entered, which could have been received by the originating agent before
the connection request (req). This solution should in fact be also reflected in the TeenLine UCM (Fig. 2), where the PIN\text{entered} start point is not constrained.

We also experimented with the synthesis of an SDL model without any HMSC. Curiously, despite warning messages that the conditions in the MSCs would be ignored, this result was the removal of the problem of the “any” branch in the initial state seen in Fig. 9.

In summary, the “best” SDL model for our example was produced with the initial set of fifteen MSCs with no HMSC and where the enter\_PIN message was added.

5 Observations and Recommendations

5.1 Impact of the Different HMSCs

It appears that, at least in this case study, taking the effort to construct a structured HMSC, both in terms of extracting the common elements of the original scenarios and then producing the structured HMSC diagram, is not needed for the purposes of the MSC2SDL synthesizer. Indeed, there is no new information added in this construction process in our example. In fact, not including an HMSC at all seemed to produce the best result. Because the tool gives warning messages that the conditions in individual scenarios are being ignored, this would seem to imply that there is an inconsistency in the MSC conditions that is producing the extra unwanted branch in the SDL diagram in Fig. 9.

Also interesting is that including an HMSC with independent alternatives and omitting the HMSC altogether result in slightly different SDL systems. Aside from the conditions, it is possible that there is an ordering effect among the various scenarios. The HMSC in Fig. 6a may be traversed in the order in which the scenarios appear in the diagram, while omitting the diagram may result in some other ordering, such as alphabetically by file name (although our experiments later showed that alphabetical ordering was not used by the tool). This is still under investigation.

The conclusion that it is not worth the effort to produce a structured HMSC has several positive points. First, the independent alternative approach is consistent with “typical” manual construction of MSCs, where a single MSC describes a standalone scenario. Most users do not then manually analyze their collection of MSCs to isolate common elements. The second positive point is that the independent alternative approach is also consistent with the automated generation of MSCs from UCMNav.

5.2 Impact of Interleaving Strategies

In a UCM, a similar construction is used to indicate responsibilities that can truly be considered concurrent, as opposed to responsibilities where the order does not matter from the requirements point of view, and can be fixed by a designer at design time. Both of these situations are shown with parallel paths.
For example, consider the situation in a normal phone call just after the terminating agent determines the called party is not busy (see Fig. 5). At this point, the terminating user should hear a ring, and the ringing tone should be heard by the originating user. From the overall system point of view, it is not significant as to which event occurs first. As long as both events occur within a reasonable interval after the notBusy condition, the system is considered to be functioning correctly. It may be a case of over-specification to decide to which user the ringing notification should be sent first. This decision should properly be left to the designer, who could then choose an ordering that would optimize internal constraints and considerations.

The MSC2SDL synthesizer does not currently handle the MSC “PAR” construct, so the MSC in Fig. 5 was manually replaced with the two MSCs shown in Fig. 7 that describe two obvious orderings of the messages. Note that only message interleaving was considered here, not task interleaving. Using interleaving in this example did not result in significant benefits in the synthesized SDL model.

So what is the nature of the parallelism implied by UCMs with AND-forks? Assuming that multiple sequential MSCs can be extracted, the resulting SDL model will contain “any” non-deterministic branches where each possible ordering appears on a different branch. When running such an SDL system using
the Telelogic Tau simulator, the simulation stops and asks the user to choose one of the branches. Unless one is performing an SDL trace, the location of the “any” construct is not apparent, and as the branches are not labelled, there is not a convenient reference name for the user to identify a branch to select.

The sequential nature of an SDL transition forces a design decision regarding the choice of an ordering of the output actions. A mechanism is needed at this point to indicate to the MSC2SDL synthesizer that it is permitted to choose an ordering for us, as a designer would do. This information has to come from the methodology used to describe the requirements.

There are implications at later stages of the development process if test cases are derived from scenarios described by UCMs and/or MSCs. The test case should represent the requirements, namely any one of the orderings may have been implemented. The test cases should not assume the ordering chosen by the designer, nor should there be test cases checking that all orderings can be produced by the system.

Also, if we are to demonstrate conformance for unspecified ordering, we need to use a conformance relation that permits implementation behaviour that is a reduction of the behaviour described in the requirements. On the other hand, in cases where true interleaving is present, the conformance relation should not allow such reduction.

A clear distinction between “interleaving required” and “unspecified ordering” is therefore needed in the requirements capture method.

5.3 The SDL Environment Instance

By default, the model we obtain from the synthesizer is a closed system that has no connection to the environment. This creates difficulties in showing the interactions between external actors and the system. This tool limitation contrasts with, for example, UML tools that allow different external actors to interact with a system. While MSCs can be constructed so that all messages from outside a system emanate from a single instance of an “environment” process, most users of MSCs would prefer to show a time line for each external system actor.

Two approaches could be used, although neither is completely satisfactory. The first approach, and the one that we used in this experiment, is that users are considered to be part of the SDL system. In the MSCs, this means that each external actor has its own process timeline. When an SDL model is synthesized from this approach, the result is a closed SDL system with no connection to the environment. Each “external” actor, now part of the SDL system, becomes a non-deterministic process that spontaneously decides to send signals to the implementation parts of the system.

There are several disadvantages to this approach. The first is that when running an SDL simulation, the simulation operator directs the behaviour of the external actors by choosing any branches in the processes modelling those actors. The operator has to be aware of the structure of these processes, which are generally set up to be a mirror image of the implementation, in order to select the execution path. This does not fit well with the usual concept of choosing an
input event to stimulate the system; instead, one has to locate the SDL transition branch containing the desired stimulus.

More importantly, the user process is synthesized to contain inputs to the implementation which were described in the set of MSCs. This makes it more difficult to stimulate the system with other events for testing purposes, particularly unexpected or inappropriate events.

The second approach consists in keeping the single SDL environment instance at the MSC stage, but then the MSCs themselves become less natural and more difficult to interpret. One has to look at the other end of a message to or from the environment and infer from the source of the message to which external actor the message is associated. In some cases, this may be less obvious if the source or destination is contained as a message parameter, as opposed to being apparent from the process handling the message. Also, the concept of a single environment is not contained at the UCM stage, and is not required by MSCs as well.

5.4 Summary of Recommendations

Our experiment demonstrated that the automated generation of SDL models from UCMs is possible, but it also motivated several recommendations for the various languages involved, for transformations, and for tool support.

- For UCMNAV: The generation of MSCs from UCM models must ensure that abstract message identifiers are used in a consistent way across scenarios.
- For UCMNAV: MSCs generated from UCM models should include conditions expressing the selection of plug-in maps.
- For UCMNAV, MSC2SDL, or Tau: The resulting MSCs must satisfy the syntactic requirements of the synthesizer tool. In our case, the syntax of timers, action names, and labels in general requires particular attention. UCMNAV could automatically generate MSCs usable by the other tools, but MSC2SDL could also support plain actions (and insert the TASK automatically), and Tau could support the latest syntax for MSC timers.
- For MSC2SDL and Tau: The MSC models should not be limited one environment instance.
- The generation of HMSCs from UCMs does not appear to be essential. However, further investigation is needed to establish this as a fact.
- For UCMNAV or MSC2SDL: Since the PAR statement is currently not supported by the synthesizer, the conversion should permit one to generate purely sequential MSC or a collection of such MSCs representing the interleaved PAR sections. Alternatively, the MSC2SDL synthesizer could accept MSCs with PAR statements and do the conversion itself.
- For UCM, MSC, and SDL: Ways of distinguishing between required “interleaving/concurrency required” and “unspecified ordering” that can be made more sequential are needed. These should be taken into account during transformations as well.
– For UCM and UCMNav: The generation of MSCs from UCM models should permit the description of closed systems (where users are independent instances and may lead to non-deterministic SDL processes) and of open systems (where the user instances are grouped into a single environment instance). The latter requires a better identification of actors in the UCM.

Note that most of these recommendations are valid in a context where MSCs are used as an intermediate step. It may be possible to go directly from UCMs to SDL, and then the scenario integration information in the UCMs could be taken into account during the synthesis process.

6 Related Work

Automated generation of SDL models from UCM scenarios is an original contribution of this paper. However, other alternatives to our UCM→MSC→SDL transformation could be explored.

There exist several other solutions to the synthesis of SDL from MSCs, although KLOCwork’s seems to be the only one commercially available at the moment. Khendek and Vincent proposed an approach for the incremental construction of an SDL model given an existing SDL model, whose properties need to be preserved (an extension relation is provided), and a set of new MSC scenarios [14]. Using their MSC2SDL tool, old MSCs and new ones can also be integrated to produce a brand new SDL model. Dulz et al. present an approach where performance prediction models (throwaway prototypes in SDL) are also automatically synthesized from MSC scenarios, but this time supplemented with performance annotations [15].

Bordeleau explored the manual generation of communicating state machines from UCMs and HMSCs [16]. No construction algorithm is proposed, but transformation patterns are provided for mapping UCMs to HMSC, and for the construction of ROOMCHARTS from HMSCs. The manual construction of SDL models from UCMs was also explored by Sales in his thesis [17]. He demonstrated his approach with the description and analysis of IETF’s Open Shortest Path First routing protocol. Both Bordeleau and Sales target the manual construction of usable design models rather than fast prototypes for early validation of requirements and scenarios.

Guan provides a synthesizer for the generation of LOTOS models [18] from UCM scenarios [19]. Her goals are related to ours in that she attempts to quickly generate executable prototypes useful for exploration and formal validation of the UCM scenarios. Her work automates many of the construction rules proposed in Amyot’s Spec-VALUe approach [20] in a Java tool called Ucm2LOTOSSpec, which uses as input the UCM files (in XML) saved by UCMNav. Since LOTOS is an algebraic language that does not require the existence of components (unlike MSCs and SDL), input scenarios do not have to be bound to components, which is more general than the approach suggested here. These scenarios must be expressed using a subset of the UCM notation (e.g. timers are not supported).
Her algorithm translates the whole UCM model at once, without using scenario definitions or conditions that involve the global variables. As a result, many invalid scenarios can emerge in the target LOTOS model.

Many other scenario-based construction techniques are discussed in [7]. These approaches use different source scenario models (including Petri Nets and UML sequence, collaboration, and activity diagrams) and generate manually or automatically various types of target models (e.g. UML state diagrams, SDL, communicating state machines, etc.). This opens the door to many potential strategies for generating executable state-based models from UCMs.

7 Conclusions

This paper presented the results of an experiment that combined existing tools and techniques to enable the automated synthesis of SDL models from Use Case Maps scenarios. UCMs and their scenario definitions are first used by UCM-Nav to generate individual MSCs, which can then be input to KLOCwork’s MSC2SDL synthesizer in order to produce an executable SDL model. Analysis of this model with tools such as the Telelogic Tau validator can help finding requirements problems (whose symptoms are unspecified receptions, deadlocks, livelocks, etc.) very early in the development process. These steps were illustrated with a simple telephony system example.

The various problems we faced along the way resulted in a set of recommendations for improving tools interworking and for producing more useful models. Many of these suggestions are related to UCMNav and can be implemented using a very recent addition to the tool. UCMNav now decouples the traversal of UCM models according to scenario definitions from the generation of target models. The result of the traversal can be stored in an XML file, which can then be postprocessed (e.g. with XSLT) to produce MSCs while taking into consideration the constraints of the tool that will use these MSCs. Interworking with the MSC2SDL synthesizer is hence simplified. We plan to experiment with this approach in the near future.

The availability of such XML files also enables the generation of scenarios in other target languages, such as UML sequence and activity diagrams. This opens the door to the use of many other synthesizers that could be used for constructing models in UML state diagrams or other such languages. We also have plans to explore this path in the future.
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Abstract. This paper proposes an enhanced SDL subset for the implementation of embedded signalling systems and describes a novel methodology for its translation to Java based applications. Although SDL is widely used in the telecommunications field, it is also now being applied to a diverse number of other areas ranging over aircraft, train control, medical and adaptive systems. Embedded signalling systems form a class of applications in the telecommunications field with specific requirements within the SDL domain. Although SDL is commonly used to specify embedded signalling systems, typically it is only a subset of the SDL language that is relevant. Within this contribution the key requirements of embedded signalling systems are identified and an enhanced subset of SDL 2000 is proposed for their specification and implementation. Additionally, this paper proposes a methodology for the translation of SDL systems based on this enhanced SDL subset, to Java applications using an SDL to Java Translator for supporting emerging Java based applications. The current proposal does not contradict with any SDL specification, but instead it is complementary to current SDL standards considering together design and implementation requirements of embedded signalling systems.

1 Introduction

Nowadays, we are experiencing a technology revolution in the telecommunications field. Modern telecommunication systems (including embedded signalling systems) are characterized by dynamic expansion and heterogeneous nature due to the interconnection of components having diverse technical characteristics.

* This work is partially supported by the EC under the IST-65002 REMUNE project.
** Correspondence author.
With this level of continuous technical evolution it is essential that simple, efficient and highly reliable telecommunications systems are required before network operators offer new services to the users.

Currently in the market, there are various tools available for the specification of event based embedded signalling systems based on ITU-T SDL[1, 2, 3]. Although SDL is widely used in the telecommunications field, it is also now being applied to a diverse number of other areas ranging over aircraft, train control, medical and packaging systems. The expansion of SDL beyond the telecommunications field has led to the development of complex SDL based tools, supporting numerous of SDL features and keywords. Thus, the more complex the design of a signalling system is, the more complex is its implementation. Although SDL is commonly used to specify embedded signalling systems, typically it is only a subset of the SDL language that is relevant. From an implementation point of view and concerning platforms that support the execution of SDL based systems, simplicity is required in order to provide higher reliability and efficiency.

On the other hand, Java technology has become a significant force stimulating the evolution of embedded systems. The simplicity and platform-independence of the language attracted developers who struggled with portability issues and project deadlines. Since that time, developers in the embedded device market have come to understand and appreciate the benefits of the Java platform.

Sect. 2 of this paper defines a meaningful SDL subset for the support of embedded signalling systems design and implementation and Sect. 3 proposes the necessary enhancements to this SDL subset in order to satisfy the requirements of embedded signalling systems design and implementation. The aim of the enhanced SDL subset proposed in this paper is to provide simplicity and efficiency at the design level, something that leads to the implementation of robust and highly reliable telecommunication systems. Because Java is widely used in the implementation of embedded telecommunications systems, Sect. 4 provides a methodology for the translation of SDL systems based on this enhanced SDL subset, to Java applications using an SDL to Java Translator for supporting emerging Java based applications.

2 Definition of a Meaningful SDL Subset for the Support of Embedded Signalling Systems Design and Implementation

Embedded signalling systems have the general characteristics mentioned in the introduction. User demands in terms of improved service quality, high-reliability, efficiency, increased bandwidth and advanced telecommunication services are gradually growing. As new technologies are integrated, customers expect and demand that personal communications will be capable of managing and delivering a much wider range of information services to the global market.

Given the speed and efficiency of evolution of new technologies and the continually growth of user requirements, in terms of improved service quality, high-reliability, efficiency and unlimited bandwidth, the rapid increase of the existing
telecommunication networks’ size and complexity is unavoidable. New requirements abound, driven by a large and diverse user population and the progress of technology. Furthermore, the convergence of various networks for the provision of advanced network services and applications is growing rapidly.

With this level of continuous technical evolution it is essential that simple, efficient and highly reliable telecommunications systems are required before network operators offer new services to the users.

Embedded signalling telecommunication systems have specific characteristics and address areas with unique requirements. They are based on Finite State Machines (FSMs), which means that they have defined states from where they can receive and send signals. Additionally, they consist of processes that send signals to each other based on a peer architecture. When waiting for an input signal a process is idle, which is a key difference to other (batch) applications. Such systems have specific requirements within the SDL domain and commonly only a subset of SDL is relevant.

In the work presented in this paper we have identified the requirements of embedded signalling systems ranging from embedded telecommunication protocols (SS7, V5, ISDN etc.) to other industrial systems. This work is a part of the work that is being performed within the context of the REMUNE IST project [5, 6]. The key features required from the current version of SDL to support the design and implementation of embedded signalling systems are:

- Data types, constants, variables
- Signals
- Connections between FSMs
- Decisions
- Procedures
- FSMs
- Timers
- Assignments

New features that have been added in the latest versions of SDL (including object-oriented features) are not of great importance for signalling systems, because no added value capabilities are provided for the design and implementation of such systems.

3 Enhancements to the SDL Subset

The current version of SDL provides the features that support design and implementation of embedded signalling systems. However, there is a set of requirements that are not directly satisfied by the current SDL features.¹ These requirements are classified in three main areas:

¹ Editorial note: In the editor’s opinion the issue is mainly the current lack of tool support: an issue which the REMUNE project is addressing.
Efficient management of resources: such as CPUs, memory especially in embedded systems, simple memory operations for dynamic memory allocation;

Design in SDL to map the implementation constraints: such as the ability to assign to a variable a specific value centrally (at a system level) without having to assign the desired values “hard-coded”;

Need for more modularity: such as the ability to define substates within states in order to provide more simplicity and maintainability.

The following paragraphs analyze this set of requirements and propose a set of additional SDL keywords to support these concepts within the SDL domain. The current proposal does not contradict with any SDL specification, but instead it is complementary to current SDL standards considering together design and implementation requirements of embedded signalling systems.

3.1 Enhancements of SDL for Efficient Resource Management

As far as the efficient resource management is concerned, telecommunication systems and especially embedded systems are characterized by limited resources including CPU and memory. Although SDL can be used as a specification and description language for embedded signalling systems, there are tools that support the execution of SDL based systems directly to the target. The efficient resource management is not a main requirement for the description and design of systems using SDL, but in the case of SDL based implementations this is no longer true.

Currently, SDL supports arrays for the declaration of variables that belong to a specific group of variables of the same type. However, arrays are not applicable in areas such as embedded systems, where the resources are limited and efficient memory management is required. Therefore, simple memory operations for dynamic memory allocation are needed.

This contribution proposes some additional SDL keywords that can be used for the efficient memory management in embedded signalling systems. The proposed concepts are coming directly from other programming languages such as ANSI C, which supports a set of memory operations for efficient memory handling. The proposed SDL keywords and a short description for each one is provided below:

- PUSH - Handling Lists’ variables. The PUSH function is used in order to add elements to a list.
- POP - Handling Lists’ variables. The PUSH function is used in order to read and remove elements from a list.
- PUSH_FRONT - Handling Lists’ variables. Same operation as PUSH.
- PUSH_BACK - Handling Lists’ variables. The PUSH_BACK function is used in order to add elements to the end of a list.
- POP_FRONT - Handling Lists’ variables. Same operation as POP
- POP_BACK - Handling Lists’ variables. The POP_BACK function is used in order to read and remove elements from the end of a list.
– ELEMENT_FRONT - Handling Lists’ variables. The ELEMENT_FRONT function is used in order to read elements (without removing them) at a given index in a list (start counting from the beginning of a list).
– ELEMENT_BACK - Handling Lists’ variables. The ELEMENT_BACK function is used in order to read elements (without removing them) at a given index in a list (start counting from the end of a list).
– REMOVE_FRONT - Handling Lists’ variables. The REMOVE_FRONT function is used in order to delete elements from the beginning of a list.
– REMOVE_BACK - Handling Lists’ variables. The REMOVE_BACK function is used in order to delete elements from the end of a list.

3.2 Enhancements of SDL to Map Implementation Constraints

As far as the design in SDL to map the implementation constraints is concerned, embedded signalling systems and especially switching systems require a mechanism for the management of variables that the system behavior depends on. A specific scenario, for example, may be for a protocol layer to be dynamically changed from user to network mode. Such a mechanism will allow the changes of specific variables within SDL based systems to be performed centrally, even during runtime (for executable SDL based systems).

The concept for addressing this requirement is based on the Management Information Bases (MIBs), which are a collection of definitions, which define the properties of the managed object within the device to be managed. Every managed device keeps a database of values for each of the definitions written in the MIB. It is not the actual database itself - it is implementation dependent.

The current version of SDL does not support a keyword that allows the efficient management and configuration of significant SDL variables in SDL based implementations that may affect the behavior of an SDL based system. The proposed SDL keyword as well as a short description and an example is provided below:

– MIB - Variables’ update declaration. This special variables’ declaration is used in order to allow the user to have the ability of assigning a different value to a variable, even during the systems’ execution. From the standard value assignment, the MIB assignment differs only at the end of the assignment where the keyword MIB is added.

3.3 Enhancements of SDL for more Modularity

As far as the need for more modularity is concerned, most of embedded signalling systems in the telecommunications world are of high complexity and therefore the difficulty in the maintenance of their implementations increases, having as a result the increase of costs. Although SDL is a modular language, the telecommunications industry asks for special features that will allow advanced modularity of SDL based systems. Within this contribution, the concept of nested states is proposed. The proposed SDL keywords that will allow this are as follows:
These keywords are used for nesting states into other states. This concept is mostly covered by SDL 2000, which provides the concept of composite states. However, the composite states concept is more complex than the one proposed in this paper, since it incorporates additional functionality. The current proposal does not contradict with the composite states concept, but instead it is used to serve as the part of the composite state functionality that has to do only with nesting of states in other states.

The reason for introducing these keywords is again that of simplicity.

The paragraphs above provide a description of the enhancements that should be performed to the current SDL keywords for satisfying the requirements that derived directly from the telecommunications world for the design and implementation of embedded signalling systems. The following section provides a methodology for the translation of the enhanced SDL subset to Java using an SDL to Java Translator for supporting emerging Java based applications.

## 4 Mapping SDL Designs to Implementation Platforms (SDL to Java Translator)

Java technology has become a significant force stimulating the evolution of embedded systems. The simplicity and platform-independence of the language attracted developers who struggled with portability issues and project deadlines. Since that time, developers in the embedded device market have come to understand and appreciate the benefits of the Java platform.

The aim of the enhanced SDL subset proposed in this paper is to provide simplicity and efficiency at the design level, something that leads to the implementation of robust and highly reliable telecommunication systems. Because Java is widely used in the implementation of embedded telecommunications systems, this section proposes a methodology for the translation of SDL systems based on this enhanced SDL subset, to Java applications using an SDL to Java Translator.

### 4.1 Working Assumptions

Today, there are more and more small-embedded systems supporting a Java Virtual Machine (JVM). The Sdl2Java translator has been designed for such systems. So we considered as an important constraint to keep the Java generated code as simple as possible. Although tempted, we avoided using complex enhancements such as Java Beans or Enterprise Java Beans (EJB).

A second advantage coming with this simplicity is the production of fast code, having a short response time and prepared for real-time (RT) applications. Java is usually considered slow. However, this is only true when we use the above enhancements or (for a GUI) the Abstract Windowing Toolkit (AWT).
Another important aspect we considered prior to our developments is the portability of the translator itself. Portability confers an evident added value to one tool when you can use it on diverse platforms.

4.2 Tools Choice

The choice was made between two families of tools:

- lex/yacc (flex/bison)
- JavaCC[7]/JJTree-JTB[8]

The first one produces C-code, which can be considered as portable. The second one generates Java code, which by the very essence of Java is portable at an executable level. We found the following advantages to the second family and therefore selected it:

1. JJTree or JTB (Java Tree Builder) are automatically adding the parse tree building actions.
2. The generated parser is in the same language as the code to be produced by the translator. It is certainly an advantage to think in a single language (Java) rather than two (C+Java).

4.3 The SDL Package

In order to keep the generated code as short as possible, we based it on an existing and hand-written package, the SDL package. All the base classes instantiated within the generated code are defined in this package. Some of them are represented in Fig. 1. The generated code always instantiates two classes: an SdlSystem class and an Engine class. The last step in the generated code of the main() method is to invoke the exec() method of the Engine class with a reference to the SdlSystem.

As shown below, there are two kinds of engines, both derived from the Engine class. A basic method of this ancestor class is OneTickExecute() and differently called by the child engines. The SimulatorEngine children invokes this method each time the user would like to execute a step or repeatedly when after a run command is issued. The RealTimeEngine invokes the OneTickExecute() method at a given timer period. If the previous call is not returned before the timer expires, the system will stop and display an error (tick time interval is too short).

The SimulatorEngine class includes a very primitive user interface supporting commands such as:

- go [ticks]: run the simulator for a given number of ticks (no given value means forever)
- step: run the simulator for 1 tick (equivalent to “go 1”)
- batch file: execute one file in batch mode. The file must end with <exit> to return to the normal mode
- output <sig> <proc> <gate>: send a signal <sig> from the environment to process <proc> via gate <gate>
- var: display all variables of all processes
- gate: display gates in each process and their contents
- state: display the current state of each process
- trace [value]: display or set the trace level (higher -> more debug messages)
- time [value]: display or set the current time in number of ticks
- exit | quit: quit the simulator

The GuiSimulatorEngine redirects the IO stream to a socket server, where the GUI is located. A web based GUI has been built and is shown below in Fig. 2.
As shown in Fig. 1, an SDL system is constituted from a list of SdlProcess (java LinkedList). Each SdlProcess holds among others a list of SdlState, where each one is defined by a list of SdlTransition. Each transition is characterized by the conditions able to start it and the associated methods to run, with their parameters.

The timers are not shown but are simple entities, decremented, when running, after each tick. A timer occurrence is managed in the same way as a sent signal.

OneTickExecute() calls the SubTickExecute() method as long as transitions are occurring. This last method is the kernel of the Engine: its basic task is to look through all gates in all processes and extract the queued signals, if any, to start the necessary transitions.
4.4 The Generated Code

Before generating the code, the SDL description is parsed. A parse tree is automatically built, thanks to JTB. A template visitor method is also generated by JTB for each node and this allows a recursive visit of the entire tree. After the parse tree has been built, two visits to the tree are necessary, each one with a different goal. The first pass is dedicated to discover the system name, the signals, the user defined types (syntype), the states, etc. To summarize, everything that could be used and potentially be defined later on in the SDL pr file has to be detected during the first pass. Then during the second pass, it is already known even if appearing later in the source code.

During the two passes, an internal representation of the code to generate is built. This is based on the CodeGen package, which is sometimes close to the Sdl package presented in the previous section.

Then the design has to be flattened. When an SDL process is defined within a block, which in turn could be in a block, the final representation will just be one process. In the Java generated code the block instance hierarchy is used for the name preamble of the process. This operation makes the signal routing much simpler. Only processes at the same level (the top level) appear in the system.

The generated code is rather simple to read and understand. It consists of Sdl package component instantiations and by the relations between them. One Java procedure is generated per each process. The Engine at each transition of the concerned process invokes it. The process initialization is the first transition of any process. The procedure returns a pointer to the next state. Our first idea was to generate one procedure per transition. However, this is not possible since SDL has a JOIN statement allowing jumping from one transition body to any other one. In other words, this SDL statement can lead to a non structured program. On the other hand, a Java program is, by its language definition, always structured. Introducing a switch statement in an infinite loop with break statements has solved this problem.

We also considered the solution of starting one thread per process, and to realize the signal communication through channels via message queues. However, we were soon convinced that this solution would not require less overhead and will be more difficult to control in order to be compliant with the SDL specification (same signal scheduling leading to the same potential deadlocks).

4.5 The Enhanced SDL Subset for Sdl2Java

We enhanced the SDL subset with the following keywords:

- #JAVA_CODE, #JAVA_ENDCODE
- #JAVA_HEADING, #JAVA_ENDHEADING
- #SDL()

The first two statements allow the possibility to introduce Java code directly in the SDL specification. This is particularly useful to call an already developed
and tested Java method. The next two statements are mainly used to be able to include the package reference where the above used methods reside. The last keyword is used to pass an SDL variable to this Java code.

Example of usage of these keywords

```java
SYSTEM SBus1;

#JAVA_HEADING import my_package.* #JAVA_ENDHEADING

Process TYPE Client_PT;

#JAVA_CODE
Arith arith = new Arith();
#JAVA_ENDCODE
GATE Master_G WITH SBUS_SL;
TIMER Reactivate_T:=2000;
START;

... STATE Begin_Data;
INPUT PH.Act.Ind VIA Master_G;
TASK i:=#JAVA_CODE arith.incr(#SDL(i),#SDL(k)) #JAVA_ENDCODE;
OUTPUT PH_Data_Req VIA Master_G;
NEXTSTATE Finish_Data;
ENDSTATE Begin_Data;

... ENDPRECESS TYPE;
ENDSYSTEM;
```

4.6 The Trials and the TINI™

We used for our first trials the same machine to run the Sdl2Java translator and the generated code.

We first tried it on the following platforms:

- Sun/Solaris
- Mac/OsX
- PC/Windows
- PC/Linux

We had the same expected and correct results for all the 4 platforms. The test vehicle was a door access control. This small system is composed of two main instances: a door access controller, presenting the interface to the user, and a central controller, storing and checking to/from a database the access right of the different users presenting at the door.

We then decided to try the generated code on a small-embedded platform, the TINI™ board (see Fig. 3) from Dallas Semiconductors. Such a board is shown below. The Java generated & compiled code and the Sdl package classes have to
be translated through a Dallas utility (TINIConvertor) before an execution on the TINI\textsuperscript{TM} JVM.

Until now, the classes’ conversion works without any error and the tested system runs correctly. We had to rewrite the LinkedList class, which is not supported and find a workaround to a known bug of the TINI\textsuperscript{TM}: an invoke with a NULL argument produces a "null pointer exception" even if it works correctly on the other platforms.

Figure 4 shows a log window on the TINI\textsuperscript{TM} where the Door Access Control System has been run. A Tcl/Tk GUI has been built on a PC to converse with the above system environment. The closed door on the right symbolizes the door to open with the right code associated with a known card (card 1 or 2).
5 Conclusions

The enhanced SDL 2000 subset proposed in this paper is relevant for the implementation of embedded signalling systems. With the selected subset and extensions proposed in this contribution, most signalling or embedded systems can be modeled, thus there is no need for further complexity to be introduced in the overall SDL specification, which is targeting additional domains as well. Additionally, the proposed SDL subset and the extensions provide simplicity and efficiency at the design level, something that leads to the implementation of robust and highly reliable telecommunication systems. The current proposal does not contradict any SDL specification, but instead it is complementary to current SDL standards considering together design and implementation requirements of embedded signalling systems.

Because Java is widely used in the implementation of embedded telecommunications system, this paper proposes a methodology for the translation of SDL systems based on this enhanced SDL subset, to Java applications using an SDL to Java Translator. The choices and assumptions made for the Sdl2Java development has now revealed their correctness. This tool is still under development and is not yet compatible with the proposed enhanced SDL subset. However, there is no intrinsic limitation in the existing software structure which would inhibit its introduction.
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\textbf{Abstract.} The Specification and Description Language (SDL-2000) has formal definitions for syntax, well-formedness, and dynamic semantics. While these definitions have well-understood mathematical foundations, engineers prefer to execute formal definitions, instead of studying them on paper. We present a tool chain which starts with the formal definition, and translates that into a compiler. The resulting compiler starts with a textual representation of the specification, and produces a program in the underlying formal calculus (Abstract State Machines, ASM). The ASM program, when executed, produces a trace of the SDL specification according to the formal language definition. In the process of developing this compiler, a number of errors were found in the formal semantics, which have been corrected.

1 Introduction

Defining the formal semantics of programming languages is an area of ongoing research. While formalizing the syntax of the language by means of grammars is well-understood, various techniques have been studied to define other properties of the language. We think that a language is sufficiently formalized if the following aspects are defined [1]:

1. The lexis: How is the input sequence of bytes transformed into a sequence of tokens?
2. The syntax: Given a sequence of tokens, is that a sentence of the language?
3. The well-formedness rules (static semantics): Given a sentence of the language, does that meet certain additional constraints?
4. The run-time (or dynamic) semantics: What does the program do when executed?

Not all of these aspects apply to all computer languages. For example, declarative languages may not have an execution semantics.

In this paper, we discuss these aspects of the language definition for the ITU-T Specification and Description Language [2]. For each of these aspects,
we elaborate how the language has been formalized, and what tools we use to generate a real compiler from the formal definition.

We started this work as we believed that writing down a formal language definition is not enough, even if it is theoretically executable. With the formal definition alone, it is unclear whether

a) the formal definition is correct (that is, without contradictions within itself),
b) matches the informal definition, and
c) can be used by SDL practitioners.

With the development of tools, we can not only claim theoretical executability of the formal definition, but we can watch example SDL specifications being executed on a computer. We can then use these tools to experiment with the formal definition: for example to validate whether certain aspects match the informal definition, or whether an implementation conforms (in some specific aspect) to the language definition. This goes beyond reading an informal or formal language definition on paper, since a human interpreter of the standard may always overlook errors and ambiguities, whereas an automatic tool allows independent verification of an analysis.

Section 2 gives an overview over the formal methods used in defining the SDL formal semantics, and the tools used to implement them. The choice of methods is further elaborated in [6]; the choice of tools is discussed in Sect. 5. Section 3 gives examples for the issues we encountered when attempting to execute the formal definition. Section 4 provides a quantitative analysis of our results.

2 The Formal Semantics Definition

SDL is intended for “unambiguous specification and description of telecommunications systems” [2, Scope-objective]. It is used for the specification of telecommunication protocols in other ITU-T recommendations, for the documentation of protocol implementations, and for deriving protocol implementations themselves.

For these applications, it is important that the semantics of a system specification is unambiguous; this requires that language specification itself is unambiguous. Defining the language in plain English is not sufficient. Therefore, SDL has had a formal definition of both static and dynamic semantics since 1988. While this definition has helped to clarify the language semantics in the past, it also became clear that a mathematical definition alone can be used by experts for the underlying calculus only.

For the most recent revision of SDL (SDL-2000), we attempted to develop a compiler alongside with developing the language definition. This compiler is not a reference implementation in the traditional sense; instead, it is mechanically derived from the formal language definition, so that changes in this definition are automatically reflected in the compiler.

The formal language definition describes static and dynamic aspects of SDL. The static aspects are outlined in figure 1, and consist of the processing steps for:
The following paragraphs outline the process of converting an input SDL specification to the abstract syntax AS1.

### 2.1 The Lexis

In SDL-2000, the lexis is specified using the Backus-Naur Form, and assuming the International Reference Alphabet [3] as the character set. Unfortunately, the specification using this calculus is incomplete, as additional “informal”\(^1\) constraints apply – among others:

- Lexical units extend in a “greedy” fashion; the lexical unit extends up to the first character that cannot be part of lexical unit anymore;
- Sequences of letters are identifiers only if they are not keywords;
- Spaces and comments may be inserted between arbitrary tokens.

From the definition of the lexis, a GNU flex input file is generated.

To provide the precise meaning of the lexical rules, the following ad-hoc knowledge was taken into account:

- Pattern matching in flex always finds the longest possible match, implementing the intended semantics of SDL lexical rules.

\(^1\) Constraints expressed rigorously in natural language.
The generator knows that the production `<keyword>` specifies the list of keywords, and emits the rule for keywords before the rule for identifiers.

The generator creating the flex input is given a list of non-essential tokens (spaces and comments), and emits flex rules to ignore those tokens.

With these special cases, it is possible to automatically generate a lexical analysis from the language definition: no manual intervention is necessary here.

2.2 The Syntax

The syntax of SDL is also given using the Backus-Naur Form. As printed in the standard, it is meant for presentation, not necessarily to derive parsers. For example, the production `<signal list item>` reads

<pre>
<signal list item> ::= <signal identifier>
| (<signal list identifier>)
| <timer identifier>
| procedure | <remote procedure identifier>
| interface | <interface identifier>
| remote | <remote variable identifier>
</pre>

Here, the underlined words denote semantic categories, rather than merely names of non-terminals: Using this technique, the grammar definition can already impose additional semantical constraints, limiting the set of identifiers that can occur as a signal list item. For syntactical analysis, these semantical categories are not available, and must be ignored. As a result, the grammar becomes ambiguous, with disambiguation becoming necessary on the semantic level. In the example, reading an `<identifier>` would match 5 of the 6 right-hand sides

Nevertheless, it can be used to automatically derive a Bison grammar, using the various techniques, including:

- Expand BNF constructs not supported by bison: for example, optional fragments;
- Combine duplicate productions into one: for the example, the right-hand sides `<signal identifier>` and `<timer identifier>` will be merged.

In the example, this gives the Bison fragment (leaving out semantic actions)

```bison
signal_list_item:
  identifier
| signal_list_item_gen_identifier
| signal_list_item_gen_procedure
| signal_list_item_gen_interface
| signal_list_item_gen_remote
signal_list_item_gen_identifier:
  '(' identifier ')',
```
Even with these transformations, the resulting grammar would still produce many conflicts in Bison’s LALR(1) algorithm. Many of these conflicts could be removed by manual editing of the grammar; the remaining conflicts have been documented for further study. It is likely that those conflicts will be resolved by having the parser accept a more general language, and disambiguate ambiguous cases on the level of semantical analysis.

In the current state, the bison parser is handcrafted starting from the automatically produced version. It is not feasible for us to generate it automatically due to the bad structure of the SDL grammar.

2.3 The Abstract Syntax AS0

SDL-2000 defines two abstract syntaxes: The Abstract Syntax 0 (AS0) is closely related to the concrete syntax. While it was originally derived automatically from the concrete grammar, the definition of the AS0 is now a normative part of SDL-2000. The abstract syntax AS0 mainly serves the purpose of unifying the differences between the two concrete syntax forms of SDL, a textual one and a graphical one. Because of the close relationship between the concrete syntax forms and the abstract syntax AS0, the mapping between them is straightforward, and has not been formalized further. For the example, the abstract syntax reads

<signal list item> ::= (::)

[ signal | signallist | timer | remote procedure |
  interface | remote variable ] <identifier>

Each non-terminal of the abstract syntax defines a new domain; in this case a tuple domain. The tokens (signal, signallist, etc.) form a set domain \{signal, signallist, timer, remote procedure, interface, remote variable\}. <identifier> is a domain on its own, defined in the production for <identifier> (not shown here). In turn, the resulting domain is

\{signal, signallist, timer, remote procedure, interface, remote variable\} × <identifier>

The language Kimwitu++ [4, 8] is used to represent the abstract syntax in the compiler. In Kimwitu++, all AS0 domains are processed as operators of the AS0_rule phylum. For the example, the resulting operator definition is

AS0_signal_list_item(AS0_rule AS0_rule)
To construct the abstract syntax, the Bison grammar is augmented with calls to Kimwitu++ operators. Taking one alternative of the signal list item as an example, the resulting Bison production reads:

```
signal_list_item_gen_procedure: PROCEDURE identifier
    { $$=AS0\_signal_list_item( AS0\_TOKEN( mkcasestring("REMOTE PROCEDURE")), $2 ); }  
```

The semantic rules can also be generated automatically. However, some of them will not be correct with respect to the AS0. Using the generated (and manually corrected) Bison parser, we get a representation of the input in AS0.

Unfortunately, the relation between AS0 and concrete syntax is not formal enough to be used for an automatic generation of the parser.

### 2.4 Well-Formedness Conditions

The standard imposes a number of constraints on any correct SDL specification. Those constraints are formulated as predicates both on the abstract syntax AS0, and the abstract syntax AS1 (presented later).

To continue the example, there is a requirement for `<signal list definition>`, which is given in plain English as

*The `<signal list definition> `<signal list definition> must not contain the `<signal list identifier> defined by the `<signal list definition> `<signal list definition>` either directly or indirectly (via another `<signal list identifier>`).*

In the formal language definition, this is formulated as a predicate in predicate calculus:

\[ \forall \text{siglistDef} \in <\text{signal list definition}>: \neg \text{isSiglistContaining}_0(\text{siglistDef},\text{siglistDef}) \]

This definition, in turn, uses an auxiliary function:

\[
\text{isSiglistContaining}_0\quad (\text{sl}d1:<\text{signal list definition}>,\text{sl}d2:<\text{signal list definition}>):\text{BOOLEAN}=def \\
\exists \text{sid} \in <\text{identifier}>:\text{sid}\.\text{parentAS0}=\text{parentAS0} = \text{sl}d1 \land \text{sid}.\text{idKind}_0 = \text{signallist} \\
\land (\text{getEntityDefinition}_0(\text{sid},\text{signallist}) = \text{sl}d2 \\
\lor ( \exists \text{sl}d3 \in <\text{signal list definition}>: \\
\quad \text{isSiglistContaining}_0(\text{sl}d1,\text{sl}d3) \land \text{isSiglistContaining}_0(\text{sl}d3,\text{sl}d2)) \]

These definitions are compiled into Kimwitu++ code. Quantifications are compiled into iterations, because the base domains are always finite. A predicate amounts to a boolean-valued function. It is possible to do this compilation automatically. However, currently the static conditions are not handled by the tool set.
2.5 Transformations

In SDL, a number of transformations are applied to the abstract syntax AS0, to simplify the definition of the dynamic semantics. These transformations are defined as rewrite rules. For the example, a transformation is described in English text as

*Every* <signal list identifier> *is replaced by the list of signals of its definition.*

In the formal language definition, this rule is expressed as

\[
\langle \text{signal list item} \rangle(\text{kind}, \text{id}) \quad \text{provided} \quad \text{id.ref esto}_0 \in \langle \text{signal list definition} \rangle
\]  

\[=8=\]  

\[\text{id.ref esto}_0.\text{s}-\langle \text{signal list item} \rangle\]  

This transformation uses a number of auxiliary constructs (such as the function \text{refersto}_0) which are defined in a similar manner as used for the functions in the previous section. The operator \(=8=\) indicates that, in transformation step 8, a node of the AS0 that matches the left-hand side is transformed to the right-hand side. The left-hand side term is a pattern, possibly augmented with an additional predicate.

The transformations are compiled into Kimwitu++ rewrite rules. The example then becomes

\[
\text{AS0_CONS(AS0_signal_list_item(v.kind, v.id), AS0_NIL())}
\]  

\[\text{provided (in_signal_list_definition(refersto0(v.id)))}
\]  

\[\rightarrow<\text{trans}_8: \text{RETURN}(\text{Select}(1, "<\text{signal list item}>-\text{seq}", \text{refersto0(v.id)})) ;
\]

The transformation into kimwitu++ is completely automatic and does not require any manual intervention. As long as new or changed transformations do not go beyond the expressiveness of the current ones, this will not change.

2.6 Mapping to Abstract Syntax 1

The dynamic semantics of SDL is based on another abstract syntax, called Abstract Syntax 1 (AS1). For example, in AS0, a gate definition is described as

*<textual gate definition>* ::

*<gate>* <gate constraint> [<gate constraint>]

*<gate constraint>* ::

*{ out | in }* [<textual endpoint constraint>] <signal list item>*

In the abstract syntax AS1, this construct is simplified as

\[
\text{Gate-definition} :: \quad \text{Gate-name}
\]  

\[
\text{In-signal-identifier-set}
\]  

\[
\text{Out-signal-identifier-set}
\]  

\[
\text{In-signal-identifier} = \quad \text{Signal-identifier}
\]  

\[
\text{Out-signal-identifier} = \quad \text{Signal-identifier}
\]
This example demonstrates a number of simplifications, for example:

- In the concrete syntax, and AS0, the signal list items are ordered. In AS1, the order is ignored.
- Various alternatives for signal list items have been simplified. For example, identifiers referring to signal lists have been converted into the individual elements of the signal list.

As a result, not all constructs of the AS0 are still relevant in the AS1. The transformation from AS0 to AS1 is defined through a function named Mapping, which uses pattern matching to create AS1 for a given AS0 pattern. For the AS0 domains from the signal list example, the formal semantics defines the following patterns

\[
\begin{align*}
| < \text{signal list definition}>(*,*) & => \text{empty} \\
| < \text{signal list item}>(*, id) & => \text{Mapping}(id) \\
| \text{signal list item}>(*, id) & => \text{Mapping}(id)
\end{align*}
\]

The Mapping function is translated into a Kimwtu++ with statement, where the fragment dealing with signal lists gets translated into

\[
\begin{align*}
\text{AS0\_CONS(AS0\_signal\_list\_definition}(*, *), \text{AS0\_NIL}()) & : \\
& \{ \text{AS1\_rule result} = \text{AS1\_NIL}(); \text{RETURN;} \} \\
\text{AS0\_CONS(AS0\_signal\_list\_item}(*, \text{v\_id}), \text{AS0\_NIL}()) & : \\
& \{ \text{AS1\_rule result} = \text{Mapping}(\text{v\_id}); \text{RETURN;} \} \\
\text{AS0\_signal\_list\_item}(*, \text{v\_id}) & : \\
& \{ \text{AS1\_rule result} = \text{Mapping}(\text{v\_id}); \text{RETURN;} \}
\end{align*}
\]

This translation into kimwtu++ is completely automatic without manual intervention.

2.7 The Dynamic Semantics

The dynamic semantics is defined by means of Abstract State Machines (ASM) [5]. We will give only an overview of the structure of the dynamic semantics here, for details, the reader is referred to [6]. Figure 2 summarizes the aspects of the dynamic semantics:

- Starting point of the dynamic semantics is the abstract syntax (AS1), which defines the structure of the SDL system, the behavior of individual agents, and the data types used.
- The behavior is compiled into a set of primitives of the SDL Virtual Machine (SVM).
- The structure is executed by means of a initialization process, which recursively unfolds the system, traversing the abstract syntax.
- A number of control programs are provided in the SVM which determine the agent performing the next transition, the transition being fired, and the step-by-step execution of the transition. Within the transition, data expressions are computed based on the previous state of the agent, yielding the next state.
The dynamic semantics is transformed into AsmL code, which amounts to slight syntactic changes. It is performed completely automatically.

3 Studying Specific Aspects

With the tool chain available for experiments, it becomes possible to analyze specific systems, and to study the formal semantics in action. In doing so, we found that a number of errors had to be corrected, and we found that the formal semantics sometimes showed a surprising interaction of its various parts. In this section, we want to give an example for such an interaction.

3.1 Signal Transport

In SDL-2000, both blocks and processes (SDL agents) can receive signals. In the ASM model, signals are transmitted by means of links, which are ASM agents that copy signals from one end of the link to the other. Copying of signals is not immediate, but may be delayed by the channel delay. While “in transit”, signals are kept in a queue of the target gate. The ASM program of a link is defined through the rule
ForwardSignal ≡
   if Self.from.queue ≠ empty then
     let si = Self.from.queue.head in
     if Applicable(si.signalType, si.toArg, si.viaArg, Self.from, Self) then
       DELETE(si, Self.from)
       INSERT(si, now + Self.delay, Self.to)
       if Self.channelAS1 ≠ undefined then // not for implicit Links
         si.viaArg := si.viaArg \ {Self.from.gateAS1.nodeAS1ToId, Self.channelAS1.nodeAS1ToId}
     endif
   endif
endlet
endif
endf

In this ASM rule, the function Self indicates the current link (the one executing this rule). Two functions from and to return the gates which the link connects. The function queue returns the list of signals currently pending in this gate.

So this rule first checks whether a signal is pending in the from gate of the link. If there are signals, the first signal is retrieved from the queue, and a test is performed whether this link should transmit the signal: that is, whether the link is capable of transmitting the signal and whether the receiver of the signal can be reached through this link. This entire test is performed in the predicate Applicable.

If the signal is applicable for this link, it is deleted from the from gate, and inserted into the to gate, considering a possible delay. If the signal was sent with an output via specification, the link just passed must be deleted from the via list of the signal.

This entire computation is an ASM agent step: it can only entirely succeed, or entirely fail.

3.2 Receiving Signals at the SDL Agent

As links connect gates, we found that a mechanism is needed to eventually put signals into the input port of an SDL agent. Gates are, most of all, associated with the agent type: each gate belongs to an agent type, rather than to an agent instances (i.e. there are no gate instances in SDL-2000). Accordingly, the formal semantics definition creates gates only for each agent instance set, rather than for each agent. The channels connecting to the agent set are defined by a pair of links between gates on agent sets.

However, the agent set is not capable of ultimately processing the signals. Therefore, links are created between each SDL agent’s input port, and each gate of the agent set. These links are established through the following rules:
The rule `CREATEALLLINKS` invokes the rule `CREATELINK` for all input gates of the agent (the function `ingates` is a derived function, looking at the gates of the agent set). The rule `CREATELINK` adds a new link, establishes the from and to gates of the link, and initiates the execution of `FORWARD_SIGNAL` for the new link. As a result, the links will simultaneously look at all of the input gates, determine which signals are targeted at the agent, and put those signals into its input port. This models the semantics of the input port of the SDL agent.

### 3.3 Behavior of the Agent Instance Set

While considering signal processing, we had to consider the question of how signals get discarded when the receiver of the signal stops. To adequately represent this behavior, an activity was defined for the agent set:

\[ \text{EXECAGENTSET} \equiv \]
\[ \text{DELIVERSIGNALS} \]

\[ \text{DELIVERSIGNALS} \equiv \]
\[ \text{choose} \ g: \ g \in \text{Self.ingates} \land g.\text{queue} \neq \text{empty} \]
\[ \text{let} \ si = g.\text{queue}.\text{head} \text{ in} \]
\[ \text{DELETE}(si, g) \]
\[ \text{if} \ si.\text{toArg} \in \text{PID} \land si.\text{toArg} \neq \text{undefined} \text{ then} \]
\[ \text{choose} \]
\[ sa: \ sa \in \text{SDLAGENT} \land sa.\text{owner} = \text{Self} \land sa.\text{self} = si.\text{toArg} \]
\[ \text{INSERT}(si, si.\text{arrival}, sa.\text{import}) \]
\[ \text{endchoose} \]
\[ \text{else} \]


In this rule, the agent set continuously inspects its gates, and determines which
gates have signals pending. It chooses an arbitrary one of these gates, and re-
moves the first signal from that gate’s queue. It then checks whether the signal
has a receiver Pid defined. If it does, that receiver is computed, and the signal
put into its input port. Otherwise, an arbitrary receiver is chosen, and the signal
delivered to that agent. When an agent is stopped, it is deleted together with
its implicit connection, such that no further signal is transmitted to it.

3.4 Putting It All Together

Looking at these two mechanisms combined, it turns out that there are now
two ways in which a signal can reach its target process: either through the link
between the gate and the input port, or through the copying that the agent
instance set does. This leads to an ambiguity (which of these routes is taken)
which wasn’t found before a system was actually executed.

Further analysis shows that the ambiguity is shallow, and doesn’t constitute
an error, in the sense of an incorrect definition of the SDL language: as ASM
actions are atomic, there is a guarantee that only one or the other paths will be
taken. It cannot happen that both a link and the instance set read the same signal
from the gate’s queue, in which case the signal would get duplicated. Since the
copying takes no delay, this ambiguity doesn’t affect the overall system behavior.
In fact, the second rule (DeliverSignals) adds behavior, because it will also
attempt to transmit signals whose receiver is already dead. In this case, the
signal is simply deleted.

4 Correcting Errors

Each time the tools showed unexpected results, an analysis was necessary to
determine precisely what the problem was. In some cases, we found that simply
the expectations were wrong, and that the observed behavior is really a pos-
sible interpretation of the SDL system. For example, with the introduction of
user-defined operators, the order of evaluation of decision answers may affect
the meaning of the SDL system: comparing a decision answer with the ques-
tion value may raise an exception, or fail to terminate due to an infinite loop.
In the standardization process, it was then clarified that this is the intended
Table 1. Errors found in the formal semantics

<table>
<thead>
<tr>
<th>Category</th>
<th>Error count in F.2</th>
<th>Error count in F.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntax errors</td>
<td>352</td>
<td>189</td>
</tr>
<tr>
<td>Spelling Errors</td>
<td>115</td>
<td>80</td>
</tr>
<tr>
<td>Missing or superfluous parameters</td>
<td>159</td>
<td>34</td>
</tr>
<tr>
<td>Type errors</td>
<td>88</td>
<td>314</td>
</tr>
<tr>
<td>Incorrect usage of abstract syntax</td>
<td>144</td>
<td>83</td>
</tr>
<tr>
<td>Minor semantic errors</td>
<td>57</td>
<td>227</td>
</tr>
<tr>
<td>Major semantic errors</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Undefined functions</td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>Insufficient abstract syntax 0</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

behavior of SDL-2000, and that the order of evaluation of decision answers is non-deterministic.\(^2\)

In other cases, we traced the error to a bug in the tool chain. In many cases it was easy to find errors in the tool chain simply because the tool chain did the wrong transformations. In the case of runtime errors, this was harder to detect and required a long analysis. We assumed that the compiler construction meta tools used work correctly and in our case, they did.

If the problem turned out to be an error in the formal semantics, this error was corrected. For this latter category, we counted all errors we corrected, and classified them further. The result of this classification is shown in Table 1. The document F.2 is part 2 of the formal semantics definition; it defines the static semantics of SDL. Part F.3 describes the dynamic semantics.

The categories of errors were invented ad-hoc after a first quick overview of the errors present. “Syntax errors” refers to errors by the parser. Static semantics errors are split into the categories spelling errors, parameter errors, typing errors and abstract syntax errors.

The next kind of errors refers to the dynamic semantics with minor semantic errors (e.g. wrong index accessed) and major semantic errors. The major semantic errors required a structural change to the semantics.

Moreover, sometimes there was insufficient information in the abstract syntax 0, meaning that important information was not present in the AS0: for example, the optional identifier after the closing keyword.

In interpreting these numbers, we made the following observations:

- Syntax errors: Those errors arise from incorrect usage of the notations for the formulae. As F.2 has roughly twice as many pages as F.3, it appears that the density of such errors is constant within the entire text. The same analysis applies to the incorrect usage of abstract syntax; those were primarily caused

---

\(^2\)Editorial note: Decision answers have ranges defined by constant expressions. It is allowed (but to be avoided — tools should flag a warning) for the ranges of different answers to overlap.
by changes made to the definition of the abstract syntax after it was already used in formulae.

- Type errors: Such errors originate from a violation of the typing system. That we found more such errors in F.3 probably originates from the tools used to perform the type check: The AsmL tool performs a much stricter type check than the C++ compiler, as many of the ASM domains map to the same C++ class. It is likely that a stricter type check will find many more such errors.

- Minor semantic errors: They were detected when executing the formal semantics. The large number of such errors found in F.3 results from a few systematic errors that had to be corrected in many similar places.

- Undefined functions: In the definition of the dynamic semantics of data types, a number of calls to functions where made that were nowhere defined. Defining these functions properly was more than a simple textual correction, so we counted them separately.

- Insufficient abstract syntax: Since the abstract syntax is only used in the definition of the static semantics, obviously no such errors can be present in part F.3.

5 Related Work

For the comparison of the SDL formal semantics with other formal semantics definitions, see [6]. In the scope of this paper, we only want to have a look at the executable formal semantics work and compiler construction tools.

It is not a completely new idea to define a formal semantics for a language. There were several other attempts to define programming language semantics formally. However, the direction for the formal semantics was different most of the time. The formal semantics started from the abstract grammar, and was hence used to prove certain properties of the language (good ones and bad ones). It was not really possible to derive a real compiler from the formal language description, because the front-end properties of the language (the compiler-related part) was not formalized. In addition, many of these attempts to formalize a language only targeted a subset of the language. For example, attempts to provide a formal semantics for the C and C++ programming languages ([11], [12]) ignore (among other things) the semantics of the pre-processor.

There have also been lots of attempts to define tools that generate compilers including the semantics of the languages: examples are kimwitu [9], Eli (Paderborn) [10], and Cocktail (Karlsruhe) [13]. Our choice of tools was based on prior experience with these tools. We have not performed an extensive comparison of these tools, but we found that tool limitations are not obvious at first, and will only become visible at a late stage. At this point, efforts are typically better spent on overcoming the limitations of the tool chosen, instead of switching to a different tool – which may have a different set of limitations.

From our experience with the tools we have chosen, it is likely that an advanced parser generator might help to solve the problems we encountered with
bison, in particular to eliminate parser conflicts by using a more powerful parsing algorithm. Unfortunately, such advanced compiler generators are often limited in the integration of a given abstract syntax; for this project, we cannot accept that the tool defines an abstract syntax for us, but we must use the abstract syntax mandated by the formal SDL definition.

Compiler toolkits such as Cocktail also offer powerful attribution mechanisms for syntax trees, and use those to simplify the implementation of static semantics of a language. While such techniques are useful for a production compiler, they don’t simplify the execution of the formal semantics, where the well-formedness conditions are given in predicate calculus quantifying the entire structure of the syntax tree, instead of referring to specific attributes of certain syntax nodes. Cocktail also provides a transformation tool to implement rewriting systems, which appears to be equivalent in expressiveness to Kimwitu++.

6 Summary and Conclusions

With the formal definition of SDL-2000, it is possible to derive an executable program that implements the formal semantics of SDL. This process is nearly automatic, requiring only minimal manual adjustment of the generation process, in particular on the lexical and syntactical level.

While it is a significant effort to first produce a formal language definition, and then produce a generator that automatically derives an executable reference implementation, we believe that it is feasible to apply such techniques to other programming languages as well. In the process of doing so, we found numerous errors in the formal definition, and in our conversion tools, which helps to improve the rigor of the language definition. Having tools available also helps practitioners of the language to really understand the language definition. Moreover, it turns out that writing a formal semantics is an engineering activity similar to writing a compiler. In particular it is necessary to make extensive use of tools to assure that the resulting formalization is correct.
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Modelling and Evaluation of a Network on Chip Architecture Using SDL

Rickard Holsmark, Magnus Högberg, and Shashi Kumar

Abstract. Network on Chip (NoC) is a new paradigm for designing large and complex systems on chips (SoCs). In this paradigm, a packet switched network is provided for on-chip communication. The NoC paradigm provides the required scalability and reusability to reduce design time of SoCs. A NoC simulator is an important tool required to support development of designs based on a NoC architecture. In this paper, we describe the design of such a simulator using the ITU-T Specification Description Language (SDL). Features of SDL for representing structural hierarchy using blocks, concurrent processes and dynamic generation of processes, communication channels, user defined data types and timers are useful for modelling a NoC architecture at various levels of communication protocols. We use an event driven SDL simulator to carry out interesting experiments to evaluate various architectural options such as buffer size in switches, and their effect on the performance such as delay and packet loss.

1 Introduction

It is predicted that semiconductor technology will continue to advance according to Moore’s law for at least another ten years. In a few years time, it will become possible for designers to integrate more than fifty cores, each the size of a small processor along with many memory blocks of different types on a single chip. Network on Chip (NoC) is a new paradigm for designing such future systems on chips [1, 2].

NoC adapts the idea of a router-based network from computer networks and uses it for packet switched on-chip communication among cores. A NoC architecture provides a scalable communication infrastructure for interconnecting cores. Because the communication infrastructure as well as the cores from one design can be easily reused for a new product, NoC provides the maximum possibility for reuse.

Recently many research groups have proposed specific NoC architectures. The NoC architectures differ in the switch network topology, communication protocols and access of the network by the cores [3, 4, 5, 6]. NoC architectures being general purpose provide a lot of programmability and flexibility. But we
have to pay the price of this flexibility and reusability by loosing some communication performance, especially critical in real time applications.

NoC research is still in its infancy. There is a need to evaluate various architectural features of NoC. Designing a network for on-chip communication is similar to the problem of designing a local area computer network with some computing and communication requirements. Therefore, it is necessary to evaluate the performance of these networks to make sure that they provide the required performance for the intended applications.

The purpose of evaluation could be either to decide parameters of the network for an application, or to estimate the performance of the network for a set of applications having certain on-chip communication traffic. In the absence of availability of actual network and real applications which are going to be run on NoC systems, the only choice available for the evaluation is to use models of networks and applications. Network and applications can be modelled using a set of parameters relevant to the evaluation task.

Researchers have borrowed ideas and tools used for the evaluation of general computer networks to evaluate on-chip networks. Yi-Ran et al. [7] have used the network simulator ns-2 developed at the University of Berkeley, for evaluation of the KTH-VTT NoC proposal. Researchers are also building dedicated simulators from scratch for studying NoC architecture and on-chip packet switched communication [8]. Because ns-2 was not developed for on-chip networks, it does not provide facilities for modelling the detailed architecture of switches and does not allow accurate measurement of delays in the network. Developing a dedicated simulator is a very time consuming activity.

In this paper, we describe our experience of designing an SDL based simulator for a specific NoC architecture. In the next section we give a brief introduction to the KTH-VTT NoC architecture. In Sect. 3, we discuss the modelling of various components of a NoC architecture using SDL. Section 4 discusses parameters related to NoC architecture, application and NoC performance related to NoC architectural evaluation. Section 5 describes a few, among a large number, of the simulation experiments and their results carried out by us. At the end we give some general conclusions.

2 KTH-VTT NoC Architecture [1]

The Royal Institute of Technology (KTH), Stockholm and VTT Electronics, Oulu Finland have jointly developed a NoC platform for developing large and complex SoCs. The NoC architecture consists of a two-dimensional mesh of switches or micro-routers. Cores (called resources) are placed in the slots formed by the switches. A direct 2D layout of switches and resources is assumed providing physical-architectural design integration.

Each switch can be connected to one resource and four neighboring switches, and each resource is connected to one of the surrounding switches. Figure 1 shows a comparison between a bus based SoC and a 3 x 3 NoC. The resources in NoC could be memory blocks, DSPs or special purpose ASICs. A resource
is connected to the network through a special interface called resource-network interface (RNI).

The network of switches supports datagram based as well as virtual path based communication. A five-layered protocol stack has been proposed for layered communication among resources. These layers have been adapted from the OSI reference model which can be studied from any book on computer networks, for example [9].

The lower three layers, namely physical, data-link and network layers are compulsory layers and are implemented by each switch as well as each resource. A transport layer is also defined to establish and maintain communication between source and destination resources. The lower three layers put together provide the service of delivering a packet of data from one resource to any other resource in the network.

The switch network is called the communication backbone of NoC. The performance of a NoC architecture is highly dependent on the design of the switch. The switch has the functionality of transferring packets from one of its input ports to one or more of its output ports. The time gap between when the packet enters the switch and when it leaves the switch is called switch delay. The switch may have buffers to receive incoming packets and buffers to store packets before they are put on the output port.

Figure 2 shows a schematic diagram of a generic NoC switch. Another feature of a switch, which affects NoC performance, is the routing algorithm that is implemented in the switch control. The cost of the switch depends on the size of the buffers as well as the complexity of the routing algorithm. For our modelling purpose, we have assumed a switch having small input and output buffers.
3 Modelling of NoC in SDL

One of the motivations for using SDL for modelling NoC was to support a design process where a specification at a higher level of abstraction can systematically be transformed to an implementation at a lower level of abstraction. This means that we have a possibility of getting a RTL level VHDL design from block level SDL behavior of NoC. It is also possible to generate very simple models of resources in NoC using the programming language-like control constructs in SDL.

3.1 NoC Design Flow

We envisage that it is possible to develop a NoC using the design flow shown in Fig. 3. The flow consists of three stages ordered from system level down to implementation. The network behavior is modelled at the system level in SDL. Certain descriptions of the system behavior will come out from the VHDL design. Since the VHDL model will be clock synchronous, the number of clock cycles a function takes, will be used in the SDL model to get a more realistic timing behavior. The meaning of Fig. 3 is that the design will be refined and information from a lower level will be used to improve the model at a higher level.

3.2 SDL Model of NoC

SDL was used since it is suited to model reactive data communication systems [10, 11]. We model the layered packet switched communication in a 2D mesh of switches (micro-routers). To have flexibility as well as efficiency of simulation, we provide a mode switch in our model so that it is possible to simulate the model either at data-link layer or at the network layer.
Because data-link layer does not add information on how the routing and buffers work, it would be possible to leave this layer out when making evaluations of network performance at network layer level. The physical layer defines the actual physical connections that are the basis for a network. Because our implementation is intended for an FPGA platform and it is difficult to model the placement and routing process of FPGA design tools, currently we do not have a model at the physical layer level.

Model Overview. At the top level in the design the type definitions, signals and configuration constants (synonyms) are set. As an example, the simulation can be performed on the network layer by setting the synonym DLS to 0. If the behavior of the data link layer also is to be simulated, DLS should be set to 1. We also provide a facility for setting the behavior of each resource at system level using synonyms as parameters.

The major decision for the block division is that a block should encapsulate a specific function of the network. To some extent they should also reflect the physical units that form the network. The design makes frequent use of type definitions, in order to make components easy to reuse. Because the model is to be used for simulation purposes the network size is an important parameter.

For modelling purposes, we group a switch, a resource, and a resource network interface as a single block and call it a NoC node. Figure 4 shows the SDL model of a NoC node. Before a simulation the number of nodes that are the product of
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The values assigned to row size * column size are created. The connections between the nodes in the network are then automatically set up.

The internal structure of the Node block is shown in Fig. 5. It is divided into three blocks namely Router, Resource and RNI. The IO Switch is a channel that is only used in the initialization of the simulation in order to get all the created routers connected appropriately. We briefly discuss SDL modelling of various components of the NoC architecture in the next sub-sections. More details are available in [12].

**Micro-router.** A micro-router is built using the layered design, which provides the ability to change the service on one layer without affecting the other. Figure 6 shows the network layer block of the Router, consisting of one switch/routing block, four in/out buffers, and one RNI in/out buffer.

The routing function in the micro-routers decides the transfer of data between any arbitrary nodes in the network. The block SWITCH_CONTROL contains the processes Switch and Route_Control. The Switch receives packets from the in-buffers and sends information about the packet’s desired destination to the Route_Control. The Route_Control has information about the state of the out-buffers and makes a decision about the route for the packet.

We use a very simple dynamic routing algorithm for making routing decisions. For every input packet we first try to send it in a direction (north or south) leading to the shortest path. If that is not possible we investigate the next best direction (west or east). If buffers in the preferred direction are not available, it will be sent to any direction with a free buffer. If there is no free input buffer in a particular direction, the switch, which can send a packet to it, is informed about this. If it is not possible to route a packet out of a switch for some specified number of time units (timeout time), the packet is dropped.

This strategy is chosen because when the network is heavily loaded, the resources should not send a packet that will most likely be dropped. This brings the
information regarding the network traffic closer to the source, and the decision on how to react is made by the resource.

The buffers use the BUFFER_TYPE block and handle all communication in one direction (North, South, West, and East). To make it possible to set a different configuration for the buffer connecting to RNI this is of a special type called RNI_BUFFER_TYPE. These blocks are also able to communicate with the neighboring router or RNI, both directly on the network layer and via the data-link layer.

The data-link layer is divided into a separate block, D_IO_TYPE that connects to the buffers and performs services of the data-link layer.

**Model of Resource Network Interface.** The purpose of the Resource Network Interface (RNI) is to be a link between a micro-router in the network and the resource connected to it. The idea of having a RNI is that there is no need
for a resource to implement the network layer. Thus, some complexity of the resource will be removed.

In the model it is assumed that the transport layer is implemented in the resource part of the interface between the RNI and resource. This is because there is a possibility that every resource will not have identical use of this layer’s service. As a result the RNI will receive transport layer packets, perform network layer services such as adding the address of the desired destination node for transporting the packet.

It encapsulates the block type N LAYER with processes that perform the network layer services in the RNI. It contains one RNI service block and one in/out-buffer towards the micro-router. There is also a possibility to use a data-link layer block. The block RNI SERVICE is responsible for the transformation of data between the resource and the network. In this design the resource sends transport layer packets.

In the process RNI_OUT, T Layer packets are attached with network layer information and sent out on the network. In the process RNI_IN the N_layer packets are unpacked to transport layer and sent to the resource.

The N BUFFER_TYPE is used to handle the communication with the network router on the network layer or via the data-link layer. It is similar to the BUFFER_TYPE in the router except that it is of an own type for configuration options.

In the block D LAYER there is one sub-block of the type D_IO_TYPE.
Resource. Because of the need to get good simulation results, the resources in the model should mimic the behavior of the real resources. There can be different kinds of resources in a real system, such as DSPs, general-purpose processors or memory. The block RESOURCE is a container of the type of resource that is connected.

For our simulation purposes a resource is a generator of packets. A resource is modelled by two concurrent processes, sender and receiver. The process Sender simulates the behavior of the resource. In this model the resource simulates the transport layer service, which results in that data is sent and received as transport layer packets. Between the RNI and the resource there is only a transport layer connection. Adding lower layers here will not give any benefit to evaluate the model. Because the resource and RNI sit in the same node there is no reason for implementing the network layer between these.

There is a possibility to choose between bursty and continuous base behavior. Bursty behavior means that a certain number of packets are put out with a maximum rate, called burst, and after that there is a delay called burst gap before the process repeats itself. The number of packets between the delays is selected around a mean according to the Poisson distribution.

The burst gap is calculated from a random delay that is uniformly distributed between a minimum and a maximum value. The length of the burst gap is weighted with the number of packets in the burst, which results in a longer burst gap if the number of packets to be sent is big.

The selection of addresses can be random within the limits of the network, and addresses situated next to the sender have double probability to be chosen because this is the most likely scenario for communication. With the continuous behavior it is possible to set the delay between two packets transmitted which gives the output frequency.

In the Receiver process the time of arrival of the packet is noted and the packet information is written to a file. It is now possible to compare the logged information from the receiver with other values. We can get a lot of information from these logs, for instance the number of packets sent/received, transfer time and many other interesting figures.

Data-Link Layer Block. The data-link layer deals with how the transfer of data between two micro-routers can be reliable. Data is grouped into frames that may consist of a header, payload and checksum. The D_IO_TYPE block type contains processes to perform the data-link layer services. The processes in this block will not be active during network layer simulation.

The process N_D_TYPE is consuming network layer data packets from the network layer, framing them with data link layer information and error check. After that it passes them to the data-link when the receiver is ready to receive. If there is an error introduced in the transmission there will be a retransmission of the failing message.

Process D_N_TYPE receives data-link layer data packets from the data link, unframes the data-link layer information and checks for errors. After that it
passes them to the network layer. If there is an error in the transmission the packet will be trashed and a signal will be sent to the sender.

3.3 Design Tool

The programming tool that was available and used was Tau 4.3 from Telelogic [13]. This package contains an SDL suite that fully supports SDL-92 and partially SDL-96. The design has been done with the graphical notation of SDL. The tool automatically generates a C/C++ code equivalent to the SDL model behavior and the generated program can be used for discrete event simulation of the modelled system.

It is possible to include a Graphical User Interface (GUI) library during the design phase of the model. This library makes it possible to use a built-in GUI, where the systems execution could be viewed both in text and MSC diagrams. But simulation speed with this set up is very slow.

Another library, called the performance simulation library, helps to produce compact C/C++ code which runs much faster. With this library the produced executable code for the NoC model was approximately 400 Kbyte. A simulation run in this configuration took only a few minutes for simulation of NoC architecture for 10000 clocks. In this case the simulation results were recorded to a file and were analyzed and graphs were generated using Microsoft Excel.

4 NoC Evaluation Parameters

The parameters could be divided into three categories, namely, architectural parameters, application parameters and performance parameters.

4.1 Architectural Parameters

These parameters include the topology and size of the network. Packet buffer size used in every switch of the network will be an important parameter. It also includes various parameters used at various layers in the protocol stack used for communication. Important parameters in this category include the routing algorithm, packet priority scheme at network layer level and error control at data link layer level. Packet formats at various levels will also fall in this category.

4.2 Application Parameters

For the evaluation of the network, the relevant feature of an application can be modelled by the communication behavior of various resources running the application. The communication requirement of various resources will determine the traffic in the network. Therefore, the following parameters are useful for specifying traffic:
Rate of Packet Generation: The packet could be generated at random intervals or could be generated periodically. The packets generation could be bursty or have uniform time gaps.

Destination Address of Packets: The destination address of a packet originating from a resource may have a fixed set of destinations, random destination or may have bias towards neighboring resources.

4.3 Performance Parameters

As discussed earlier, the purpose of network evaluation could be for finding the best architecture for an application or a set of applications, or for checking the suitability of a specific on-chip network for an application. Therefore, the chosen performance parameters should help in the above task. The following are a set of generic parameters. There could be other parameters, which could be network specific or application specific.

Spread: This parameter measures the percentage of packets, which take a route longer that the shortest in the network.

Packet Delay: This refers to the time it takes for a packet to go from source to destination. Depending on the context, average packet delay or maximum packet delay may be important.

Packet Drop Probability: It defines the probability of a packet being lost in the network due to heavy traffic and limited buffer capacity in the switches. This could be due to defects/errors from various layers in the network.

The packet delay and drop probability will depend on the network load and buffer sizes in the switches. These will also depend on the routing algorithm and priority schemes used.

5 Simulation Experiments and Results

We have evaluated how the performance of the network is affected by different buffer configurations. Other factors that have an impact on network performance are the delays in the different components that packets will pass through.

The performance measures used are packet loss probability in terms of packet drops/100 packets and mean packet delay regarding all packets sent and received in the network. One thing that must be considered is what kind of traffic load should be offered to the network. The following parameters are varied for various simulation experiments.

Burstiness – Bursty traffic can be generated by specifying gaps between bursts, number of packets/burst and average packet rate.

Network Clock Speed – This changes the delays in the network components.

Network Load – This is controlled by changing the number of resources putting packets on the network.
For simulation purposes we used a 4*4 node network. This size is chosen because a smaller size will not test the routing thoroughly and a larger size would take too much time to simulate and analyze. For a SoC it also seems a size that could be realistic in a near future. After studying some simulations the following set-ups were used for experiments:

- A mixed set-up with one continuous and 15 bursty resources. The positions of the resources will be same for all simulations in order to make a fair comparison.
- Set up all sending resources as bursty.

We carried out a very large number of experiments. Below we describe a very small representative subset of these experiments.

5.1 Simulations with Equal Delay of Switch and Buffer

The following simulations were made with equal delay of the buffers and the switch. In this case the minimum period of the micro-router is 3 clock cycles. For example, if the network clock period is 0.5 ns, this results in a maximum bandwidth of $1/(3^*0.5^*10^{-9})=667$ Mpackets/s.

Simulations with 1 Continuous and 15 Bursty Resources. In this simulation experiment, 15 of the resources are set to bursty sources, and one to continuous behavior. Every bursty resource communicates with one other resource, and has a mean packet rate at 100 Mps (Mpackets/s), the burst rate is at 384 Mps. The resource that sends continuously communicates with six other resources. The communication rate is 64 Mps with each resource, the total communication from the continuous resource will then be 384 Mps. The mean distance that a packet travels is three switches, both for bursty and continuous resources.

When evaluating what happens to the sent packets we have divided the packets into three different categories, namely Transferred, Cancelled and Dropped.

Transferred packets are those that have been sent on time, that is when the resource wants to put it to the network, and reached their destination.

Cancelled packets are those that have not been sent on time because the buffers are full. These packets will be dropped by the transmitting resource.

Dropped packets are those that are sent on time but later got dropped by a micro-router because the required buffers are full.

The results show that a network that works with 0.5 time units per clock cycle gets no dropped packets and only a few cancelled packets. The network is so fast that the buffer configuration [in-buffer:out-buffer] has no or very little influence on the performance. Increasing the period to 0.8 time units, reveals that the single out-buffer configurations does not perform very well, as can be seen in Fig. 7.
Transfer statistics for 1 continuous and 15 bursty resources, Clk=0.8

<table>
<thead>
<tr>
<th>Inbuff:Outbuff</th>
<th>Dropped</th>
<th>Cancelled</th>
<th>Transferred</th>
</tr>
</thead>
<tbody>
<tr>
<td>01:01</td>
<td>4593</td>
<td>11050</td>
<td>2595</td>
</tr>
<tr>
<td>01:02</td>
<td>0</td>
<td>1300</td>
<td>16938</td>
</tr>
<tr>
<td>01:03</td>
<td>0</td>
<td>1084</td>
<td>17154</td>
</tr>
<tr>
<td>02:01</td>
<td>4195</td>
<td>8929</td>
<td>5114</td>
</tr>
<tr>
<td>02:02</td>
<td>0</td>
<td>1096</td>
<td>17142</td>
</tr>
<tr>
<td>03:01</td>
<td>5027</td>
<td>9127</td>
<td>4084</td>
</tr>
</tbody>
</table>

Fig. 7. Transfer Statistics for 1 Continuous and 15 Bursty Resources

We experimented with different input buffer and output buffer sizes to see their effect on packet delay. The mean transfer time in Fig. 8 shows that the configuration with 02:02 (two input buffers and two output buffers) is slightly faster than 01:02 and 01:03 on networks working on 0.5-0.6 time units. When the period time is increased further, the configurations with one input buffer does not increase their mean transfer time as much as 02:02 does.

We wanted to know what lays behind the differences in performance of the different buffer configurations. This measurement we called spreading as shown in Fig. 9. It is defined as the percentage of packets in their optimal path compared to packets out of their optimal path.

Fig. 8. Transfer Mean Time for 1 Continuous 15 Bursty Resources
For example a 60% spreading shows that out of one hundred packet switchings, switches that reside out of the packets optimal path switch 60 of them. Switches that lay in the packets optimal path make 40 switchings. If a packet does not travel the shortest possible path the number of switchings will increase rapidly, and may cause drops if there is heavy traffic.

The buffer configuration 01:02 has a slightly higher spreading than 02:02 and 01:03 at a high frequency, that is when the network clock=(0.5;0.7). This can be explained by the fact that this configuration only has three buffers compared to four in the other two. The probability that all buffers are full is higher when there are fewer buffers, and the router then has to find an optional route.

When the network-clock is set to 0.8 the configuration 02:02 suddenly begins to spread the packets more than 01:02, which seems rather odd because more buffers should give better result in most situations. One reason for this could be that the router is now able to route the second packet in the input queue before there is any space in the desired output buffer, and this causes the router to send the packet into a non-optimal route.

Simulation with 16 Bursty Resources versus 14 Bursty Resources.
Simulation Set-up: Every bursty resource communicates with one other resource, and has a mean packet rate at 100 Mps (Mpackets/s), the burst rate is at 384 Mps. The average number of switches each has to go through is three.

When comparing the number of packets transferred in Fig. 10 we can once again see that the network that runs with a period of 0.5 time units is so fast that the buffers have a very small influence on the behavior of the network.

There are no drops and the numbers of cancelled packets are also very small using this configuration. When increasing the period time to 0.7 time we can see that the influence of the buffers starts to increase. The simulations made with more than one output buffer is significantly better than the ones with only one output buffer. The results from All Burst and clk=0.9 shows that the combination of two input- and two output-buffers falls back as the load increases.
When looking at the mean transfer time it is observed that the results from all the configurations with one output buffer increase their transfer time much faster than the other configurations, see Fig. 11. The configurations with more than one output buffer have almost the same performance as long as the load is not too high. When the load gets higher the 02:02 set-up falls back and the set-ups 01:02 and 01:03 are by no doubt the fastest.

As mentioned earlier, we have done many other simulation experiments, for example with different degrees of burstiness and also unequal speed of switches and buffers. More results are given in [12].

6 Conclusions

Our experience in modelling a specific NoC architecture shows that SDL is well suited to make models and simulate complex electronic systems. The block type and process type features are very useful to describe structural and functional hierarchy; timers are useful for measuring time; user defined data types are useful for modelling protocols. The following conclusions can be drawn from the results of the simulation experiments that we have carried out.

Fig. 10. The Number of Transferred Packets with 16 vs. 14 Bursty Resources
The performance of the network improves with the size of the output buffer more than the input buffer. A buffer size configuration of 1:2 or 1:3 seems to provide good performance for most of traffic situations.

It also seems that adding more input-buffers only makes the network performance worse.

A longer burst-length does not benefit from larger buffers as compared to the shorter burst-length.

We have successfully carried the design process described in Figure 3 from an SDL specification of NoC to a prototype implementation on an FPGA board [12].

We feel that it is quite easy to incorporate changes in our SDL model to model other NoC architectures. After this study, one thing that seems important is to include some special mechanisms for getting higher communication performance, especially for hard real-time systems.

Some researchers have proposed that a mixed packet switched and circuit switched network could be the solution for this [6]. A circuit switched network makes it possible to transfer data very fast as soon as the data path has been locked.
Another solution for increased real-time performance is to give packets in the NoC different priorities. Packets that are given high priority can overtake the packets with lower priority in the network. We are planning to extend our model to include application specific cores as resources.

We are quite sure that the NoC paradigm will soon become available as an important option for developing complex SoCs. Modelling and evaluation tools will need to be developed for this purpose.
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Abstract. It is convenient to describe telecomms services using a graphical notation that is accessible to non-specialists. However, the notation should also have a formal interpretation for rigorous analysis. CRESS (Chisel Representation Employing Systematic Specification) has been developed for this purpose. A brief overview of CRESS is given. It is explained how features (additional services) can be defined in a modular fashion, and automatically combined with a base service. Brief case studies illustrate how the approach has been used to describe services in the IN (Intelligent Network), SIP (Session Initiation Protocol), and IVR (Interactive Voice Response). Finally, it is shown how CRESS diagrams are translated into SDL for automated simulation, validation and implementation.

1 Introduction

A telecomms service is a set of capabilities packaged and sold to end-users, while a telecomms feature is a self-contained aspect of a service. However, the terms ‘service’ and ‘feature’ tend to be used interchangeably. It is costly and time-consuming to develop a new telecomms service. It is therefore desirable to have a precise description of what is to be built. A critical lesson from telephony is that services often interfere with each other in unexpected and undesirable ways – so-called feature interaction [1].

A formal description can be used for automated analysis of service incompatibilities. However, both technical and non-technical people must cooperate in defining a service. A formal description is likely to be understood only by specially trained engineers. It is therefore desirable that service descriptions be meaningful to the non-specialist, such as a manager or a marketing person. The ideal service description should be graphical (accessible to non-technical staff), abstract (permitting a variety of implementations), and precise (automatically translated into a formal language).

The representation of services has been well investigated for traditional telephony and the IN (Intelligent Network). Feature interaction in these domains is also well researched. However the world of communications services has moved rapidly beyond these into new applications such as mobile communication, web services, Internet telephony, and interactive voice services.
The author’s approach to defining and analyzing services is a graphical notation called Cress (Chisel Representation Employing Systematic Specification). Cress is a significant extension of the original Chisel notation developed by BellCore [2]. The author was attracted by the simplicity, graphical form, and industrial orientation of Chisel. Although it has mainly been used in telecomms, Cress is not tied to this. Indeed, Cress supports plug-in application domains that define the vocabulary used to describe services. Applying Cress to a new application mainly requires the definition of a new vocabulary for events, types and system variables.

Cress is neutral with respect to the target language. It can, for example, be compiled into SDL (Specification and Description Language [3]) and LOTOS (Language Of Temporal Ordering Specification [4]). This gives formal meaning to services defined in Cress, and allows rigorous analysis of services. The semantics of a Cress diagram is thus defined by the target language. In principle, this risks inconsistency. In practice, Cress diagrams are sufficiently simple that they can be given the same interpretation in different languages.

For direct implementation in certain domains, Cress can also be compiled into SIP CPL (Call Processing Language), SIP CGI (Common Gateway Interface, realized in Perl) and VoiceXML. Cress is thus a front-end for defining, analyzing and implementing services. It is not in itself an approach for detecting feature interactions.

This paper explains how SDL is used to support Cress. The general approach is illustrated with examples taken from telephony with the IN (Intelligent Network [5]), Internet telephony with SIP (Session Initiation Protocol [6]), and IVR (Interactive Voice Response) using VoiceXML (Voice Extended Markup Language [7]).

Several graphical representations are used to describe communications services. SDL is the main formal language used in telecomms. Although it has a graphical form, SDL is a general-purpose language that was not especially designed to represent services. SDL service descriptions are not accessible to non-specialists as they tend to be low-level and rather technical. MSCs (Message Sequence Charts [8]) are higher-level and more straightforward in their representation of services. However neither SDL nor MSCs can readily describe the notions of feature and feature composition that are important in defining services. Cress was designed to fill this gap.

Because Cress can be translated to SDL, the same services could (of course) be described directly in SDL. This is not done for a variety of reasons:

- The Cress diagrams are much more compact than their SDL equivalent. Cress diagrams also require less technical knowledge than SDL. As shown by BellCore [2], even non-technical people can understand diagrams in the style of Cress.
- Cress service descriptions are more abstract than their equivalent in SDL. Although UML could be used, services do not usually lend themselves to an object-oriented treatment. (This is a reflection on typical services, not UML.)
- CRESS has explicit support for features and feature composition. Only approximations to these exist in UML or SDL. As a result, it would be necessary to re-invent the support – which CRESS provides natively.
- CRESS is language-independent. The same diagrams can be translated to different target languages. This is very powerful, because the same diagrams can then be used for different purposes. Consider, for example, an IVR service. This can be formulated in CRESS for discussion among technical and non-technical staff. It can then be translated into SDL, where reachability analysis and MSC-based validation are very convenient. It can also be translated into LOTOS, where model-checking, theorem-proving and test generation algorithms are available. Finally, it can be translated into VoiceXML for actual implementation.
- CRESS provides domain-specific frameworks. For example, the IN framework has built-in support for SCPs (Service Control Points), user profiles and billing. These would all need to be devised and specified using a plain SDL approach.

The paper aims to show that CRESS, supported by SDL, can be used with a variety of kinds of services. Section 2 provides a brief overview of the CRESS diagrammatic notation. It is not feasible to provide a tutorial on CRESS here, but more information can be found in [9, 10]. Sections 3, 4 and 5 show how CRESS can be applied to services in the IN, SIP and VoiceXML; some knowledge of these areas is assumed. Finally, Sect. 6 discusses how CRESS diagrams are turned into SDL and then analyzed.

2 The Cress Notation

This section gives a compact overview of the CRESS notation used in this paper. For concreteness, examples are taken from diagrams that appear later in the paper.

2.1 Diagram Elements

A CRESS diagram is a directed, possibly cyclic graph. Oval nodes contain events and their parameters (such as StartRing A B). Events may also occur in parallel (|||). Events may be signals (input or output messages) or actions (like programming language statements). An event may be followed by assignments optionally separated by ‘/’. A NoEvent (or empty) node, meaning no event occurs, can be useful as a connector. It may join a number of preceding and following nodes as a more compact way of linking all the nodes.

Nodes are identified by a number, which may be followed by a symbol to indicate the kind of node. For example, ‘<’ denotes an input node, while ‘>’ denotes an output node. A feature start node is marked ‘+’ or ‘−’, depending on whether it is appended or prefixed to the matching node that triggers it. Sometimes it is necessary to prevent a node from matching a feature template by appending ‘!’ to its node number.
As an example of a node, the following appears in Fig. 6:

\[ 2 > \text{Ack Q P / P} \leftarrow \text{ForwardBusy P} \]

This output node, numbered 2, sends a SIP acknowledgment from caller Q to callee P. The callee address P is then replaced by the one used for forwarding on busy. Parentheses are often omitted in CRESS if there is no ambiguity, so \( \text{Ack Q P} \) for example means \( \text{Ack}(Q,P) \) and \( \text{ForwardBusy P} \) means \( \text{ForwardBusy}(P) \).

A directed arc between nodes links them in sequence. Branching is permitted if there is a choice of events. The arcs between nodes may be labeled by guards. These are either value expressions (imposing a condition on the behavior) or event triggers (that are activated by dynamic occurrence of a condition). Event triggers are distinguished by their names. Examples of guards appear in Figs. 2 and 8:

- \( \text{Free A B} \) in the IN means that B is free for a call from A
- \( \text{Filled} \) in VoiceXML triggers the behavior for correct user input.

A CRESS diagram can contain a rule box (a rounded rectangle) that defines things such as the diagram variables, parent diagrams, macros, and configuration information like subscriber profiles. Sample rule boxes appear in Figs. 2 and 3:

- \( \text{Uses Address A,B} \) defines diagram variables A and B of type \( \text{Address} \)
- \( \text{Uses / POTS} \) says the parent diagram is that for \( \text{POTS} \)
- \( \text{Off-hook P / Busy P} \leftarrow \text{True} \) is triggered by signal \( \text{Off-hook} \) with parameter \( P \); it notes the status of phone \( P \) as busy when it goes off-hook.

Ultimately, CRESS deals with a single diagram. However it is convenient to construct diagrams from smaller pieces. A multi-page diagram, for example, is linked through connectors. More usefully, features are defined in separate diagrams that are automatically included by either copy-and-paste or by triggering.

### 2.2 Services and Features

CRESS diagrams are interpreted in the context of a specification framework that defines a domain-specific infrastructure. For example, IN billing is handled by a separate subsystem that cooperates with call control. Similarly, call processing in the IN collaborates with an SCP (Service Control Point). It is therefore normal for CRESS to define a framework for each application domain. Such a framework is specified using the same target language as the one to which diagrams are compiled (for example, LOTOS, SDL, VoiceXML). Although the framework is specific to a domain and a target language, it is independent of the particular services or features deployed.

The framework includes macro calls that are handled by the CRESS pre-processor. For SDL, the macro call \( \text{Cress(Types)} \) generates \( \text{Signal, SignalList} \) and \( \text{Type} \) definitions appropriate to the application domain. This information is determined by the plug-in vocabulary. Feature diagrams are automatically
combined with the root diagram by the macro call \texttt{Cress(Features)}. If there are several root diagrams, each root and its features are combined by a macro call such as \texttt{Cress(Features/Proxy)} for a SIP Proxy Server. Finally, the macro call \texttt{Cress(Profiles)} automatically generates configuration-specific details and the subscriber profiles. This information is defined by a special CRESS configuration diagram.

A main CRESS diagram defines the root (or basic) behavior. Although this may be the only diagram, CRESS also supports feature diagrams that modify the root diagram (or other features), augmenting basic behavior with new or modified capabilities.

A spliced (plug-in) feature adds to a root diagram by copy-and-paste. The feature indicates how it is linked into the original diagram by giving the insertion point and how it flows back into the root diagram. This may lead to nodes and guards being inserted, existing nodes and guard being replaced, and portions of the root diagram being deleted. This style of feature is appropriate for a one-off change to the original diagram.

A template (macro) feature is triggered by some event in the root diagram. The triggering event is given in the first node of the feature. Feature execution stops at a \texttt{Finish} (or empty) node. At this point, behavior resumes from the triggering node in the original diagram. A template feature is realized statically, instantiating it with the parameters of the triggering event. The instantiated feature may be appended or prefixed to the triggering node. As it is common for features to be triggered by the same event, feature activations may be chained. In such a situation, CRESS defines priorities for features to control their order of application. Some features are cyclic, for example call forwarding may yield a new address that is itself subject to call forwarding (see Fig. 6). A loop back to the beginning of a feature is treated as a return to the start of the feature chain.

Although CRESS is mainly concerned with user services, it also supports ancillary aspects such as subscriber profiles and billing (dependent on the application domain). Profiles define the services chosen by each subscriber. CRESS also has explicit support for billing features such as credit card calling and independent billing for each call leg.

2.3 Tool Support

The CRESS toolset has the form of a conventional compiler but is unusual in some respects. For portability it is written in Perl, comprising about 13,000 lines of code. Java would also have been a possibility, but Perl is just as portable and is very convenient for CRESS purposes. A traditional compiler deals with textual languages. However CRESS is a graphical language, and this creates interesting challenges such as compiling cyclic rather than hierarchical constructs.

The CRESS toolset consists of five main tools. Including test scenarios, there are about 600 supporting files for all domains and target languages. Internally the CRESS toolset comprises a preprocessor (that instantiates the specification framework), a lexical analyzer (that deals with various diagram formats),
a parser (that performs syntactic analysis), and several code generators (including one for SDL). Cress has been designed to work with a number of diagram formats. Currently, diagrams are drawn with the Diagraml tool that runs on five different platforms. However a platform-independent diagram editor is currently being implemented using the open-source jGraphPad.

Cress supports the IN, SIP and VoiceXML domains. For formal analysis, SDL and LOTOS are the target languages. For SIP, the primary target language is a specialized use of Perl for CGI scripts. Preliminary work has been undertaken on compiling into SIP CPL, but this is possible for only very limited forms of feature diagram. For interactive voice services, VoiceXML is the obvious target language for implementation.

The Cress user draws root and feature diagrams using an appropriate graphical editor. A single button-click retrieves all the diagrams, combines them with the appropriate specification framework, and translates them to SDL. Validation and verification may use any standard SDL mechanism such as reachability analysis. However it is often most convenient to use MSC validation. Each feature is characterized by a set of use-case scenarios expressed as MSCs. These may be created manually, or may be derived from simulation of the feature. Validating a feature then means validating these MSCs. Features can be validated in isolation. This is useful to gain confidence in the feature description. More usefully, features can be validated in combination – the most complete test being when all features are deployed simultaneously.

In fact, the Cress design procedure already eliminates a number of feature interactions. For example, Cress requires the specifier to prioritize features so that they are applied in an appropriate order. A common interpretation of feature interaction is that a feature operates correctly on its own but not in combination with other features. Feature interaction shows up as failure to validate an MSC. Once characteristic MSCs have been defined, the validation process is completely automated. This is particularly valuable when new features are added to a system. The existing MSCs can be used as regression tests to check that existing features still behave correctly.

3 Case Study: IN Services

The IN (Intelligent Network [5]) defines an architecture for flexible support of services in telephony. A key contribution is the separation of call switching in SSPs (Service Switching points) from service handling in SCPs (Service Control Points). The IN has been used to implement a wide variety of services such as various forms of billing (e.g. as split charging), busy handling (e.g. call waiting), call forwarding (e.g. on no answer), call screening (e.g. on caller identification), and conferencing (e.g. three-way calls).

The goals of using Cress with the IN are:

- to define features in a comprehensible way
- to allow features to be validated in isolation
- to validate features in combination, checking for feature interactions.
The CRESS specification framework for the IN occupies 15 pages of SDL/GR, so only the top level can be given here; more detail can be found in [9]. The main block structure is shown in Fig. 1. Telephone users communicate with the network via the User channel. This allows users to send signals such as Off-hook, Dial and On-hook. The network can send the user signals such as Dial Tone, Disconnect and StartRinging. The internal structure of the network is hidden from the users. It comprises the following processes whose behavior is fixed, except for that of Switch:

Switch is multiply instantiated up to the concurrent call limit MaxInst. It describes the operation of a switch (SSP) provisioned with features. The switch behavior is that of the POTS root service defined in CRESS, modified by the features described in separate CRESS diagrams.

CallCoordinator is responsible for linking users and their calls. For example if a user goes off-hook, it is necessary to create an instance of the Switch process and send it the Off-hook signal. The CallCoordinator process therefore acts as a distributor of user signals.

StatusManager maintains the status and profiles of all users. The dynamic status (whether busy or the number of the last caller) of each user is maintained. The profiles define the user’s telephone number, which features have been selected, and the parameters of these features (such as a forwarding address). Subscriber profiles are provided by the CRESS configuration diagram.

BillingSystem logs all billing information. Because SDL does not directly support external files, this process merely absorbs the raw billing data (caller and callee, paying party, start and finish times of call). However this information can be used in (say) simulation or validation output.

ServiceControl describes the operation of an SCP. It provides the support expected of an IN SCP. It also retrieves user statuses and profiles from the StatusManager.

Fig. 1. CRESS SDL Structure for the IN
Figure 2 shows the CRESS root diagram for POTS. This (plus features) is used to generate the body of the Switch process in Fig. 1. The IN model deals with complete (caller plus callee behavior) calls, and not just one side of a call. CRESS diagrams have also been created for 11 typical IN features, based on descriptions in the first feature interaction contest [11]. Most features are switch-based, but those designated as IN features make use of SCP capabilities. The features occupy about 10 pages of CRESS diagrams, and include billing, busy handling, call forwarding, call screening and conferencing. As a sample feature,
Fig. 3 shows the template for Return Call. This is triggered when a phone starts ringing, storing the caller’s number. It is also triggered by dialing. If the dialed number is 1471 (the UK code for Caller Return), it is replaced by the last caller.

The features are combined with POTS and the IN specification framework to yield about 2500 lines of SDL/PR. Depending on complexity, each feature has between 2 and 23 MSCs as use-case scenarios. The Cress validation demonstrates well-known interactions among typical features. For example, Call Forwarding may interact with Call Screening: a caller may be forwarded to an undesirable number. Call Forwarding also interact with itself by causing a forwarding loop. However, Cress is most valuable when analyzing novel features for compatibility with existing ones.

4 Case Study: SIP Services

SIP (Session Initiation Protocol [6]) is an Internet standard for controlling sessions. In the context of Internet telephony, SIP is used to control voice calls. However SIP is a general-purpose protocol that can be used to establish multimedia sessions such as video-conferences. SIP has also been adopted for use in call control for 3G (third generation mobile communication).

The goals of using Cress with SIP include those for the IN. However SIP services are not yet so well understood, and SIP can support new kinds of services. Additional goals are therefore:

- to clarify what SIP services mean, and where they can be deployed
- to provide an architecture for defining SIP services
- to define a base of ‘typical’ SIP services.

SIP services can be deployed in three places: User Agents (which support the user interface to SIP), Proxy Servers (which relay and may manipulate requests), and Redirect Servers (which indicate how calls should be redirected to reach a user). As a consequence, the Cress model of services exposes all three elements. Unlike the IN, Cress has to define models for SIP of half-calls (the behavior of the caller or callee in isolation). For familiarity, service primitives follow telephony terminology. Thus a user is said to go Off-hook or On-hook, even though an actual phone may not be in use.

Ideally, SIP services would be described without internal protocol details. However SIP services are closely related to the protocol. Cress is therefore obliged to include some aspects of this when describing features. This is not entirely desirable because it is then necessary to give the mapping between user actions and protocol actions. A reasonable compromise has been reached by mapping to an abstract view of SIP. This high-level interface is easily mapped onto the actual protocol.

The SIP specification framework resembles that for the IN. As it occupies 22 pages of SDL/GR, only the top level can be given here; more detail can be found in [10]. The main block structure is shown in Fig. 4. Internet telephony users communicate with the network via the User channel. The internal structure of
the network comprises the following processes. In the SIP framework the UserAgent, ProxyServer and RedirectServer processes are all generated automatically; the other processes are fixed.

**UserAgent** consists of multiple instances up to the concurrent session limit MaxInst. The relevant Cress diagrams define the root behavior and features of a User Agent. It uses the abstract SIP interface to communicate with a ProxyServer or RedirectServer via the ProtocolBuffer.

**ProxyServer** consists of multiple instances up to the MaxInst limit. The relevant Cress diagrams define the root behavior and features of a Proxy Server.

**RedirectServer** consists of multiple instances up to the MaxInst limit. The relevant Cress diagrams define the root behavior and features of a Redirect Server.

**AgentCoordinator** creates UserAgent instances and distributes user signals – much as the IN CallCoordinator does.

**ProtocolBuffer** distributes User Agent signals to Servers, and vice versa. It also creates instances of ProxyServer and RedirectServer as required. A Redirect Server is used if the called User Agent has call forwarding, otherwise a Proxy Server.

**StatusManager** maintains the status and profiles of all users (like its IN equivalent).

**BillingSystem** logs all billing information (like its IN equivalent).

Figure 5 is the Cress root diagram for a Redirect Server. A sample feature appears in Fig. 6. This is triggered when a SIP response message \( M \) from callee

---

![Cress SDL Structure for SIP](image_url)
P to caller Q is received by a Proxy Server. If the response is ‘Busy Here’, it is checked whether P has a forwarding address. If so an acknowledgment is sent from Q to P, and a fresh Invite is sent to the forwarding address of P. The new response message M3 is also subject to a forward-on-busy check.

The kinds of SIP features described using CRESS are a subset of those for the IN. This is partly because SCP-based features are, of course, irrelevant for SIP: there are no centralized services. Because features may be deployed in three places (User Agent, Proxy Server, Redirect Server), there are variants of each feature. For example, call forwarding differs according to where it is deployed. Many IN features focus on handling busy conditions. In fact a SIP user may never be busy because there is no single telephone line/instrument that becomes
occupied. For this reason, the notion of ‘busy’ is defined in CRESS. It may simply be as in the IN, only one call at a time is permitted. However it may be defined in a more complex manner to depend on the time of day, the caller, and the subject of the call.

As for the IN, root and feature diagrams for SIP are automatically combined and validated. A difference is that there are separate diagrams for User Agents, Proxy Servers and Redirect Servers. SIP features are characterized by MSCs and validated in the same way as for the IN. When standard IN features such as call forwarding and call screening are reformulated for SIP, similar kinds of interactions are discovered. However, SIP lends itself to new kinds of features not found in the IN [12]. CRESS is useful to investigate new interactions arising from these.

5 Case Study: VoiceXML Services

VoiceXML (Voice Extended Markup Language [7]) draws on earlier scripting languages for interactive voice services. The underlying model of VoiceXML is that the user completes fields in forms (or menus) by speaking in response to prompts. Each field is associated with a variable that is set to the user’s input. Some actions may be governed by a condition or a count that specifies when the action is permitted. A script may throw an event, aborting current behavior and activating a matching event handler.

The goals of CRESS for IVR (Interactive Voice Response) services differ somewhat from use with the IN or SIP:

– to explore the concepts of feature and feature interaction in an IVR setting
– to represent and analyze a range of generic and application-specific features
– to automate discovery of flaws in IVR applications.

VoiceXML is a large language embedded in an even larger framework. For example, VoiceXML includes support for EcmaScript (JavaScript). It also supports complex grammars for speech recognition and markup for speech synthesis. VoiceXML is integrated with other technologies such as databases and web servers. It is not feasible to represent the entirety of such voice-based services. Instead, CRESS concentrates on the essential aspects of VoiceXML control. In the main, this means that a number of additional parameters may be given in a CRESS diagram at the end of an action. They are copied literally when CRESS is converted to VoiceXML, but are ignored for translation to other target languages.

VoiceXML applications are often written as a number of documents containing a number of forms. However a VoiceXML application can be considered as a single document with a single form, and this is how it is ultimately represented in CRESS. The fields of a form can be mimicked as separate sections or pages of a CRESS diagram, using connectors to join them. However, fields are deliberately not prominent in CRESS and are instead introduced implicitly.
The VoiceXML specification framework is much simpler than for the IN or SIP. The top-level structure is shown in Fig. 7. Telephone users communicate with the system via the User channel. Prompts and audio are ‘spoken’ to user, who ‘speaks’ in response. When using SDL, the goal is analysis and simulation so voice messages are represented by character strings. When using VoiceXML, voice messages indeed use audio.

Application is the main VoiceXML behavior, created from the Cress root and feature diagrams. The application may output Audio messages to the user. When a VoiceXML field needs to be filled in, the application sends information to the Recognizer: the required prompt and the grammar defining a valid response. The application may also submit information to the Server. The application may receive events from itself (Throw) or from the Recognizer. It therefore contains event dispatcher code that is generated statically from the service description.

Recognizer deals with the completion of fields. It issues a prompt and awaits a user response. This is checked according to the grammar, causing an application event like Filled (valid response), NoMatch (invalid response) or NoInput (input timeout).

Server represents a server supporting web and database access. Often the server just “absorbs” the results: that is, it writes them to a database. However, the server may return VoiceXML created on-the-fly. This cannot be handled except when VoiceXML is the target language. For SDL, Cress handles the commonest cases of server scripts that produce no result (Submit), and scripts that compute some results (Subdialogue). Limited support is provided for the latter using a web adaptor written in C that links to the generated SDL.

IVR is quite different from the IN and SIP in having no unique root service. Rather, this depends entirely on the particular application. As a concrete example, Fig. 8 shows a quarry ordering application. It allows users to place telephone orders for a product (sand, gravel, cement) and the required weight. This information is then submitted for further processing to order.jsp, a Java servlet in the server. If the user requests help or says nothing, an explanation is given and the user is re-prompted.
VoiceXML was not defined with features in mind, though subdialogues act in a roughly similar manner. CRESS has been used to introduce a feature concept to VoiceXML. Generic CRESS features can be defined for use in a number of VoiceXML applications. Examples include defining VoiceXML behavior (such as timeouts), asking for positive confirmation of an action (such as charging an account), and collecting customer identification (for an order). CRESS can also be used to define application-specific features. For example, a common ‘welcome’ feature has been defined for all quarry applications (ordering, checking delivery status, etc.).

Feature diagrams are combined with the root diagram for the basic application (the quarry ordering). VoiceXML is not as prone to feature interaction as the IN or SIP. Nonetheless, the CRESS approach allows interactions to be discovered in the same way. Perhaps more importantly, CRESS allows other kinds of service flaws to be identified through simulation. For example VoiceXML services may unintentionally loop, or there may be part of an application that it is not possible to execute. CRESS allows such problems to be discovered through reachability analysis of the generated SDL.
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6 Supporting Cress with SDL

This section gives an overview of how CRESS diagrams are translated into SDL. The translation strategy is designed for generality, even though a manual translation could be more straightforward in some cases. However, the benefits of automated translation outweigh the occasionally indirect approach. CRESS is currently targeted at SDL 96 as this assures the widest tool support; small changes are required for SDL 2000.

6.1 Cress Expressions

CRESS types are defined by the domain vocabulary. In the IN for example, they are Address (phone number), Boolean, Message (service announcement) and Time. Boolean and Time translate to the same types in SDL. Address translates to a digit string (including ‘#’ and ‘*’), while Message translates to a set of literals such as EnterPIN.

CRESS supports temporary variables, diagram variables and status variables. Temporary variables are declared for each type; for example M0 to M9 are available for message values. Variables may also be explicitly declared for use in a diagram: for example, Fig. 8 declares product and weight. Temporary variables and diagram variables translate into ordinary SDL variables belonging to the corresponding process. Such variables are used directly in an expression, and are assigned in an SDL Task.

Status variables are used to hold global information about a user, such as dynamic status or profile information. For example, SIP status includes whether the user is busy and the address of the user paying for the call. SIP profile information includes the user’s forwarding number and the PIN used for charging a call to the user’s account. Status variables are owned by a separate StatusManager process in the specification framework. They are Revealed by this process, and read elsewhere using View. Status variables are arrays of values with the same index and result types. For example, StatusAB is indexed by user address (A) to yield a boolean (B) result. Status is accessed by giving the variable name and indexes. For example, the CRESS expression Busy A is translated into the SDL expression View(StatusAB)((. Busy,A .)). Updating a status variable requires a signal to be sent to the status manager. This gives the variable name, indexes and new value. The CRESS assignment Busy A <- True, for example, is translated into Output UpdateAB(Busy,A,True).

Expressions are otherwise translated in a straightforward way into SDL. Most CRESS operators have direct equivalents in SDL. A few (such as After, which removes a prefix from a string) are defined in the specification framework. The generic value Any is translated to a special value of the corresponding SDL type (such as AnyAddress). Time in CRESS means the current time, and corresponds to Now in SDL.

1 This is the only case that code generation differs for SDL 2000, which requires status variables to be read by a remote procedure call.
A CRESS event node may contain parallel signals and also assignments. Although the CRESS translator has an option to deal with parallelism, for SDL this would have to explicitly unfold concurrency. (Sub-states in SDL 2000 might be an alternative.) The complex translation would hardly be worthwhile compared to the small increase in expressiveness. Concurrent inputs would also be very awkward to handle. Parallel signals as therefore translated as consecutive signals.

Assignments may be explicit in event nodes, or may be implied by the rules given in a rule box. For example in the IN, whenever phone \( P \) goes on-hook then the assignment \[ \text{Busy } P \gets \text{False} \] is implied (see the rule box in Fig. 2). Event assignments are handled like ordinary assignments.

Output events are reasonably straightforward. For example in node 2 of Fig. 2, the CRESS event \( \text{DialTone } A \) is translated as the SDL signal \( \text{Output DialTone}(A) \). A complication arises because CRESS diagrams may contain cycles. Because another node may loop back to the one containing an output, each output is preceded by a label constructed from the diagram name and node number. For node 2 in Fig. 2, the label is \( \text{POTS.2} \). A loop back to this would then be translated as \( \text{Join POTS.2} \). Sometimes CRESS has to generate two labels for the same SDL statement. This is unfortunately not allowed by SDL syntax, so the labels are separated by a dummy statement \( \text{Task} '' \).

Input events can be awkward to translate. In a simple case such as node 5 of Fig. 2, the CRESS event \( \text{Answer } B \) is translated into the SDL signal \( \text{Input Answer}(B) \). Because inputs must occur only at the start of a new state, this input is preceded with \( \text{State POTS.5} \). If there are alternative inputs (see nodes 7 and 10 of Fig. 2), one is used to label the new state but the transitions are individually labeled.

A CRESS diagram may also loop back to an input. The transition that follows this input is therefore labeled with \( \text{POTS.5} \). A loop back to this must be translated as a repeated \( \text{Input} \) and then \( \text{Join POTS.5} \). It might seem that this could simply be translated as \( \text{NextState POTS.5} \). Unfortunately this does not work in general because loops are to individual inputs in a state. It is therefore necessary to branch to these inputs.

CRESS parameters like \( A \) and \( B \) are fixed when they are first input. However, SDL is prepared to input a completely different value. The CRESS translator therefore has an option to check if the parameter input is the same as the value expected. This is achieved by performing a data flow analysis of the CRESS diagram. If an input parameter is already fixed, an error occurs (\( \text{Stop} \)) if the actual parameter differs.

CRESS permits alternative branches to input the same signal. For example, nodes 7 and 10 of Fig. 2 both refer to \( \text{On-hook} \). SDL does not permit alternative inputs to carry the same signal. The CRESS translator must therefore look at all alternative inputs and group those with the same signal. A single SDL \( \text{Input} \) then reads this signal. The signal parameter is checked, and the appropriate branch is taken (for \( A \) or \( B \) in this example).

The CRESS parser optimizes diagrams before they are passed to a code generator. For example \( \text{NoEvent} \) nodes are removed where possible, and \( \text{Else} \)
branches are moved to the end of the guard list. However it is not possible to remove a \textbf{NoEvent} node if it appears in loop (see Fig. 5). In such a case the \textbf{NoEvent} does not translate to any SDL, but the loop results in the same input being reached by different routes. A more complex state name must therefore be used. For example when node 5 is entered from node 4 in Fig. 5, the state label is \textit{REDIRECT.5.REDIRECT.4}.

6.3 Actions and Guards

Application domains such as the IN and SIP require only inputs and outputs. However VoiceXML requires actions such as \texttt{Clear} (clear form fields) or \texttt{Throw} (cause an event). These do not input or output and so are classed as actions. Actions are domain-specific, so their translation into SDL is also domain-specific. A \texttt{Clear} translates into a \texttt{Task} that sets field variables to undefined (initial) values. A \texttt{Throw} transfers control to the event dispatcher code. As for output, an action is preceded by a label in case some other part of a diagram loops back to it.

Expression guards are straightforward to translate. For example, \texttt{Free A B} in Fig. 2 translates to a \texttt{Decision} in SDL. As noted earlier, \texttt{Free} is macro-expanded to a check of \texttt{Busy}. Because this is a status variable, it is accessed using \texttt{View}. An \texttt{Else} guard as in Fig. 2 corresponds to the \texttt{False} branch of a \texttt{Decision} in SDL.

An event guard is translated into an SDL \texttt{Input} of the corresponding signal. In VoiceXML, for example, this signal may come from the \texttt{Recognizer} process following the parsing of user input. An event guard may also be activated by a \texttt{Throw} within the application itself. A complication in VoiceXML is that event guards may be written at several levels: application, document, form and field. An event is handled at the closest enclosing level. In addition, events may have a hierarchical structure. Suppose that the quarry ordering application throws the \texttt{quarry.order.stock} event. If there is no event handler for this specific event, it may be caught by a handler for \texttt{quarry.order} or (failing that) \texttt{quarry} events. The Cress translator manages this by maintaining the hierarchy of event handlers that apply at each level. (The hierarchy can be statically determined.) Events are interpreted by the event dispatcher according to the context, and may invoke platform, form or field handlers.

6.4 Sample Translation

Now that the basis of the SDL translation has been explained, it will be instructive to see what the generated code looks like. The following is the code created for Fig. 5. Cress produces extensive comments that link the SDL back to the original diagrams. This is important because any flaw discovered in the SDL (such as an unreachable state) needs to be readily related to the original Cress.

As mentioned earlier, state \textit{REDIRECT.5.REDIRECT.4} is introduced because node 5 may be entered from node 4 via the empty node. As it happens, all the following inputs are available due to this loop. In this particular case,
NextState REDIRECT.5 could be the translation. But as explained previously, this is not always appropriate because only some inputs in a state may be repeated. The more indirect, but more general, solution is to handle the repeated Input signals and then Join the corresponding transitions.

Dcl A, A0, B, B0 Address; /* call parameters */
Dcl A0, A1, A2, A3, A4, A5, A6, A7, A8, A9 Address; /* temporary addresses */
Dcl M0, M1, M2, M3, M4, M5, M6, M7, M8, M9 Message; /* temporary messages */
Dcl T0, T1, T2, T3, T4, T5, T6, T7, T8, T9 Time; /* temporary times */

Start; /* start call instance */
   NextState REDIRECT.1; /* for next input */

State REDIRECT.1; /* ready for input */
   Input Invite(A,B); /* REDIRECT input 1 */
   REDIRECT.1:
      Task ";"; /* dummy label separator */
   REDIRECT.2: /* REDIRECT output 2 */
      Output Response(B,A,Moved(View(StatusAA)((. MovedTo,B .))));
   NextState REDIRECT.5; /* for next input */

State REDIRECT.5; /* ready for input */
   Input Ack(A,B); /* REDIRECT input 5 */
   REDIRECT.5:
      Stop; /* end of behavior */
   Input Cancel(A,B); /* REDIRECT input 3 */
   REDIRECT.3:
      Task ";"; /* dummy label separator */
   REDIRECT.4: /* REDIRECT output 4 */
      Output Response(B,A,Terminated);
   NextState REDIRECT.5.REDIRECT.4; /* for next input */

State REDIRECT.5.REDIRECT.4; /* ready for input */
   Input Ack(A,B); /* REDIRECT input 5 (again) */
   Join REDIRECT.5;
   Input Cancel(A,B); /* REDIRECT input 3 (again) */
   Join REDIRECT.3;

7 Conclusion

The Cress notation has been briefly presented. Cress offers the following benefits:

- Cress applies to a variety of domains using plug-in vocabularies. The application of Cress to IN, SIP and IVR have been briefly overviewed in this paper. Although these are all examples of voice services, the approach is generic and should be relevant to non-voice applications such as web services. For example, it is hoped in future to apply Cress to services for WSDL (Web
Service Description Language). It is advantageous to have a single notation that can be used in a number of domains.

- **CRESS** is graphical, therefore it is more accessible to non-specialists. The diagrams are also more compact than their translations into various languages.
- **CRESS** is language-independent. So the same diagrams can be used for verification, validation and implementation. **CRESS** can be translated into formal languages for rigorous analysis, as well as into programming languages for realization of services.
- **CRESS** explicitly supports features and feature composition. **CRESS** also provides domain-specific frameworks: for example, user profiles and billing. All these aspects would have to be re-specified if just a standard language were used.
- The **CRESS** tools are portable, and can be deployed on a variety of systems. **CRESS** can therefore be regarded as a platform-independent service creation toolset.

Although **CRESS** can be used in domains where features are not applicable, the most benefit is gained if this applies. **CRESS** should therefore be considered where a system can be thought of as having basic functionality plus additional features. **CRESS** has a simple notion of time as a monotonically increasing value. Any more realistic notion of time would require a target language with a concept of real time. **CRESS** therefore does not have explicit support for real-time systems.

**CRESS** itself is mainly a front-end for describing services. It is deliberately decoupled from analytic techniques. **CRESS** can therefore be used with any available technique, whether formal or informal. When used with SDL, reachability analysis and MSC validation are the most obvious techniques. But other techniques such as model-checking and theorem-proving are possible – limited only by the target language and its tool support.
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Abstract. The Specification and Description Language (SDL) and its supporting CASE tools have a major potential for the development of real-time systems. Unfortunately, SDL does not capture either duration properties of computations or policies of pre-emptive scheduling which are commonly employed to coordinate the execution of multiple concurrent tasks. We propose an extension of SDL expressivity which can capture both the aspects through annotations in the body of comments of a standard SDL model. The annotated model, that we call **modeling view** can be automatically translated into a **simulation view**, still expressed in standard SDL, which can be composed with an SDL model of the real-time microkernel that is supposed to be employed in the target environment. Simulation of the composed model through any SDL tool reproduces a behavior which is compliant with timing and resource constraints expressed in the comments of the initial modeling view. This permits specification, documentation, and simulation of real time systems to be kept within the limits of standardized SDL capabilities.

1 Introduction

SDL (Specification and Description Language) was originally conceived and standardized as a formal language to specify and validate protocols and telecommunication systems [1]. In the course of the years, usage of SDL has spread into a variety of different application contexts, due to a number of good reasons including the rigorous formalism coupled with a graphical and intuitive notation, and the availability of mature industrial tools supporting development throughout the different phases of the software lifecycle [2, 3].

In particular, usage of SDL has often been advocated in the context of real-time systems. In fact, language characteristics, such as the neat structuring scheme, the concept of communicating finite state machine (FSM), as well as object orientation, permit easy modeling of relevant aspects addressed in the design of real-time systems. However, in this context, SDL shows some major limitations in capturing common design schema of real time systems. The support of time in the language does not include the association of actions in a state transition with a predicted duration, which would possibly need to be delimited within a minimum and a maximum time. In fact, SDL makes no assumption on time progress: actions take an indeterminate time to execute, and a process may
stay an indeterminate amount of time in a given state before taking the next transition [4]. Moreover, SDL assumes an "infinite resource" execution model which does not account for execution suspensions due to pre-emptive scheduling in the case of concurrent execution. Both aspects play a major role in determining sequencing and timing correctness in practice for real-time systems [5].

A lot of work has been done to overcome both limitations [6]. On the one hand, the timing semantics of the language can be extended, either through new constructs and new data structures [7], or through annotations expressed in the body of comments [4, 8, 9, 10]. In [4] and [8], a timed extension is proposed which adds urgencces to the semantics of SDL, so as to handle deadlines and time flow in the style of timed automata [11]. In [9] and [10], timing constraints are expressed as annotations in comment symbols and then used to translate the model into a different formalism, such as a timed automaton or a Time Petri Net [12, 13, 14].

On the other hand, extensions have been proposed include in the model the representation of pre-emptable resources: primarily the CPU in the case of a single processor applications. In [15] and [16], an annotation language is proposed which permits the definition of timing constraints and resource requirements in comments to capture both timing and concurrency aspects. In [17] and [18], the execution model is extended and implemented within non-standard simulation engines, which can reproduce the behavior of a timed model under a pre-emptive scheduling policy. In [19], an analysis of schedulability using earliest deadline first is carried out on an SDL model automatically transformed into an analyzable task network.

A common trait, in all these extensions is that the intended semantics of the model cannot be directly interpreted by existing industrial tools, either in the simulation stage or in the automated code generation. This lowers the value of the SDL.

In this paper, we propose a approach which aims at reconciling the need for augmented expressivity in the language with the capability to simulate models within consolidated industrial tools. To this end, timing properties of the model are expressed in the body of comments, along with resource requirements, scheduling priorities, and release policies. This annotated model, that we call modeling view, represents complex tasking sets according to the way in which these are usually conceived in the practice of concurrent and real-time programming. This facilitates specification and documentation, and opens the way to automated code generation.

The modeling view can be automatically translated into a simulation view, still expressed in standard SDL, which can be composed with an SDL model of the real-time microkernel that will be employed in the target environment.

Simulation of the composed model is carried out through an industrial simulation tool [2]. Usually, industrial tools fire transitions as soon as they are enabled, without letting time progress, therefore simulation is not compromised by the time indeterminacy of SDL semantics. As a result, simulation of the com-
posed model reproduces a behavior which is compliant with timing and resource constraints expressed in the comments of the initial modeling view.

The rest of the paper is organized as follows. Section 2 describes the characteristics of tasking sets addressed in the model and defines the modeling view. Section 3 explains the translation of the modeling view into a simulation view and describes the model of a microkernel implementing a scheduling by priority. Conclusions are drawn in Sect. 4.

2 Modeling Tasking Sets

We address the case of a tasking set comprised of a number of processes, each characterized by a task release policy and by a sequence of computation steps. The release policy can be: periodic; sporadic (task instances are released repeatedly, in asynchronous manner, with a minimum interarrival time); or one-shot (only one instance of the task is released, within a predefined time interval). Computation steps are characterized by a minimum and maximum computation time and by a priority level in the access to the CPU. Furthermore, computation steps belonging to different tasks can synchronize on mutual exclusion semaphores and on exchanged messages. The minimum and maximum values for computation time are usually employed to specify a non-deterministic duration. In a different perspective, fitting the model of imprecise computations of [20], they can also be interpreted so as to specify a mandatory and an optional part of the computation [21].

\[ \begin{align*}
P_1 & \quad T_1 = 5 \\
P_2 & \quad T_2 = 10 \\
P_3 & \quad T_3 = 15
\end{align*} \]

\[ \begin{align*}
P_1 & \quad \text{cpu:1} \\
P_2 & \quad \text{cpu:2} \\
P_3 & \quad \text{cpu:3}
\end{align*} \]

\[ \begin{align*}
\text{mutex.p} \quad \text{mutex.v} \\
\text{mutex.p} \quad \text{mutex.v}
\end{align*} \]

\[ \begin{align*}
P_1 & \quad C_{11} = 0.8 + 0.2 \\
P_2 & \quad C_{21} = 0.6 + 0.2 \\
P_3 & \quad C_{31} = 1.0 + 0.3
\end{align*} \]

\[ \begin{align*}
P_1 & \quad C_{12} = 0.8 + 0.2 \\
P_2 & \quad C_{22} = 0.6 + 0.2 \\
P_3 & \quad C_{32} = 0.2 + 0.3
\end{align*} \]

\[ \begin{align*}
P_1 & \quad \text{cpu:1} \\
P_2 & \quad \text{cpu:2} \\
P_3 & \quad \text{cpu:3}
\end{align*} \]

\[ \begin{align*}
P_1 & \quad \text{cpu:1} \\
P_2 & \quad \text{cpu:2} \\
P_3 & \quad \text{cpu:3}
\end{align*} \]

Fig. 1. A Tasking Set with Three Processes

\( P_1 \) and \( P_3 \) are periodic with period 5 and 15 time units, respectively, while \( P_2 \) is sporadic with minimum interarrival time of 10 time units. A mutual exclusion semaphore \( \text{mutex} \) rules access to a critical section for \( P_1 \) and \( P_3 \). Deadline is assumed equal to the period for processes \( P_1 \) and \( P_3 \) and equal to the minimum interarrival time for the sporadic process \( P_2 \).
A system with three processes is schematized in Fig. 1 using an intuitive baseline representation. Process $P_1$ periodically releases a task every 5 time units. The task is comprised of two steps; the first step has a minimum and a maximum computation time of 0.8 and 1 time units, respectively. Process $P_2$ is sporadic with minimum interarrival time of 10 time units. Process $P_3$ is also periodic, with period of 15 time units, and releases a task made of three steps. Processes $P_1$ and $P_3$ synchronize through the mutual exclusion semaphore $\text{mutex}$. In Fig. 1 each step of any process is associated with a priority level.

A typical representation such as that of Fig. 1 is said to be a baseline model.

### 2.1 Modeling View

A baseline model such as that of Fig. 1 can be cast through a disciplined approach into an SDL model, that we call modeling view, which extends SDL expressivity with constraints annotated in the body of comments.

The modeling view is composed of an SDL-block-diagram and a set of SDL-process-graphs. The SDL-block-diagram represents the tasking set, counting each process as an SDL-process (see Fig. 2). Messages exchanged between processes are represented as SDL-signals. The diagram also includes an SDL-process for each semaphore used in the tasking set.

The SDL-process-graph of each process is annotated with comments specifying the following characteristics:

1. The release policy is defined through an annotation in the comment associated with the start symbol of the SDL-process-graph as seen either in Fig. 3(a) or in Fig. 3(b), depending on whether the process is repetitive or one-shot.

2. Each computation step is represented as a function in an action, annotated with a comment defining temporal parameters and priority, as in Fig. 3(c).

3. The acquisition of a semaphore $\text{sem}$ is modeled in two steps (see Fig. 3(d)): a message to $\text{sem}$ is first sent, then a wait state is entered until a grant is received from $\text{sem}$ itself.

4. The release of semaphore $\text{sem}$ is simply modeled as a message to $\text{sem}$ itself.

Fig. 4 shows the modeling view obtained for the process $P_1$ in the tasking set of Fig. 1. As we mentioned, the representation is still intuitive and direct.

**Fig. 2.** The Block Diagram Representing the Tasking set of Fig. 1
(a) Annotation to START state expressing the release policy of a periodic or sporadic task. The keyword `intertime` accepts a pair \((a, b)\) representing the minimum and the maximum intertime between subsequent releases, respectively; keyword `deadline` specifies the deadline, relative to the task release time. (b) Representation of one-shot release process: keyword `shot-time` specifies a pair \((a, b)\) representing a time interval within the absolute release time is sampled; keyword `deadline` specifies the deadline, relative to task release time. (c) Annotation of an SDL-function expressing a computation step. Annotation `res = cpu` indicates the computation requires the use of `cpu`; keyword `prio` the priority; keyword `min` and keyword `max` the minimum and the maximum computation time. (d) The SDL fragment expressing the acquisition of a semaphore composed by an SDL-signal to request it and the wait state for the grant. (e) The SDL-signal with the keyword `RELEASE` expresses the issuing of a signal to another process or to a semaphore to release it.

Fig. 3. Timing Additions and Semaphores

3 An Architecture for Simulating Specification Models

The modeling view comprises an unambiguous yet intuitive representation of the tasking set that serves for the purposes of design documentation and possibly for automatic target code generation. However, the modeling view is not suited to support a timed simulation of a model reproducing the actual timing and sequencing of execution, as it would occur under the control of a pre-emptive scheduler ruling concurrent execution on a single CPU. In fact comments are ignored by SDL simulation engines thus removing the intended meaning of annotations about expected duration of computation steps and about their sequencing under a pre-emptive scheduler.

To overcome this limitation, the modeling view is translated into a simulation view which modifies the SDL representation of the tasking set and integrates it with additional SDL-process-graphs representing the microkernel of a pre-
emptive (real-time) operating system. While loosing the intuitive aspect and the direct correspondence with code, this opens the way to the exploitation of simulation tools that are commonly supported by SDL CASE environments.

As previously noted, to adhere to the semantics of SDL a simulator should make no assumption on the progress of time. This may lead to any possible combination of execution times, timer expirations and timer consumptions [4]. For instance, if a timer is set to $\text{now} + t$, the timer can be consumed at any time beyond $\text{now} + t$, even though consumption is specified to immediately follow the setting of the timer itself. However, industrial simulation tools handle progress of time by introducing a negligible delay in firing transitions that are enabled, resembling a semantics of time in which transitions are fired as soon as possible. This behavior ensures predictability of time as long as the delays introduced by the simulator are negligible with respect to temporal parameters specified in the annotated SDL model.

The two FUNCTION actions correspond to the two computation steps.

Fig. 4. Modeling View of Process $P_1$
Simulation view of the periodic and sporadic release policy. The values \( p \) is sampled within the interval \((a, b)\) of the corresponding modeling view. For instance, in a periodic process \( p \) should be assumed to be equal to \( a = b \).

(b) Simulation view of the one-shot release policy. The value \( t \) is sampled within \((a, b)\).

Fig. 5. Release Policy Simulation Views

3.1 Simulation View of User Defined Tasks

The derivation of the simulation view from the modeling view is obtained through a one-to-one correspondence between each of the five modeling fragments enlisted in Fig. 3 and a corresponding simulation fragment.

1. The release policy of Fig. 3(a) is translated into the fragment of Fig. 5(a). This embeds the task execution (denoted as task body) within two clauses which enforce repetitive release of the task and set a deadline timer on each release.

2. In a similar manner, for one-shot tasks, the release policy of Fig. 3(b) is translated into the fragment of Fig. 5(b).

3. Any step computation action (Fig. 3(c)) is translated into a fragment as shown in Fig. 6. Value \( e \), representing the actual computation time, is sam-
A computation step chooses at random an actual execution time through the function \texttt{ChooseExecTime()}, sends its parameters to the scheduler and waits for the signal \texttt{COMPLETED} from the scheduler. Alternatively, execution is forced to terminate by expiration of the deadline.

**Fig. 6.** A Computation Step in the Simulation View

A semaphore is sampled in the interval \([m, M]\) and sent to the SDL-process modeling the microkernel scheduler along with the priority level of the computation step (see Sect. 3.2). In turn, the microkernel process has the responsibility to send back the \texttt{COMPLETED} signal after a time equal to \(e\) plus the additional delay due to possible suspensions. In case the \texttt{completed} signal is overtaken by the \texttt{DEADLINE} timer (that was set in the initialization clause), the task leaves the \texttt{WAIT} state and aborts.

4. The semaphore acquisition fragment of Fig. 3(d) is translated into the fragment of Fig. 7. In this case, a message with the identifier of the requested semaphore is sent to an SDL-process modeling the semaphore manager, which has the duty to send back a \texttt{GRANT} signal when the semaphore is assigned to the task. As in the above case, if the \texttt{GRANT} is not received within the deadline, the task leaves the \texttt{wait} state and aborts.

**Fig. 7.** Simulation View of a Semaphore Acquisition
This view is obtained by one-to-one replacement of the modeling view (see Fig. 4). Different shading and numbering is used to make evident such correspondence.

**Fig. 8.** Simulation View of Process $P_1$

5. The semaphore release is simply an SDL-signal sent to the semaphore manager.

Fig. 8 shows the simulation view for the process $P_1$ derived from the modeling view in Fig. 4.

Note that, in the translation from modeling to simulation view, semaphores are embodied within the SDL-process representing the microkernel (see 3.2).
3.2 Microkernel SDL Model

SDL-processes derived from the modeling view interact with two additional SDL-processes, named scheduler and semaphore manager which account for the real time microkernel. Fig. 9 shows the overall architecture of the model developed for simulation purposes. The symbol tasking set represents the simulation view of the tasking set, while the symbol kernel is the SDL model of the underlying kernel.

Scheduler. The scheduler process is responsible for simulating the scheduling algorithm of the kernel so as to determine the time at which each computation step terminates its execution, according to the expected duration, the priority level, and the possible suspensions due to pre-emptive scheduling.

This functionality is supported through a scheduling table which keeps track of pending computation steps and through an UPDATE timer which indicates the time at which the running computation step will be completed.

In the table, each pending computation step is described by a process control block (PCB), which includes the Pid, the priority level, and the time to complete the step, as measured at the last operation on the table. PCBs are sorted on the basis of the scheduling policy (fixed priority or earliest deadline first) that is assumed for the target environment. In particular, the first row in the table always contains the PCB of the running computation step.
The scheduler process dwells in a wait state in which it can receive either the UPDATE timer or a START_TASK signal which indicates the release of a new computation step by a task of some user defined process.

When the UPDATE timer is received, the scheduler updates the table so as to represent the advancement of time marked by the arrival of the timer itself. According to this, the first PCB is removed from the table and a completed signal is sent to the computation step that was in the first row of the table. Afterwards, the scheduler sets the UPDATE timer equal to NOW+c where c is the time to completion associated with the first PCB in the table. Before entering the dwelling state again, the current time is saved.

Reception of a START_TASK signal indicates that a new computation step has been started before the running task has completed its execution. In this case, the UPDATE timer is reset and the scheduling table is updated: the time to completion of the running step is reduced by the value of time elapsed since the last operation on the table (the difference NOW – LASTUPDATE); the new computation step is inserted in the table in its proper position, according to its priority and to the scheduling policy. Finally, the UPDATE timer is started again, set equal to the time to completion of the first PCB in the table.

![SDL Model of the Scheduler](image)

Fig. 10. SDL Model of the Scheduler
Semaphore Manager. Figure 11 represents the SDL-process-graph of the semaphore manager. For each semaphore, the manager keeps a queue with the PID of requesting processes. In the state WAIT, the semaphore manager can receive a REQUEST or a RELEASE signal from a user task.

In the former case, the semaphore manager inserts the requesting task in the queue and sends back a GRANT signal if the new task has taken the top position in the queue (that is, if the queue was empty). In the latter case, the releasing task is removed from the queue and a GRANT signal is sent to the task which comes to the top of the queue.

User Interface. The architecture of the simulation system shown in Fig. 9 also includes a generator and a user interface.

The user interface supports user control over the simulation process. It allows the user to dynamically activate processes described through a process graph which must be created off-line, but which can be activated with parameters (time durations and priority levels) determined during the simulation itself. This is obtained through an SDL process named GENERATOR which exchanges messages with the user interface: first, the generator sends information about the process graphs that can be instantiated to the user interface, and then,
Screen of the user interface during simulation of the tasking set of Fig. 1. White color represents idle time; light gray represents suspended processes; dark gray represents computations without mutual exclusion resource; and, finally, black represents computations in a critical section.

Fig. 12. User Interface

waits until it receives the requests and the correct parameters to instantiate them. During the simulation process, the user interface also allows the user to observe a visual timeline of ongoing simulated computations which augments conventional logging capabilities of simulation engines (see Fig. 9).

The interface is implemented in JAVA and communicates with the SDL simulator using a library based on the Java Native Interface technology: the library allows the basic communication between the SDL-environment and the JAVA application.

Fig. 12 shows the timing behavior observed through the aid of the user interface, when simulation of tasking set of Fig. 1 is performed.

4 Conclusion

A solution has been presented which permits use of a conventional SDL CASE tool to simulate timed and sequenced behavior of an SDL model with augmented semantics capturing timing and resource constraints expressed in the body of comments. The solution relies on the usage of two distinct SDL models, that we call modeling and simulation view.

The modeling view reflects the perspective of the designer, allowing natural and direct representation of temporal parameters and resource usage constraints. This supports design and documentation and enables automated code generation taking into account the presence of a specific scheduling environment.
The simulation view, which is derived from the modeling view through a one-by-one replacement technique, is constructed so as to be integrated with an additional set of SDL components which represent the behavior of the scheduling kernel and which support interaction with an external user interface. Simulation of the integrated model reproduces the behavior of the model, taking into account timing and resource constraints specified in the modeling view. The inherent indeterminacy of SDL with respect to time progress is neutralized by the usual implementation of simulation engines, which perform transitions as soon as they can be fired. More precisely, simulation reproduces the expected system behavior as long as the delays introduced by the simulator are negligible with respect to temporal parameters specified in the modeling view.

We experimented the entire system in the design of real time systems running under fixed priority scheduling. However, adaptation of a few details in C procedures (embedded in SDL) which implement the management of the scheduling table permits the same approach in the simulation of other policies that are relevant in the practice of real time systems: notably in earliest deadline first scheduling [5]. This enables a two-level design process to be devised, in which a system designer produces the model of the target environment according to the characteristics of a specific microkernel, and an application designer can restrain its activity to the creation of models which reflect the common perspective of real time concurrent programming.

The integration of the simulation environment with analysis techniques based on extension of Petri Nets that we call pre-emptive Time Petri Nets is ongoing with the aim of supporting exhaustive verification of reachability and timeliness analysis [14].
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Abstract. The European IST project Interval (1999-2002) focused on coherent timed extensions for the ITU-T modeling languages SDL, MSC, TTCN. In the case of SDL, a set of extensions were defined and proposed to ITU-T in order to be a basis for a new recommendation. This paper gives a short overview of these extensions, and describes which enhancements were achieved on an SDL prototype tool in order to make it possible to use these extensions. For a more detailed description of these extensions see [1]. Finally we present an industrial-size experiment on an IETF protocol with the purpose of validating three things: accuracy of SDL time extensions, usefulness of the enhanced tool, and correctness of the protocol itself.

1 Introduction

Management of time and time constraints is one of the hardest things an engineer has to face during complex software systems development. Among these, telecom systems are really an everlasting challenge because they gather together most of the possible difficulties in software design: distribution, heterogeneity of communication means (speed, delays, reliability), synchronicity (or asynchronicity), fault tolerance, dynamic reconfiguration with or without mobility... All of these difficulties imply – more or less directly – time. Thus time constraints have to be managed in all phases of a software system development: initial requirements capture, analysis and model verification, performance evaluation, implementation, deployment, and testing.

While it is obvious that time is an important parameter of usability or even reliability of telecom systems, no definitive industrial-size methodologies or languages cover this aspect together with the complete cycle of functional design. For a modeling language such as the ITU-T Specification and Description Language (SDL) [2] claims to cover the development of various telecom and real-time systems, it not only has to allow the user to express time constraints or requirements on his system, but also to verify these constraints during validation, to keep these constraints in the code generation, and to perform the corresponding tests on an implementation.
Launched at the end of 1999 and ended in June 2002, the European IST project INTERVAL tried to gather existing material (see chapter 2) and to draw up a set of rules in order to extend the possibilities of time handling for ITU-T languages SDL, MSC and TTCN. In Sect. 2, we briefly present the INTERVAL proposals for SDL. To validate these extensions, we need an industrial-size example: such as the IETF Reliable Multicast Transfer Protocol 2 (RMTP2) described in Sect. 3. To evaluate their usefulness and accuracy of the INTERVAL extensions, we now have to examine a tool implementing some of them. The extensions implemented in the ObjectGeode Interval prototype are therefore described in Sect. 4. Section 5 presents how we performed some experiments in simulating the RMTP2 protocol with the ObjectGeode prototype. France Telecom R&D achieved this experiment with useful help from the Verimag laboratory in Grenoble. Finally, we conclude on the results of this experimentation.

2 SDL Timed Extensions

The semantics of SDL presented in Z.100 are very abstract and it allows no assumptions on time progress. More specifically, actions take an indeterminate amount of time to be executed, and a process may stay an indeterminate amount of time in the current state before taking one of the next fireable transitions. This notion is realistic for code generation but is not useable for simulation and verification. A simulator that would use these semantics of time creates many unrealistic executions in the reachability graph because it is impossible to make any assumption on the way time progresses. In practice, simulation and verification tools have foreseen means for limited control over time progress. For example, to progress time only when no more transitions are fireable.

Why is handling of time that difficult? Time constraints have (at least) three categories:

- **Functional Constraints**: not depending on design options or configuration or communication means. For example “if the user does not answer within 30 sec from now, then ...”. Here, the time is incompressible. Changing the configuration of the system will not change the value of “30 sec”. This kind of constraint should be represented directly in the core language as SDL constructs, and SDL already allows a good management of that with timers. Nevertheless, immediate handling of corresponding timeouts is not easy in a formal way.

- **Quality of Service Requirements**: this kind of constraint when regarding time and performance is really external to the SDL model. They are expressed on a more or less complex path in the model, involving several processes: for example Round Trip Time in a protocol, complete service delivering delay... This kind of requirement cannot be expressed easily (and should not be) in an SDL model. Languages like MSC or Properties observation [3] languages are better suited for this.

- **Unit Measurements**: this kind of data represents assessments on computing effort, task priority, transmission delays or channel reliability or policy
that you may attach to a single and well identified SDL construct (a channel, a block, a process, a task or a continuous piece of transition). Their values depend on the system configuration, and therefore it is not desirable to have them represented as core language constructs, but rather as formal annotations (in a graphical comment for example).

Several very valuable papers have been published on extensions for SDL, in order to model non-functional time and performance aspects. We mention among them (and not exhaustively) the work around performance evaluation [4, 5, 6, 7, 8], around requirements expression [9, 3, 10] and finally on timed verification [11] and schedulability [12, 13, 14]. Other real time frameworks for SDL were presented in [15] and [16, 1] and some tools propose to attach explicit timing information with SDL constructs such as tasks, and in this way provide some minimal deployment information. For example, we can quote a time-enhanced version of ObjectGeode [17] as presented in [6, 18] and the tool and methods based on Queuing SDL [19, 7].

One of the results of the Interval Project is to make proposals for the extension of SDL in order to manage time in the specification. We introduce here the following extensions:

– notion of urgency;
– interrupts;
– constraints on durations;
– more flexible signal consumption by priorities;
– clocks and enhanced timers;
– information on the deployment.

More information on these extensions is presented in: [20, 21].

2.1 A Notion of Urgency

The notion of urgency is necessary to force the triggering of transitions at given points of time. It describes when a transition must be taken to fulfill timing requirement. Unfortunately up until now, it is not possible to express urgency using the actual SDL standard. Thus, this notion is introduced by the Interval timed extensions to give the possibility to design and verify systems in which transitions are triggered when allowed or required by time constraints and variable constraints. With urgency, it is possible to specify when a transition can be executed (enabling condition) and by when a transition must be executed (deadline condition). In the Interval proposal, the timed automata urgency [22] was chosen to specify urgency. It is a simple means to specify urgency as one of only three values:

– A lazy transition is never urgent, even if further waiting may disable it.
– An eager transition is always urgent. It must be triggered as soon as it is enabled.
– A delayable transition becomes urgent and must be triggered whenever it is enabled and any time progress would disable the transition.
2.2 Interrupts of Transitions

Some real-time systems need an interrupt construct that allows to cancellation of and exit from a transition in the case that it cannot be finished in time. Because timeouts can only be taken into account in control states, the notion of eager transition is not sufficient to cause the interruption of a transition. Then we need an additional interrupt or watchdog construct. This extension makes it possible to exit a transition when some point of time has been reached or when a special signal arrives. This feature can be added to SDL by the extension of the existing exception mechanism to allow a time condition or a signal reception to raise an exception.

2.3 Constraints on Durations

The previous extensions allow specification of when some transition has to be triggered. It is also important to express where the time is spent, and how long an activity takes before it terminates. Time constraints for both, design and validation of real time system, are at least:

- Communication delays (duration between the moment when a signal is sent and the moment when it enters in the recipient’s input queue);
- Time constraints of the environment, such as frequency of requests;
- Time distances such as the duration of transitions or tasks.

2.4 More Flexible Signal Consumption through Priorities

There exist several mechanisms to deviate from the FIFO consumption of signals such as the save construct, enabling conditions or priority input signals. The priority signals allow, in each state, the division of the input queue in an ordinary and a priority queue giving at most two levels of priority.

Note: A priority type of construct for inputs was proposed as an extension by the Interval project, but this feature is not implemented in the prototype yet.

2.5 Introduction of Clocks

In SDL, timers are a predefined concept for triggering actions at a particular point of time. Another solution is to use time depending enabling conditions. But timers and time depending enabling conditions are not sufficient in all cases. The Interval project proposes to use clock constructs, in the sense used in timed automata, to make the expression of these time dependent conditions more convenient.

As opposed to time, clocks are part of the system. A clock always progresses with time, it can be set to any value (zero by default) and it can be read, dynamically created and deleted. Of course, it is also possible to specify a specific behavior pattern: for example a cyclic behavior will be obtained with clock and ‘auto reset’ activated by a specific value.
2.6 Information on Deployment and Scheduling

The minimal information on deployment needed for timed validation is: the set of resources of the system and which processes are executed on a given resource. Moreover it is important to know which tasks or resources are pre-emptible and which ones are not. SDL architectural views are very convenient for this information. The Interval project proposed to introduce two kinds of annotations: resource definition using the SDL block diagrams and priority levels between processes.

3 Short Description of the RMTP2 Protocol Case Study

The Reliable Multicast Transfer Protocol (RMTP2) over IP has been published as an IETF draft in 1998. RMTP2 provides a reliable transmission of data sequences for large groups of receivers. The objectives of RMTP2 are a guaranteed reliability, a high throughput, and a low end-to-end delay on any network topology, while providing the network manager with control over transmission traffic. In a lossy environment, reliability can be obtained if data packets are acknowledged. However, due to the large number of receivers for each data channel, direct acknowledgment of packets from each receiver to the source would result in immediate network congestion. For this reason, the network is organized as a tree.

Receivers are grouped in local regions, and in each region a special control node (Designated Receiver) is responsible for maintaining receiver membership, aggregating the acknowledgments from the receivers and forwarding them to the Top Node.

The descending network (in Fig. 1 the vertical line from Broadcasting services and horizontal lines to receivers) represents the way data items are sent using IP multicast to all members of the RMTP2 tree. Data items are received in the Source Node from a sending application, and are then multicast on the descending network data channels. Packets are aggregated for acknowledgment by multiple levels of control nodes, which forward information about missed packets to the Sender Node using the upward paths.

Control Nodes may be of two types: Aggregator Nodes, which only aggregate and forward information about missed packets to the upper level, and Designated Receiver Nodes, which can keep a copy of data packets, and retransmit missed data to their sub tree. Acknowledgments are aggregated at the top of the tree by a node called Top Node, which retransmits this information to the Sender Node. Each node in the tree provides multiple services such as data transmission, tree integrity control, and quality of service maintenance...

The mechanisms to ensure reliability in this protocol are very complex, and the resulting and working model is not less than 9000 lines of raw SDL/PR (without any CIF). Some features of this protocol are:
Fig. 1. RMTP2 protocol architecture

- Receivers can dynamically join or leave a stream in progress;
- A *heartbeat* mechanism ensures some life in the network when no data is currently under way (some timers working of course);
- Time bounded reliability with sliding window, aggregated acknowledgments (a lot of other timers and timing constraints)...
- Dynamically calculated speed of the source depending on previous observed Round Trip Times (RTT).

The last item above is a real challenge for exhaustive verification, because it uses time-stamping, and time-stamps need discrete values, thus breaking the symbolic handling of time constraints. This point was heavily discussed, but finally we chose to stay close to the IETF draft, and to keep time-stamps.

### 3.1 Purpose of the Experiments

A multicast protocol functions correctly, if the protocol is able in each case to reach a point where the transmission can still progress.

We should thus demonstrate that the protocol always continues until the end of the transmission, verifying that the last packet sent has been acknowledged, even if each particular receiver did not get all the packets. At least, we should verify that in each case, the last packet has been emitted once, and that the receivers had the possibility to claim for missing packets. Some interesting and more detailed test objectives were considered:
Each lost packet or suite of lost packets is retransmitted at least once;
- Transmission always progresses towards the end: some specification problems (see chapter 5.7 of the IETF draft) could occur with insufficient RxMax (Maximum number of retransmissions allowed for a given data packet);
- Transmission always progresses when two receivers have very different RTTs due to difference of media (ADSL vs 100 Mbs);
- Adjust the Thack timer (Maximum time between successive acknowledgments transmissions for each receiver) value so that any lost packet will be asked for, even after transmission of the last packet;
- Verify that in stable working conditions, the RTT value is converging, and therefore the transmission speed of the source converges too.

4 Modeling Time Constraints with the ObjectGeode Interval Prototype

To verify these properties on the RMTP2 protocol with the ObjectGeode Interval prototype, we used the following timed extensions to enrich the model.

4.1 Architectural View

The simulator allows using constraints at the architectural level, namely available resources and channel characteristics (delays, quality...).

Resources Management. The #node() annotation gives the possibility to allocate the same resource for execution of all tasks included in the node (see Fig. 2). The behavior of the model becomes therefore closer to reality in a distributed system like RMTP2, as it is possible to indicate which processes execute concurrently on the same processor.

Process Priorities. Some processes like ChildFailure (see Fig. 3) have been given the highest priority 0 using the #priority(0) directive. Note that several processes may have the same priority level, and that those with no given priority have the lowest possible priority. High priorities were given to functionally important processes (for example DataTN has priority 1) or to processes that have to manage a timer (such as ChildFailure with 0).

Delaying Channels. Transmission delay can be annotated by the directives #pipeline or #delay (see Fig. 2). Each of these constructs allows for use of parameters configuring the channel delay (an integer or an integer interval). A transiting signal is only delivered in the queue of the target process after a certain transit delay that is calculated as follows:
Fig. 2. Resources definition (only descending way represented)

- A signal sent through a channel marked with pipeline(A,B) at a moment $T$ arrives at the receiving end at a moment between $T + A$ and $T + B$. The arrival time is further constrained by the fact that the order of the signals is preserved, so a signal may not arrive at the end of a channel before the signal preceding it in the channel queue.

- A signal sent through a channel marked with delay(A,B) at a moment $T$ arrives at the receiving end at a moment between $T' + A$ and $T' + B$, where $T'$ is the maximum between $T$ and the arrival time of the previous signal transferred through the channel (a signal is not allowed to enter a channel as long as another signal is there).

These two constructs are particularly useful in the case of a very distributed (soft) real time system like the protocol RMTP2.

**Lossy Channels.** The #lossy() annotation allows specification of loss rates for the packets in a channel. This annotation may be used together with #Delay annotations. In the case of RMTP II, this annotation produced a lot of simplifications of the model, where (before) explicit losses were represented. This is shown in Figure : 4 :
in the left definition of \texttt{mcastData}, we didn’t use lossy channels and we had to specify a mechanism to simulate data losses;

- in the right definition of \texttt{mcastData}, we used lossy channels and the specification seems to be simpler.

Even if this construct is very useful, it should be enhanced with the possibility to express probability laws or special scenarios for losses: e.g. all the packets lost during a certain amount of time.

4.2 Process Diagrams: Functional Aspects

In the following sections, we describe the use of the extensions in the automata part of the specification. When possible, we compare a solution without extension and our solution using timed extensions.

Time Consuming Tasks. We used the directive \#delay in some procedures (see \texttt{SendPacket} and \texttt{Resendpacket}) to represent consumption of time. Without
this directive we had to pollute the model with a timer construct whose role is to simulate time passing.

**Time Variables, Timers and Clocks.** Classical SDL allows time handling mainly through the use of timers, the time variable NOW and duration variables. With the new extensions, we use clocks and clock constraints that allow handling of a dense time. Discrete values of NOW should no more be used.

Nevertheless, a big problem with the RMTP2 protocol (and most of the IETF protocols) is the necessity to obtain the current time value, and to store it into a variable. More precisely, a mechanism to adjust dynamically the acknowledgment time-out needs to use these time values. A lot of significant properties of the protocol directly derive from this mechanism, and thus we had to keep it in the model just to conform to the draft. This solution implies storing discrete time values into a variable and is of course catastrophic for state explosion: we lose the possibility to make an exhaustive verification of the model.

Following our demand, and despite loss of exhaustivity, the #choiceclock directive was introduced in the Interval prototype. This directive forces the constraints to extract a possible value (min, max or random) for the associated clock variable.

To manage the current time value by using this directive, we had the choice between two solutions: use of an observer or use of an RPC function. The first solution is simpler than the RPC solution because we only need to define an observer that assigns the result of the #choiceclock directive to a set of variables in the model. With the RPC solution it is necessary to fire the RPC transition prior to all the other transitions. As a drawback, the observer solution is the
worst solution for the verification because it is not easy to specify when a time value is really needed, and thus we must calculate a time value after each firing of a transition. With the RPC solution, we calculate a time value only when we need it, so it is a better solution. To realize our verification we started with the first solution, but we finally used the second one.

5 Validation

Different experiments with the RMTP2 protocol have been performed in order to validate the Interval timing approach on an industrial-size model. Special attention was given to problems whose analysis was not possible with untimed techniques. In addition, features still missing in the tools or features to be enhanced have been identified.

We first had to look closely at how the behavior of the protocol changes with a timed model. Some surprises came from the functioning of the simulation tool. For example, the very useful feed construct (an ObjectGeode facility for simulating the outside world) did not work in the timed model with a “reasonable” environment because, due to the heartbeat mechanism, time could always progress and thus normal transitions could be fired instead of feeds.

We were then forced to provide feeds in an unreasonable environment (that is, external events can occur at any time and with an unlimited frequency), and to suppress the effects of further feeds as long as the first one is not completely processed.
5.1 Isolated and Bursty Packet Losses

One of the unavoidable properties to verify is if the protocol is able to recover from packet losses. A next step is naturally to consider how the protocol reacts in bursty cases: when several consecutive packets are lost, known as storm effect for atmospheric transfer. The #lossy construct proposed in the prototype is not sufficient in this case, and we were forced to represent this kind of loss directly in the model. The #lossy annotation, to be useful has to be enhanced.

It was nevertheless possible to make the most of the intended simulation without too much trouble. The protocol has the expected behavior: it is able to ensure that every transmitted packet is either received or negatively acknowledged.

Figure 6 shows the case of very heavy losses, as packets a and b are totally lost, c and d are partially lost until e is sent normally. Variable Laststable only progresses to 1 after a has been retransmitted by an rdata message. The remaining of the sequence could not be reproduced here on the page, but in the simulation, all lost packets are successfully retransmitted. The time needed to reach the correct value of laststable is naturally increased in case of these heavy losses, but the protocol still seems to behave correctly as long as we do not put constraints for limiting the total time of transmission.

In conclusion, the protocol seems to behave correctly against isolated or bursty losses.

5.2 Experiments with Heterogeneous Channel Delays

We experimented on the protocol with heterogeneous delays on the different channels as in real life where, in a multicast protocol, receivers are reachable through different media (ADSL, 100 Mbs, …) in Fig. 2 (where only descending flow is represented)

The fact that some channels are faster than other ones did not provoke any loss of packet (through a too fast transmitting window progress), or any failure in the acknowledgment mechanism, and no blocking of the protocol was detected. Note that this kind of result would not have been easily obtained without the Interval extensions for channel delays.

5.3 Experiment on RTO Timer Value

The RMTP2 mechanism involves a very important variable for the quality of transmission: the RTO (Retransmission TimeOut). This variable allows some upper bound limit to be given to the time that the protocol has to wait before resending a data item if it has not been acknowledged. The protocol is able to refine this value dynamically, taking into account the Round Trip Time (RTT) values needed for previous transmissions. The need for discrete time values to refine the values has led us to ask Telelogic to change the way of calculating time constraints in the prototype (see the #choiceclock directive above). Until then, elapsed time was treated as a set of constraints defining a set of possible intervals,
and this could not be handled by the refining function. The RTO variable is given an initial value (defined in the draft), and in the case of good stability of the network, this value should converge to an optimal time value close to the real communication time. It is important to verify this property, because divergence or periodicity of this variable would affect the overall adaptation capability of the protocol.

Figure 7 illustrates some of the results we obtained during verification of the RTO convergence property. The short dotted line represents the initial packet sending of the source (from packet 0 to packet 26). The value of RTO (long dotted line starting from 10000) decreases as the packets are acknowledged (Laststable is the plain line). In fact, the new value of RTO is calculated in the protocol each time the value of Laststable is updated. By continuing the simulation a very long time, we could find in the case of Fig. 7 that the RTO is converging close to 3400.
Of course, due to the necessity to get discrete time values for the RTT, we could no more achieve an exhaustive verification, which in fact was not even possible before, because each state in the accessibility graph was very big (hundreds of timing constraints) and the verification run very quickly out of memory. Nevertheless, all the simulations in different configurations showed no counterexample to the property.

More complete experiments are described in the Interval project deliverables.

6 Conclusion

In this paper, we presented the SDL timed extension results of the IST Interval project and we introduced an industrial case study. In this RMTP2 case study, three different results were expected:

- Validation of usefulness of the SDL extensions for managing time constraints;
- Evaluation of the tool implementation of the new features;
- Some results concerning the correctness of RMTP2.

Concerning the two first points, we experimented on almost all proposed extensions (except explicit transition urgencies): resources (nodes), local time and clocks, process priorities, task delays, channel delays, lossy channels. For model validation purposes, all these extensions are needed for a protocol like RMTP2, and we could even verify that most of them have a promising implementation in the tool.

Some drawbacks were found in the use of clocks: a symbolic handling of time constraints does not allow easy use of actual time values, and in such a protocol these values are needed for time-stamping or for some calculation. A solution was proposed, but even if it works, it is not completely satisfactory because it prohibits any exhaustive verification.

In conclusion on this point, for verification purposes, the set of proposed extensions seems rather complete and useful. Some of these extensions modify the SDL semantics and others are just annotations. One of the most important semantic changes, the clock extension, was proposed in order to make exhaustive verification possible by symbolic handling of a dense time. But a condition for
that is never to store actual time values in a variable (for example for time-stamping), and alas, this is required for RMTP2.

Concerning the protocol RMTP2 itself, some interesting results, concerning its reliability, were obtained, but we never could ensure that the protocol will work correctly in any configuration. The model could be made clearer with the extensions, since some non-functional modeling could be put as annotations.

From our point of view, the results of this experiment were positive. The time extensions allow us to specify non-functional aspects of this protocol and the influence of these aspects on the different executions. We have increased (a bit) our confidence in the RMTP2 protocol, even if no exhaustive verification was possible.
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Abstract. We propose an approach for refining high level specifications into design specifications using the MSC language. We have previously introduced such an approach for un-timed MSCs. In this paper, we focus on the timing features of MSC-2000. We propose a framework for adding time constraints and refining them further, while preserving the properties of the high-level specification during the refinement process. We introduce conformance relations between MSCs and algorithms for checking these relations.

1 Introduction

In traditional development processes, designers take as input a requirement specification and develop in one big step a design specification. This design specification is then validated against the requirement specification. When the design specification does not satisfy the requirements, it is reworked. The design and validation activities are repeated until the design satisfies the requirements. An alternative to this approach is stepwise refinement. Indeed, the requirement specification can be taken as input and enriched step by step. In this approach, we validate small design steps instead of a complete design activity.

In a previous work [1], we introduced a refinement approach for un-timed MSC specifications. In our approach, we consider the relationship between a system and its environment. The refinement approach is such that the environment should not distinguish between a given system and its refinement. In other words, a system in a given environment can be replaced by a refined version. We distinguish between horizontal and vertical refinements. They can be seen as structural and behavioral refinements. In a vertical refinement, a designer decomposes a given instance into multiple instances according to the SDL [2] target architecture. In a horizontal refinement, the MSC specification is enriched with messages. A process alternating between vertical and horizontal refinement has been defined. To ensure the preservation of the properties of the MSCs during the refinement (for instance the orders between the events), we introduced a conformance relation that must hold between MSC at stage $i$ and MSC at stage $i+1$ of the refinement process.

The latest MSC standard, MSC-2000 [3], has introduced time constructs for the specification of real time systems with quantified time. In this paper, we tackle the challenging time features of MSC-2000 [3] and propose an approach
for a stepwise refinement of timed MSC specifications. A refinement in this case, may consist of decomposing processes, adding messages, and changing or adding time constraints. We define and discuss time constraint refinement. To validate refinement steps, we need to compare timed MSCs. For that purpose, we define conformance relations between MSCs. We introduce algorithms for the validation of these conformance relations and discuss their complexity.

Refinement of real-time specifications has been tackled in [4, 5]. These approaches [4, 5] are based on equivalence relations between specifications. They do not allow for the refinement of time constraints. Our view is that a refinement approach should allow for strengthening time constraints on the system and relaxing assumptions on the environment. This way, the behavior of the system can still be accepted by the environment, or even other environments with weaker assumptions.

The rest of the paper is organized as follows. In Sect. 2, for the purpose of completeness, we briefly review the time constructs in MSC-2000, and briefly introduce a semantics for timed MSC. In Sect. 3 and Sect. 4, we introduce an approach for refining bMSCs and HMSCs, respectively. We also introduce conformance relations between MSCs and algorithms for checking these conformance relations. In Sect. 5, we discuss related work prior to concluding in Sect. 6.

2 A Semantics for Timed MSC

MSCs consist of plain MSCs and HMSCs. In a plain MSC, the behaviors of processes are described explicitly. For instance, the MSC in Fig. 1(a) specifies exchanges of messages $m_1$ and $m_2$ between processes $i$ and $j$. In addition to message exchanges, a plain MSC may also contain internal actions, timer events, conditions, and some structures, such as references and coregions. In this paper, we consider plain MSCs containing message exchanges only. We refer to these MSCs as basic MSCs (bMSC). A bMSC specifies only a partial behavior or one scenario of a system. For a more complete specification, different scenarios have to be combined. HMSCs are used to describe the composition of MSCs. In an
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HMSC, the component MSCs are connected process by process\textsuperscript{1} according to the weak sequencing semantics. Alternatives are expressed by branches, while repetitions are expressed with loops. The HMSC in Fig. 1(b) specifies the execution sequences of MSC M and N. Either M is executed infinitely, or M is executed a finite number of times and then followed by N. In this paper, an HMSC refers only to bMSCs. In other words, the components in an HMSC are all bMSCs.

Time constraints have been introduced in MSC-2000 to describe real-time systems using quantified time. In the MSC standard, the time domain must be a total order with a least element. Time progress is the same for all processes as in an MSC. All events are instantaneous. They do not consume time. A time constraint can be used to specify a delay between two events (relative time constraint), or the occurrence time of an event (absolute time constraint). A time constraint is an interval of time with upper and lower bounds. For example, in Fig. 1(a), absolute time constraints are shown as @[1, 2) and [@0.5], which is a shortcut for @[0.5, 0.5]. Due to these absolute time constraints, event a (sending message m1) can occur only at time 0.5 and event b (receiving message m1) is allowed to occur between time 1 and 2. Delays between events are specified by relative time constraints. The delay between events a and c is at least 3 and at most 4.

2.1 A Semantics for bMSCs

Similar to [6, 7], we define the semantics of MSC using a non-interleaving model named timed lposets (labeled partially ordered sets) [8]. A partial order is a reflexive, transitive, and antisymmetric binary relation. For the definition of a timed lposet, we use Time to represent a time domain, which might be nonnegative real numbers or nonnegative integer numbers. P(Time) is a set of time intervals. An interval could be open or closed.

Definition 1. A timed lposet is a tuple \((I, A, E, \leq, l, D, T)\), in which

\begin{itemize}
  \item \(I\) is a set of processes.
  \item \(A\) is a set of labels.
  \item \(E\) is a set of events.
  \item \(\leq \subseteq E \times E\) is a partial order on \(E\). It specifies causal orders between events.
  \item \(l: E \to A\) is a labeling function, which associates an event to a label.
  \item \(D: E \to P(Time)\) is a function that associates an event to a time interval.
    It defines a range within which an event should occur.
  \item \(T: E \times E \to P(Time)\) is a function that associates a pair of events to a time interval.
    It defines the delay between two events.
\end{itemize}

Labels in \(A\) represent the types of events. An event could be a message output, or a message input. Their corresponding labels are \textit{send}(i, j, m) and \textit{receive}(i, j, m). The first label means that process \(i\) sends a message \(m\) to process \(j\), and the second one means process \(i\) receives a message \(m\) from process \(j\). Every event in

\textsuperscript{1} Editorial note: The paper uses the term \textit{process} for the MSC term \textit{instance}. 
an MSC is associated with a unique label. If a process sends a message \( m \) twice to another process, we re-label them as \( m1 \) and \( m2 \).

The semantics of a bMSC is defined as a timed lpoiset, which contains all the events in the bMSC and specifies their causal orders. The orders are determined by message exchanges and process axes in the bMSC. Along each process axis, events are ordered from top to bottom. Between different processes, a message output event happens before the corresponding message input event. The semantics of the bMSC \( T \) in Fig. 1(a), for instance, is \((I, A, E, \leq, l, D, T)\) where \( E \) includes events \( a, b, c, \) and \( d, \leq \) is the transitive closure of \{\( (a, b) \) \( (c, d) \) \( (a, c) \) \( (b, d) \)\}. \( D(a) = [0.5], D(b) = [1, 2] \) and \( T(a, c) = [3, 4] \).

### 2.2 A Semantics for HMSCs

An HMSC is a directed graph \((S, E, L)\), where \( S \) is a finite set of nodes, \( E \subseteq S \times S \) is the set of directed edges, \( L \) is a function that maps each node in \( S \) to a bMSC. A path of an HMSC is a finite or infinite sequence of nodes \( s_0s_1 \ldots s_n \ldots \) in which \( s_0 \) is the start node, \((s_i, s_{i+1}) \in E, i \geq 0 \).

To define the semantics of HMSC, we first define sequential composition of lposets. The sequential composition of two lposets \( p \) and \( q \) preserves the orders and the time constraints in \( p \) and \( q \), and adds a new order and a relative time constraint between two events in the same process in \( p \) and \( q \). For simplicity, we consider relative time constraints between two events in different MSCs as \((0, \infty)\). It means that there are no relative time constraints split between different bMSCs.

Formally, let \( p = (I_p, A_p, E_p, \leq_p, l_p, D_p, T_p) \) and \( q = (I_q, A_q, E_q, \leq_q, l_q, D_q, T_q) \) be two timed lposets in which \( A_p \) and \( A_q \) are disjoint; \( E_p \) and \( E_q \) are disjoint. We use \( S^+ \) to represent the transitive closure of a relation \( S \). The sequential composition \((\cdot)\) of \( p \) and \( q \) is defined as:

\[
p \cdot q = (I_p \cup I_q, A_p \cup A_q, E_p \cup E_q, (\leq_p \cup \leq_q \cup \leq)^+, l_p \cup l_q, D_p \cup D_q, T_p \cup T_q \cup T),
\]

in which

- \( \leq \subseteq \bigcup_i (E_p^i \times E_q^i) \), \( E_p^i \) and \( E_q^i \) are the sets of events that occur at process \( i \), \( E_p^i \subseteq E_p \), \( E_q^i \subseteq E_q \),
- \( T = \{(e, f), (0, \infty))| e \in E_p^i, f \in E_q^i\} \).

The sequential composition is weak sequencing. In \( p \cdot q \), an event in \( q \) may appear before some events in \( p \), if they do not have causal orders.

When composing a timed lpoiset \( p \) with itself, we need to re-label the events in the second occurrence of \( p \) to make them different from the events in the first occurrence of \( p \).

The semantics of an HMSC is defined as a set of timed lposets. For each path in the HMSC, there is a corresponding lpoiset, which is obtained by composing sequentially the bMSCs (i.e. nodes) along the path. A timed lpoiset may correspond to several paths. The set of lposets may be infinite when the HMSC contains loops. For example, the HMSC in Fig. 1(b) can be represented by an infinite set \{\( q, p \cdot q, p \cdot p \cdot q, \ldots \)\}, in which \( p \) represents the bMSC \( M \) and \( q \) represents the bMSC \( N \).
The semantics of timed MSC presented in this section can also be used as a semantics for un-timed MSC. In an un-timed MSC, all the absolute and relative time constraints can be considered as \((0, \infty)\). So an un-timed MSC can also be represented by a timed lposet (or a set of timed lposets).

3 Refining bMSCs

3.1 Refinement Methodology

We defined vertical refinement and horizontal refinement in the previous work [1]. In the vertical refinement, a component of a system is decomposed into several sub-components according to the architecture of the system given as an SDL specification [2]. During a horizontal refinement, detailed communications can be added between the sub-components. Usually a vertical refinement is followed by a set of horizontal refinements. The refinement process can be repeated many times by alternating vertical refinements and horizontal refinements.

In this paper, we extend our approach for handling time constraints. Time constraints can be added after horizontal refinements and then refined. Our refinement approach now consists of vertical refinements, horizontal refinements and time constraint refinements.

Adding Time Constraints. In a horizontal refinement, designers may add performance requirements, such as the delay between two events, or the time when a process must send a message. These requirements can be represented by absolute and relative time constraints in timed MSC. For example, the bMSC in Fig. 2(a) describes a use case of a door controller [9]. A user inserts his card and enters a PIN, then the Door Controller (DC) opens the door and returns the card. In a vertical refinement, DC is decomposed into an Access Point (AP) and an Authorizer (auth) as shown in Fig. 2(b). In a following horizontal refinement, we specify the interactions between AP and auth. The AP sends the card ID and PIN to auth for authorization. If they are valid, auth sends back approval. Notice that in the bMSC access2 we are only considering the partial behavior of authorization. After a horizontal refinement, we can add timing requirements, such as AP has to return the card within 10 time units after the user enters a PIN, or auth has to response AP with a delay between 1 and 8 time units. They are represented by the relative time constraints shown in Fig. 2(b).

In our refinement approach, we allow relative time constraints to be added between causally ordered events only. Relative time constraints between un-ordered events are not allowed, because they cannot be guaranteed in a distributed system without further enrichment of the specification. For instances, in Fig. 2(b), either event a (returning card) in AP or event b (opening door) in door could occur first. If we add a relative time constraint \([1, 2]\) between them, once one event occurs, the other one has to wait at least 1 and at most 2. Actually process AP does not know what happens in process door, and vice versa. This time requirement is at a high level of abstraction and cannot be satisfied without
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Adding other message exchanges between the processes to relate these events. If this kind of time constraint appears in the specification, designers are forced to make events causally ordered by adding messages. In our approach, we can check the existence of this kind of time constraint easily, and then notify designers.

Designers may not add time constraints for all the events in a bMSC in one refinement. If absolute or relative time constraints are not stated explicitly for some events, we assume them to be the whole time domain minus the least element. For example, if the time domain is nonnegative real numbers, then the time constraints are \((0, \infty)\). We reserve the absolute time constraint @[0] for a special event (the beginning of the world). A relative time constraint cannot be 0 because we allow for relative time constraints to appear between causally ordered events only, and these ordered events cannot occur at the same time.

Adding time constraints raises the issue of time consistency [10, 11, 12, 13]. For example, for events \(a\) and \(b\) such that \(a\) occurs before \(b\), if the absolute time constraints for event \(a\) and \(b\) are @[2, 3] and @[5, 6] respectively, but the relative time constraint between them is [6, 7], then event \(b\) should occur between [8, 10], which contradicts its absolute time constraint (@[5, 6]). We consider that a bMSC is consistent if the lposet corresponding to the bMSC is consistent [13]. The time consistency of a bMSC can be checked in polynomial time.

If a bMSC is consistent, we can derive reduced absolute time constraints for its events, which are maximal intervals within the original absolute time constraints such that every value in the interval can be an occurrence time for the event without invalidating the consistency. A detailed discussion on reduced absolute time constraints can be found in [13]. Similarly, we can define reduced relative time constraints as maximal intervals within the original relative time constraints such that each value in the interval is a delay between two events when they occur within their reduced absolute time constraints. Reduced (absolute and relative) time constraints can be calculated using the Floyd-Warshall algorithm as done in [13].

**Refining Time Constraints.** When first adding a time constraint, a designer may not know how tight the constraint should be. He should be allowed to refine this time constraint later on. For example, for the bMSC in Fig. 2(b), the
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designer may find that the delay before AP returns the card (the relative time constraint (0, 10)) is too long. The designer may reduce this time constraint to (0, 8), for instance. Note that changing a time constraint which is (0, $\infty$) is considered as adding a time constraint to the associated event, because the event is actually not constrained.

To define rules of refining time constraints, we first consider the effects of time constraints on a system and its environment. From our point of view, time constraints specify requirements/constraints on a process in the system and assumptions on its environment. The environment of a process consists of all the processes in communication with the process within and outside the system under consideration. Adding an absolute time constraint on a sending event, adds a time requirement/constraint to the process executing the event. For instance, if the time constraint is @[3, 5], then the process has to send the corresponding message at any time between time 3 and 5. If the event is a reception event, the time constraint not only adds a requirement/constraint to the process, but also implies an assumption on the environment. For example, if a time constraint is @[3, 5] for a reception event, then the process has to consume a message from its channels at any time between 3 and 5. To ensure this, the environment has to send this message before time 5.

Similarly, relative time constraints also specify requirements and assumptions. We consider that a relative time constraint between two ordered events is associated with the second event. It constrains the occurrence of the second event, because it specifies how long after the occurrence of the first event, the second event can occur. If the second event is a sending event, the relative time constraint states a requirement for a delay on the process executing the event. The process has to send a message within the delay specified by the time constraint. If the second event is a reception event, the relative time constraint specifies a delay that the process has to wait for a message. In another word, the environment is expected to deliver the message within the time constraint. So relative time constraints on reception events specify assumptions on the environment.

For the refinement of time constraints, we require that constraints on a process become stronger, while assumptions on the environment become weaker. Specifically, we define the following rules.

- If an event is a sending event, the range of the absolute or relative time constraint associated to it can be reduced. The process executing the event is more constrained.
- If an event is a reception event, the range of the absolute or relative time constraint associated with it can be increased. This makes the assumptions on its environment weaker. (Note that the time constraint could be enlarged to (0, $\infty$), which means the event is not constrained any more.)

With such rules, a refined process can still fit in the same environment. For example, in Fig. 2(b), the delay before AP returns the card is (0, 10). The user expects to get his card within 10 time units after entering PIN. If we refine the time constraint to (0, 8) as shown in Fig. 3, the user may get the card sooner
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and his expectation is still met. A time refinement adds more constraints to the system, and reduces its non-determinism. On the other hand, assumptions on the environment can be relaxed by a refinement. For example, in Fig. 3, the relative time constraint [5, 6] specifies a delay between receiving card and PIN in AP. The user has to enter PIN within the time constraint. We may change it to [4, 7] in a refinement to relax the assumptions on the user.

3.2 Conformance of bMSCs

After a refinement step, we need to check if the resulting specification conforms to the previous one. In a refinement step, we may add new events to a bMSC and add or refine time constraints. The original events should be preserved and causal orders between them should not be violated. Time constraints can be added and refined only according to the rules defined in Sect. 3.1. Moreover, the time consistency of the new MSC specification has to be considered. If a consistent bMSC is refined into an inconsistent bMSC, then the relation between time constraints is changed from consistency to inconsistency. Semantic errors have been introduced during the refinement. The second bMSC cannot conform to the first one. On the other hand, we do not consider refining further inconsistent bMSCs, because they contain semantic errors.

To define the conformance relation between bMSCs formally, we first define it on lposets.

**Definition 2.** Let \( p_1 = (I_1, A_1, E_1, \leq_1, l_1, D_1, T_1) \) and \( p_2 = (I_2, A_2, E_2, \leq_2, l_2, D_2, T_2) \) be two timed lposets, and time constraints in \( D_i, T_i \) \((i = 1, 2)\) are reduced time constraints. If \( p_1 \) is time consistent, then \( p_2 \) conforms to \( p_1 \) if and only if \( p_2 \) is time consistent, and there are two injective mappings \( m_e : E_1 \rightarrow E_2 \), and \( m_a : A_1 \rightarrow A_2 \) such that the following conditions are satisfied:

- For events \( e, f \in E_1 \), if \( e \leq_1 f \), then \( m_e(e) \leq_2 m_e(f) \).
- For an event \( e \in E_1 \), \( m_a(l_1(e)) = l_2(m_e(e)) \).
- For an event \( e \in E_1 \) such that \( D_1(e) \) is not \((0, \infty)\), if \( e \) is a sending event, then \( D_1(e) \supseteq D_2(m_e(e)) \); if \( e \) is a reception event, then \( D_1(e) \subseteq D_2(m_e(e)) \).
For events $e, f \in E_1$ such that $e \leq_1 f$ and $T_1(e, f)$ is not $(0, \infty)$, if $f$ is a sending event, then $T_1(e, f) \supseteq T_2(m_e(e), m_e(f))$; if $f$ is a reception event, then $T_1(e, f) \subseteq T_2(m_e(e), m_e(f))$.

The first condition in Definition 2 means the causal order between two events has to be preserved, and the second condition specifies the relation between $m_e$ and $m_a$. The last two conditions specify the relation between time constraints. We consider reduced time constraints because they represent the actual time that events could occur and actual delays between events. If a time constraint is $(0, \infty)$, it means the event associated with the constraint is not constrained in fact. Changing a time constraint that is $(0, \infty)$ corresponds to adding a time constraint in an MSC specification. However, once a time constraint is not $(0, \infty)$, changing it has to obey the rules specified in Sect. 3.1.

The conformance relation between bMSCs is defined as follows. Notice that in Definition 2, the set of events in an lposet could be infinite, while in Definition 3, a bMSC contains a finite number of events.

**Definition 3.** A bMSC $M_2$ conforms to a consistent bMSC $M_1$ if and only if the lposet representing $M_2$ conforms to the lposet representing $M_1$.

Definition 3 is applicable to both timed and un-timed bMSCs, because an un-timed bMSC can also be represented by a timed lposet, in which all the time constraints are $(0, \infty)$. An un-timed bMSC is always time consistent.

For example, the timed bMSC access2 in Fig. 2(b) conforms to the un-timed bMSC access1 in Fig. 2(a) because events and orders in access1 are preserved in access2 and access2 is time consistent. The bMSC access2 is refined further into the bMSC access3 in Fig. 3. Events and orders are same in these two bMSCs and the time constraints satisfy the relation in Definition 2. The bMSC access3 is also time consistent. So access3 conforms to access2. However, if we have changed the time constraint $(0, 10)$ in Fig. 2 to $(0, 15)$, the constraint on AP for returning the card becomes weaker. With such a system, the user may get his card back 13 units of time after entering PIN, which was not allowed previously in access2. The resulting bMSC would not conform to access2.

Our conformance relation extends the matching (conformance) relations for un-timed MSCs defined in [1, 14, 15]. The conformance relation is reflexive, but it is not transitive in general. Let us assume an absolute time constraint @[2, 5] on a reception event. Following the rules, we can enlarge it to @$(0, \infty)$. It means that the constraint is relaxed to the maximum. In other words, there is no constraint any more for this event. Later on, a designer may see this event as an un-timed event and decide to add a constraint @[3, 4]. The time constraint @[3, 4] does not satisfy the relation with the original time constraint @[2, 5] as stated in Definition 2, and we cannot have conformance with the original MSC. To ensure transitivity, we do not allow for a time constraint associated with a reception event to be enlarged to $(0, \infty)$.

**Proposition 1.** The conformance relation of bMSCs is reflexive. The conformance relation of bMSCs is transitive if time constraints associated with reception events are not enlarged to $(0, \infty)$ when they are not $(0, \infty)$. 

To check if a bMSC $M_2$ (represented by $(I_2, A_2, E_2, \leq_2, l_2, D_2, T_2)$) conforms to another bMSC $M_1$ (represented by $(I_1, A_1, E_1, \leq_1, l_1, D_1, T_1)$), we check the conditions in Definition 2. We first check the time consistency of $M_1$ and $M_2$. As discussed in [10, 11, 13], this can be done using the Floyd-Warshall algorithm in time $O(n^3)$, where $n$ is the number of events.

Then we need to decide the mapping $m_a$ between the label sets $A_1$ and $A_2$. To achieve this, we have to know which process in $I_1$ is vertically refined into which processes in $I_2$. That is, we need to have a surjective function $m_p : I_2 \rightarrow I_1$. Designers decide this mapping according to the architecture of the system. Then it is used as an input of our algorithm. For every label $a_1 = \text{send}(i_1, j_1, m)$ (or $a_1 = \text{receive}(i_1, j_1, m)$), $a_1 \in A_1$, if there is a label $a_2 = \text{send}(i_2, j_2, m)$ (or $a_2 = \text{receive}(i_2, j_2, m)$), $a_2 \in A_2$, such that $i_1 = m_p(i_2)$ and $j_1 = m_p(j_2)$, we say $a_1$ is mapped to $a_2$. If we can not find a mapping for a label in $A_1$, then two lposets do not conform. Because we need to compare each label $A_1$ with a label in $A_2$, the complexity of this step is $O(n^2)$.

According to $m_a$, we can get $m_e$ between the event sets $E_1$ and $E_2$ through $l_1 : E_1 \rightarrow A_1$ and $l_2 : E_2 \rightarrow A_2$. Because every event is associated with a unique label, $l_1$ and $l_2$ are bijective functions. So we can always find $m_e$ according to $m_a$. For every event $e_1 \in E_1$, we can find an event $e_2 \in E_2$, such that $m_a(l_1(e_1)) = l_2(e_2)$. Then we obtain the mapping $m_e$ between $E_1$ and $E_2$. This step can be done in the complexity of $O(n)$.

After obtaining $m_e$, we check if the orders of events in $\leq_1$ are still preserved in $\leq_2$. In [1], we use event order tables (EOT) [16] to represent orders $\leq_1$ and $\leq_2$. If events $e$ and $f$ have an order, then the cell $(e, f)$ in the EOT is marked as True, otherwise it is marked as False. We extend EOTs to include time constraints in cells. If two events $e$ and $f$ are constrained by a relative time constraint, we write it in the cell $(e, f)$. We write the absolute time constraint of an event $e$ in the cell $(e, e)$. For every cell $(e, f)$ in EOT1, if it is marked as True, we check if the cell $(m_e(e), m_e(f))$ in EOT2 is still marked as True. We also check if the time constraint associated with the cell $(e, f)$ and the time constraint associated with the cell $(m_e(e), m_e(f))$ satisfy the relations defined in Definition 2. Since there are $n^2$ cells in an EOT, the complexity of this step is $O(n^2)$. Thus the complexity of the whole algorithm is $O(n^3)$.

4 Refining HMSCs

4.1 Refinement Methodology

A bMSC only specifies one scenario of a system. A more complete specification of a system is often given as an HMSC, in which different scenarios are combined. When refining an HMSC specification, we refine each bMSC referred by the HMSC in the way discussed before. Ideally, new bMSCs can be added into the HMSC. For example, if an HMSC specification of an Automatic Teller Machine (ATM) contains bMSCs login and withdraw, designers may add a bMSC deposit to enrich the specification. While this gives more flexibility to designers,
it is very complex to check the conformance between HMSCs as discussed in the next subsection. Since the conformance is checked after each refinement procedure, it is important to have an efficient algorithm. A trade-off is to restrict the refinement of HMSCs. To reduce the complexity, we impose the following rules for HMSC refinement.

- Keep the road map of the HMSC unchanged;
- In vertical refinement, all bMSCs are refined at the same time so that each bMSC has the same set of processes;
- In horizontal refinement, each bMSC is refined such that there is at least one event in each process;
- Time constraints are added or changed within each bMSC such that the bMSC is time consistent;
- For each pair of adjacent bMSCs M and N in a path (M appears before N), in each common process of M and N, the upper bound of the reduced absolute time constraint for the first event in N is larger than the upper bound of the reduced absolute time constraint for the last event in M, or both upper bounds are infinity.

The first three rules are taken from our refinement approach of untimed MSC [1]. Since the road map cannot be changed, the number of bMSCs has to be decided at the beginning, but the bMSCs can be at a very abstract level. The fourth rule requires the consistency of each bMSC and restricts the usage of relative time constraints within bMSCs. In other words, we do not allow for relative time constraints specified between events in different bMSCs. On one hand, a relative time constraint between events in different paths of an HMSC is not meaningful, because these events are alternative. On the other hand, a delay between events in the same path can be set implicitly by absolute time constraints on these events and the relative time constraints within individual bMSCs. The fifth rule is based on the consistency of each bMSC as required by the fourth rule. Since each bMSC is consistent, reduced absolute time constraints exist for events in each bMSC.

For illustration purposes, let us consider the ATM specification in Fig. 4. We refine it according to these rules. We keep the road map unchanged and refine each bMSC. The process ATM\_sys is decomposed into two processes ATM and bank in every bMSC, and messages exchanged between them are added as shown in Fig. 5. Before refinement, a relative time constraint in bMSC withdraw specifies the delay between obtaining the amount and delivering the money. It is reduced after refinement to constrain the ATM more. Moreover, the response delay of bank is added in both bMSCs in Fig. 5.

4.2 Conformance of HMSCs

Each path in an HMSC defines an execution scenario of the system under consideration. We look at the conformance of HMSCs through the conformance

\[ \text{Absolute time constraints in a loop may lead to inconsistency [13].} \]
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Fig. 4. An ATM specification before refinement

Fig. 5. An ATM specification after refinement

of paths. A path can be represented by a timed lposet obtained by composing sequentially all the bMSCs in the path.

Definition 4. A path \( p_2 \) in an HMSC conforms to a path \( p_1 \) in another HMSC if and only if the lposet representing \( p_2 \) conforms to the lposet representing \( p_1 \).

Notice that a path could be infinite. In such a case, the lposet contains an infinite number of events. From Definition 4, we define the conformance of HMSCs as follows.

Definition 5. An HMSC \( H_2 \) conforms to another HMSC \( H_1 \) if and only if for every path \( p_1 \) in \( H_1 \), there exists a path \( p_2 \) in \( H_2 \) such that \( p_2 \) conforms to \( p_1 \).

A path in an HMSC may be time consistent or inconsistent. This leads to the notions of strong consistency and weak consistency of HMSCs [13]. If all the scenarios in an HMSC are considered mandatory and must be implemented, then we require all the paths to be consistent. The HMSC must be strongly consistent. If the HMSC is seen as a set of possible behaviors to be implemented and implementing some of them only is sufficient, then the HMSC can be weakly consistent. Weak consistency allows for the inconsistency of some paths in the HMSC. In this paper, we consider strongly consistent HMSCs. Notice that Definition 5 is a general one and does not depend on the notions of consistency or on a specific refinement approach.

To check the conformance of HMSCs in general, we consider a related decision problem, that is, if a path exists in \( H_2 \) such that it conforms to a given path
in $H_1$. Similar to the matching problem in un-timed MSC [15], this problem is NP-complete.

**Proposition 2.** The problem of finding a path in an HMSC $H_2$ that conforms to a given (finite) path in $H_1$ is NP-complete.

This result suggests a high complexity for checking conformance of HMSCs in general. In our setup and given the refinement rules, we consider a partial solution for checking the conformance as stated in the following proposition.

**Proposition 3.** Given a strongly consistent HMSC $H_1$ and its refinement $H_2$ obtained following the refinement rules, if the following conditions are satisfied, then $H_2$ conforms to $H_1$.

- $H_2$ is strongly consistent,
- each bMSC in $H_2$ conforms to its corresponding bMSC in $H_1$,
- the lower bounds of reduced (absolute and relative) time constraints in each bMSC in $H_1$ are not changed in $H_2$, and
- in $H_2$, for each pair of bMSCs $M'_1$ and $M'_2$, such that $M'_1 \cdot M'_2$ in $H_2$, and for each set of axes $\{A_{11}, \ldots, A_{1n}\}$ in $M'_1$ and $M'_2$ resulting from the decomposition of $A_1$ (in $M_1$ and $M_2$ in $H_1$), the order between the last event of $A_1$ in $M_1$ and the first event of $A_1$ in $M_2$ is preserved.

This proposition extends Theorem 1 in [1] for timed MSC. The same applies for Theorem 1 in [1], the conditions in Proposition 3 are sufficient conditions only. If they are not satisfied, we cannot conclude that $H_2$ does not conform to $H_1$. For example, it is not necessary to keep the lower bounds of reduced time constraints unchanged. However, requiring this condition ensures that the relation between time constraints in corresponding bMSCs is preserved in HMSCs. Finding conditions that are both sufficient and necessary is currently under investigation.

The conditions in Proposition 3 are easy to check. First, because of the fourth and the fifth rules in our refinement methodology, the resulting HMSC $H_2$ is upper-bound-later as defined in [13]. The strong consistency of an upper-bound-later HMSC can be check in polynomial time [13]. For the second condition, the conformance of bMSCs can be checked in time $O(n^3)$ as discussed in Sect. 3. The third condition can be checked in linear time by checking each reduced time constraint. For the fourth condition, we need to check each pair of bMSCs and each process in a bMSC in the worst case. This can be done in time $O(m^2p)$, where $m$ is the number of bMSCs and $p$ is the number of processes. Therefore, checking all the conditions in Proposition 3 only requires polynomial time.

5 Related Works

Refinement of real time specifications based on true concurrency has been proposed in [4, 5]. In [4], an action refinement technique is developed using timed bundle event structures. Different equivalence relations have been defined for
the purpose of action refinements. In [5], interval event structures are used as a model. An event can be refined into an event structure. Various notions of equivalence of interval event structures have been defined. In [4, 5], an event has a duration, which is different with the time concept in MSC. Moreover, these approaches do not allow for refinement of time constraints.

Besides our previous work [1], some work has been done on the refinement of un-timed MSC. Message refinement is discussed in [17]. A message can be replaced by an MSC, named protocol MSC. A protocol MSC can be unidirectional or bidirectional. Whether or not a message refinement can result in deadlocks in these two cases is investigated. In our refinement approach, we preserve the original messages and add new messages.

Refinement of interworkings is proposed in [14]. An interworking is similar to a bMSC, but the communication between processes is synchronous. When an interworking is refined, a process can be decomposed into constituents and internal messages can be added between these constituents. Using an operational semantics, a refinement relation is defined based on bisimulation. Our semantics is denotational, and our conformance relation can be seen as a combination of the refinement relation in [14] and the matching relation [15].

6 Conclusion

The specification of a system often begins with a description of functionalities at a high level of abstraction. This specification can be refined step by step into a design specification by adding details about the internal behavior, architecture, time constraints, etc. In a previous work [1], we introduced a refinement approach and conformance relations for un-timed MSC specifications. In this paper, we generalize them to timed MSCs to take into account the new time features in MSC. Our methodology allows for the refinement of an un-timed MSC into a timed MSC. The later can be refined further through the refinement of time constraints. Conformance relations have been defined, and algorithms for checking these relations have been developed and discussed.

In our refinement, we restrict the usage of relative time constraints. A relative time constraint can only be added on causally ordered events to ensure that a specification can be implemented. Alternatively, we may allow for relative time constraints between un-related events during design. However, to be implementable the final specification should not contain these relative time constraints. Moreover, we may allow a relative time constraint to be split between different bMSCs in an HMSC specification. Allowing for this kind of relative time constraints makes the conformance much harder to check. We will be investigating these issues in our future work.

When refining an HMSC, we impose refinement rules in order to reduce the complexity of checking the conformance. We will be investigating if some of the rules can be relaxed while the conformance relation between HMSCs can still be checked efficiently.
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Appendix

Proof (Proposition 1). For a bMSC represented by \((I, A, E, \leq, I, D, T)\), we can build two mappings \(m_e : E \rightarrow E\) and \(m_a : A \rightarrow A\) such that Definition 3 is satisfied. So a bMSC conforms to itself.

For transitivity, if \(M_2 = (I_2, A_2, E_2, \leq_2, I_2, D_2, T_2)\) conforms to \(M_1 = (I_1, A_1, E_1, \leq_1, I_1, D_1, T_1)\), then there are two injective mappings \(m_{e12} : E_1 \rightarrow E_2\) and \(m_{a12} : A_1 \rightarrow A_2\) such that Definition 3 is satisfied. Similarly, for \(M_2\) and \(M_3\), if \(M_3\) conforms to \(M_2\), then there exist \(m_{e23} : E_2 \rightarrow E_3\) and \(m_{a23} : A_2 \rightarrow A_3\) such that Definition 3 is satisfied. We construct two functions, \(m_e : E_1 \rightarrow E_3\) and \(m_a : A_1 \rightarrow A_3\), which are the composition of \(m_{e23}\) and \(m_{a23}\) and \(m_{a12}\) respectively. That is, \(m_e = m_{e23} \cdot m_{e12}\), \(m_a = m_{a23} \cdot m_{a12}\). Then for two events \(e\) and \(f\) in \(M_1\), we have:

- If \(e \leq_1 f\), since \(M_2\) conforms to \(M_1\), we get \(m_{e12}(e) \leq_2 m_{e12}(f)\). Furthermore, because \(M_3\) conforms to \(M_2\), we get \(m_{e23}(m_{e12}(e)) \leq_3 m_{e23}(m_{e12}(f))\). So \(m_e(e) \leq_3 m_e(f)\).

- \(m_a(l_1(e)) = m_{a23}(m_{a12}(l_1(e))) = m_{a23}(l_2(m_{e12}(e))) = l_3(m_{e23}(m_{e12}(e))) = l_3(m_e(e))\).

- If \(e\) is a sending event, and \(D_1(e)\) is not \((0, \infty)\), we can get \(D_1(e) \supseteq D_2(m_{e12}(e))\). Since \(m_{e12}(e)\) is still a sending event, we get \(D_2(m_{e12}(e)) \supseteq D_3(m_{e23}(m_{e12}(e))) = D_3(m_e(e))\). So \(D_1(e) \supseteq D_3(m_e(e))\).

- If \(e\) is a reception event, and \(D_1(e)\) is not \((0, \infty)\), we can get \(D_1(e) \subseteq D_2(m_{e12}(e))\). Since \(D_2(m_{e12}(e))\) is also not \((0, \infty)\) according to the condition of the proposition, we get \(D_2(m_{e12}(e)) \subseteq D_3(m_{e23}(m_{e12}(e))) = D_3(m_e(e))\). So \(D_1(e) \subseteq D_3(m_e(e))\).

- Similarly to absolute time constraints, we get \(T_1(e, f) \supseteq T_2(m_e(e), m_e(f))\) if \(f\) is a sending event, and \(T_1(e, f) \subseteq T_2(m_e(e), m_e(f))\) if \(f\) is a reception event.

So \(M_3\) conforms to \(M_1\).

Proof (Proposition 2). For a given finite path in \(H_1\), we can guess a path in \(H_2\) which conforms to it. So the problem is NP. The Proposition 3.5 in [15] shows that matching an un-timed bMSC with an un-timed HMSC is NP-complete. We reduce the matching problem to our problem since a finite path can be seen as a bMSC. We add absolute and relative time constraints \((0, \infty)\) to events in an un-timed bMSC \(M\) and an un-timed HMSC \(H\). Then they become a timed bMSC \(M'\) and a timed HMSC \(H'\). \(M'\) conforms to \(H'\) if and only if \(M\) conforms to \(H\). Then the problem is NP-complete.

Proof (Proposition 3). Since we keep the road map unchanged, for each path \(p\) in \(H_1\), there is a corresponding path \(p'\) in \(H_2\). We prove \(p'\) conforms to \(p\) in the follows.

- Since \(H_2\) is strongly consistent, \(p'\) is consistent.
- Due to the second and the third conditions of the proposition, according to Theorem 1 in [1], all the events and orders in \(p\) are preserved in \(p'\).
For a reduced absolute time constraint $t$ in a bMSC in $p$, since each bMSC in $p'$ conforms to its corresponding bMSC in $p$, the corresponding reduced absolute time constraint $t'$ in the bMSC in $p'$ satisfies the relation in Definition 2 with $t$. Because the HMSC is upper-bound-later, the upper bounds of $t$ and $t'$ are not changed in the lposets representing $p$ and $p'$ according to Proposition 11 in [13]. Since we do not change the lower bounds of reduced absolute and relative time constraints, the lower bounds of $t$ and $t'$ are same in the lposets representing $p$ and $p'$. So reduced absolute time constraints in $p$ and $p'$ still satisfy the defined relation.

For a reduced relative time constraint between events within a bMSC in $p$, since each bMSC in $p'$ conforms to its corresponding bMSC in $p$, the corresponding reduced relative time constraint $t'$ in a bMSC in $p'$ satisfies the defined relation with $t$. Because the events are within one bMSC, the relation is still kept in the lposets representing $p$ and $p'$.

For a reduced relative time constraint $t$ between events in different bMSCs ($t$ is obtained implicitly from relative time constraints in the same bMSC and the delay between two bMSCs), since the delay between two bMSCs is assumed as $(0, \infty)$, the upper bound of $t$ is always $\infty$. Because we do not change the lower bound of reduced relative time constraints when refining an HMSC, the lower bound of $t$ is not changed. So $t$ is not changed after refinement.

Thus $p'$ conforms to $p$. \qed
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Abstract. A projection is a simplified system description or viewpoint that emphasizes some of the system properties while hiding others. In this paper, we describe a projection transformation that, when applied to SDL components, produces semantic interface descriptions. Contrary to traditional object interfaces that restrict the declaration of operation signatures, semantic interfaces describe dialogues and constraints between components, and can be exploited to build a system that behaves correctly. Using projections simplifies the validation analysis, and enables the designer to comprehend single interfaces. When following this approach, ambiguous and conflicting behaviors can be identified at design time.

1 Introduction

Building services that span across multiple network technologies at a pace and with a degree of harmonization that keeps up with user expectation requires new solutions and new engineering methods. Dynamic composition techniques are currently investigated at NTNU as a means to rapid service construction and deployment \cite{1, 2}. Our work has addressed the following question:

How can we ensure that service components that are modified or added dynamically in a system interact consistently with other components of the system?

The dynamic composition of systems sets particular requirements on validation. The analysis should be restricted to the parts of the system affected by a modification. Furthermore, as components may be bound dynamically at runtime, the analysis should apply on types - not instances. We propose a validation approach that makes use of projections \cite{3, 4}. The projection is an abstraction technique. A projection is a simplified system description or viewpoint that emphasizes some of the system properties while hiding others. Rather than analyzing the whole system, the projections are analyzed. This proves to be simpler, and also easier for the designer to understand.
In this paper, we concentrate on the description of the projection transformation. We define a transformation that only retains the aspects significant for the purpose of validation of associations between components. The transformation applies to service components modeled as state machines using SDL [5]. The generated projections are also described as state machines, using a notation inspired by SDL. The objective of using the projection transformation is twofold. On one hand, it contributes to simplifying the validation analysis. On the other hand, it contributes to facilitating the comprehension of single interfaces, and it enables the designer to detect ambiguous and conflicting behaviors at design time.

We first introduce the modeling concepts of service roles (s-roles) and service association roles (a-roles). A-roles capture the interaction behavior of an s-role on an association between s-roles. They can be obtained by projection from s-roles. Sect 3 introduces the projection transformation and identifies the set of concepts needed for a-role modeling. In Sect. 4, three transformations are shortly described that can be applied on a-role state graphs in order to simplify the graphs and reduce their size. In Sect. 5, particular specification patterns are identified that may lead to ambiguous and conflicting behaviors. Ambiguous and conflicting behaviors are symptoms of errors. An interesting result in our approach is that these anomalous behaviors can already be identified during system design.

2 Actors, Roles and Collaborations

Service design is complex. Communication services normally require the coordinated effort of several distributed components, where some of the components may be involved in several services. In a dynamic context, this complexity increases further as services are designed to be dynamically adapted.

Our approach to service design makes use of roles [6]. A service is seen as a collaboration between s-roles, and service execution requires the assignment of roles to computational objects called actors. By using services roles (s-roles), we are able to better comprehend the collaborations between components involved in a service, and to break down the complexity of service specification. We are also able to compose s-roles to provide new services in a flexible way [7].

We describe service roles as state machines using SDL. As SDL does not define the concept of role, we select the SDL composite state concept to model s-roles. Both composite states and s-roles represent parts of behavior. SDL composite states support the structuring state machines, and thus also fit the modeling of s-role composition [7].

S-roles interact with other s-roles over associations. An association involves exactly two s-roles. An a-role (service association role) is the visible behavior of an s-role on an association (see Fig. 1). A-roles abstract the internal behavior of s-roles, and the interactions towards other s-roles. This abstraction facilitates the validation analysis, as we shall see.
An a-role describes an interface behavior. A-roles will be modeled as state machines (see Sect. 3), and, in that way, they capture the semantics of interaction between s-roles. A-roles overcome the limitations of static object interfaces. In the current distributed processing approaches, computational objects are described by static interfaces limited to the declaration of operation signatures (see for example [8]). Such interface descriptions may facilitate the construction of a system by providing a means for retrieving objects that may potentially offer a function or feature, but they do not provide sufficient support for building a system that behaves correctly.

Architectures based on traditional object interfaces lack two main properties [9]. They only describe the functions provided by an object, and fail to describe the functions required by an object. This makes it difficult to determine the effects of changing an interface on other objects. Moreover, they do not describe the semantics of a connection between objects and the constraints on using the interfaces. For example, it is not possible to ensure that the interactions between objects will occur in a correct order.

Contrary to traditional object interfaces, a-roles describe dialogues between s-roles. The events that have previously occurred in the a-role are represented by states. Furthermore, two a-roles on an association complement each other. It is possible to determine the a-roles required by an s-role from the a-roles provided by this s-role.

3 A-roles as Projections of S-roles

A-roles are modeled as state machines using a notation inspired by SDL. As a-roles are restricted to the visible behavior of s-roles on associations, full SDL is not needed. Some extensions to the SDL notation are introduced to hide non-observable behaviors: the s-role behaviors not visible at the interface. The set of concepts needed for a-role modeling is identified by defining the projection transformation from s-roles to a-roles.

An important property of the projection transformation is that it maintains the observable behavior on associations between s-roles. In other words, a-roles exhibit the same behavior as the s-roles from which they are derived, on the association to which they are attached. This means that an s-role and the projected
A-role should be able to generate the same sequence of outputs on an association when offered the same sequence of inputs on this association.

Note that the s-role and the projected a-role are not restricted to generate a single sequence of outputs for a given sequence of inputs; alternative sequences are allowed. The behavior determining the choice of a sequence is not visible at the association interface, and an a-role may appear to make non-deterministic choices. This non-determinism results from the abstraction of the s-roles internal decisions and the interactions on other associations.

The relation between an s-role and a projected a-role is a kind of equivalence relation. Several equivalence relations have been proposed [10]. These relations are based upon the concept of observable behavior: “two agents are equivalent, if they exhibit the same behavior”, where several interpretations may be given as to what behavior is observable. In particular, the internal actions may be observable or not. In our approach, the observation is restricted to one association at a time, and the abstraction of internal actions is observed in terms of state changes, where each state represents different behavior events.

**Definition: Observable Association Behavior.**

The behavior provided by an s-role on an association is called the observable association behavior.

We will also use the term external observer to denote some external machine that interacts with the s-role on an association (see Fig. 2). An external observer perceives the signals sent by an s-role on an association. It can observe how an s-role reacts, or responds, to the reception of a signal or sequence of signals. An external observer does not observe s-role state changes directly, only indirectly when state changes lead to distinct responses.

The following sub-sections introduce the concepts of a-role modeling by defining the projection transformation from s-roles to a-roles. In our work, we have shown that the proposed projection transformation maintains the observable association behavior as s-roles. We omit presenting this proof in this paper.

### 3.1 Signals

We assume that all the communication between s-roles takes place by the exchange of signals, and that signals exchanged on an association between two s-roles are conveyed asynchronously on the same communication path. A communication path is constituted by a sequence of connected channels. With this
assumption, we ensure that signal ordering is preserved during transport on an association. Communication through remote variables and remote procedure calls is not considered.

An association between two s-roles handles the signals that can be exchanged between these two s-roles, and does not contain any other signalling. For each s-role, the association includes the signals that can be received from the association, and the signals that can be sent on the association. We will use the terms visible signals and non-visible signals to denote signals that are respectively exchanged and not exchanged on the association where a projection is done (see Fig. 3).

An a-role state graph describes the exchange of visible signals: the sending and consumption of signals exchanged on the association to which the a-role is attached. The consumption of signals from other associations (that is, non-visible input signals) by the s-role may lead to state changes that influence the further behavior on the association to which the a-role is attached. These signals are abstracted in the a-role state graph and become SDL spontaneous inputs. Their accurate identification is not relevant: the state changes are. Spontaneous transitions are further explained in the next section. The signals sent on the other associations – the non-visible output signals – have no influence on the state changes, and are not represented in the a-role state graph at all.

3.2 States and Transitions

While a state in the state graph of an s-role represents a condition in which a signal may be consumed, a state in the state graph of an a-role represents a condition in which signals may be consumed or sent.

The s-role states that represent conditions for the consumption of visible signals are projected to states that also represent conditions for the consumption of these signals in the a-role. A simple projection is shown in Fig. 4. The behavior that is not visible at the interface, here sending signals “X” and “Y” on other associations, is represented by dashed symbols. This notation is also used in the subsequent figures.

The consumption of signals from other associations is projected to spontaneous transitions in the a-role. When modeling a-roles, a spontaneous transition indicates that some non-visible signal consumption has taken place that leads to a transition. To simplify the state graphs, we omit using the SDL spontaneous input designator “none”. Signal sending, if any, is directly specified after the
state. Using this notation as in Fig. 5, the state appears as a condition for signal sending. This notation is an extension\(^1\) to SDL.

When the transitions triggered by non-visible signals do not prescribe any visible signal sending, the simplified notation leads to empty transitions. We call such empty transitions \(\tau\)-transitions. The transitions are marked using the symbol “\(\tau\)” as in Fig. 6.

### 3.3 Implicit Transitions

We retain the SDL semantics for the interpretation of transitions between states. A signal received in a state that is not specified as input or save in that state, is implicitly consumed: it is discarded.

\(^1\) Editorial note: The notation is the same as an unlabeled exit from a sub-state in SDL.
3.4 Internal Actions

The internal actions of an s-role, such as tasks, agent instance creations or timer operations are not visible at the interface. They are not represented in the a-roles. Thus an a-role transition is either empty, or it describes the sending of a visible signal or a set of signals.

3.5 Decision

A decision consists of a question and a set of answers, where these answers lead to different behavior choices. The processing of the question is an internal action that is not visible at the interface. The answers also represent internal information. The choices, on the other hand, may result in visible behaviors, such as the sending of a signal or a transition to a new state. Such choices are described in the a-role.

In Fig. 7, the decision choices describe internal behaviors; they are not represented in the a-role.

In Fig. 8, the decision choices describe the sending of visible signals. The choices are represented in the a-role, but not the decision. The decision is abstracted to a non-deterministic choice. Note that we introduce an extension to the SDL notation: two transitions attached to the same input are not allowed in SDL.
A decision taking place within a transition that does not describe any visible signal consumption and sending is projected as described in the previous examples. The projection of decision may lead to multiple $\tau$-transitions.

### 3.6 Initial States

S-roles initial states are projected to a-role initial states. An a-role initial state represents the start of interactions on an association. Initial states are modeled in the a-role state graph using SDL start nodes. S-role initial transitions are projected in a similar way as other transitions. Recall that the consumption of signals is not allowed in start nodes. An entry condition may be associated with an initial state. The projection maintains the entry conditions attached to the initial states.

### 3.7 Exit States

S-roles exit states are projected to a-role exit states. An a-role exit state represents the end of an interaction on an association. Exit states are modeled in the a-role state graph using SDL return nodes. An exit condition may be associated with an exit state. The projection maintains the exit conditions attached to the exit states.

### 3.8 Timer Signals

Timer signals are projected to SDL spontaneous inputs similarly as for signals received from other associations.

### 3.9 Save

The projection of save is complex. When the consumption of saved signals is combined with spontaneous transitions, the activation of spontaneous transitions may occur before the consumption of saved signals. The activation of a spontaneous transition may occur at any time, independently of the presence of signals in the input port. In order to define a simple projection of save that maintains the observable association behavior, we propose to constrain the use of save. Constraints will be expressed by design rules.

**Save Projection: A Simple Definition.** We would like to define the projection of save so that the saving of visible signals is maintained in the a-role graph, while the saving of other signals is not. Intuitively, this seems an acceptable definition. The information related to the saving of visible signals is of importance, as it influences the allowed ordering of signal sending on the association. On the other hand, only the knowledge about state changes triggered by the consumption of non-visible signals is relevant, not the identification of these signals, and not the moment of their arrival.
Using Projections for the Detection of Anomalous Behaviors

Figure 9 illustrates this simple projection. Only the saving of the visible signal “B” is maintained in the a-role graph. An external observer may either send “A” before “B”, or “B” before “A”. In both cases, the two s-role behaviors described in state “2” can occur, depending on whether the saving of “X” has taken place before “B”, after “B” or not at all\(^2\). An external observer either receives “C” or “D”. The same two behaviors can also be observed when interacting with the a-role, depending on whether the spontaneous transition occurs immediately when entering state “2” or not.

**Interference between Save and Spontaneous Transition.** The save feature is often applied in order to enforce a strict ordering on the consumption of signals on an association. When this use of save is combined with interactions on other associations, the simple projection of save does not always maintain the observable association behavior. The activation of spontaneous transitions in the projected a-role may interfere with the retrieval of saved signals in an unintended way.

An example is shown in Fig. 10. Here the interaction on the association carrying “A” and “B” is combined with an interaction on another association. The visible signals “A” and “B” may be sent in various orders, and the s-role handles them in the fixed order “A” before “B”. When “B” is sent before “A”, “B” is necessarily the first signal in the input port when entering state “2”. Thus the saving of “B” enforces the s-role to always handle “B” before “X”. In that case, the s-role always sends “C”. The a-role however, may either send “C” or “D” depending on the activation of the spontaneous transition that sends “D”.

Similarly, the s-role described in case (a) in Fig. 11 and its derived a-role do not provide the same observable association behavior. While the s-role fails to interact consistently when “B” is sent before “A”: “C” (and anything) never

\(^2\) Editorial note: A “save” of “X” means “X” is not consumed in the state – there is no “saving” action: the arrival of “X” wrt. “B” determines the behavior.
Fig. 10. Projection of a Save Signal: an Undesirable A-role Behavior (1)

happens, the a-role may sometimes send “C” depending on the activation of the spontaneous transition. We observe that the same a-role is obtained by projection of the s-role described in case (b). Here however, the s-role and its derived a-role behave similarly. The saving and retrieval of “X” occur independently from the saving and retrieval of “B”. This is properly modeled by the spontaneous transition.

Of course, the behaviors described in Fig. 11 are not desirable. In both cases, “B” may be discarded in state “2”. If the saving of “B” is introduced in state “2”, we observe that the s-role and the projected a-role would provide an identical behavior.

Fig. 11. Projection of Save Signals: an Undesirable A-role Behavior (2)
The interference between the spontaneous transitions and the retrieval of saved signals in the input port invalidate the proposed projection of save. The projection does not always maintain the observable association behavior. The previous examples illustrate two types of undesirable interferences:

- The spontaneous activation of a transition may prevent a saved signal from being discarded from the input port. In some way, the interference partially repairs an incorrect behavior specification. This was shown in case (a) of Fig. 11.
- The spontaneous activation of a transition may prevent a saved signal from being consumed when it is stored first in the input port. This was shown in Fig. 10.

While the first kind of interference is avoided by introducing a design rule enforcing a consistent use of save, the second may either be avoided by the redefinition of the projection of save, or by a design rule constraining how save should be used.

**Save Consistency.** The discarding of a saved signal from the input port is not desirable neither with respect to the projection of s-roles nor with respect to the consistency of interaction between s-roles. Therefore, we recommend the following design rule.

**Design Rule: Save Consistency.** The saving of a signal should be repeated in the successor state(s) of the state where save is specified, until the consumption of the saved signal is specified. A successor state specified according to this rule is said to maintain save consistency, or to be save consistent with its predecessor state(s). An s-role specified according to this rule is said to be save consistent.

Using this rule, the two case examples shown in Fig. 11, should be redefined. “B” should be saved in state “2” in both cases. Then the projection of save faithfully maintains the observable association behavior.

**Retrieval of Saved Signals.** The design rule **Save consistency** addresses the problem of the discarding of saved signals, but not that of retrieval as shown in Fig. 10. We may consider two kinds of solutions to the retrieval problem:

- One is to redefine the projection of the retrieval of a saved signal by adding control on the activation of the spontaneous transition.
- Another is to constrain the use of save. Save is a complicating feature and should not end up modeling both alternative orderings and concurrent association behaviors.
Controlling the Activation of Spontaneous Transitions. Control can be set on the activation of a spontaneous transition by associating a precondition to the activation. In SDL, preconditions can be expressed using continuous signals. Figure 12 illustrates this approach. The precondition only depends on the interaction on the association where the projection is done. “B not sent before A” means that B is not saved. Note that in the case where “B” is sent after “A”, both transitions in state “2” of the projection may also occur. According to the SDL semantics, signals in the input port are retrieved before continuous signals are interpreted when entering a new state.

Preconditions should only be applied in the case where the non-visible signals projected to spontaneous inputs may interfere with the retrieval of a saved signal in an undesirable way. In the case where non-visible signals can be stored in the input port before the visible saved signal, preconditions should not be added. For example, in Fig. 9 the non-visible signal “X” may be saved before “B”. Preconditions are not needed in that case.

Constraining the Use of Save. This refined projection of save is rather simple. However having in mind that the save concept introduces complexity, we propose to introduce constraints on using save.

Save serves two main purposes:

- It may be used to enable alternative signal sending orderings while a strict order on the consumption of signals is enforced. Seen from the complementary a-role, the ordering of signal sending is relaxed.
- It may be used to facilitate the description of concurrent behaviors on multiple associations. For example, save may be used to enable an interaction on an association not to be interrupted by the arrival of signals from other associations.

In order to limit the complexity of a design, we advise not to use save to relax the ordering of signal sending. Alternative orderings should only be specified
when required for optimization purposes, or when constrained by external interfaces. Furthermore, we recommend not to combine the use of save for alternative orderings together with the description of concurrent behaviors. This constraint applies both when the modeling of concurrent behaviors involves save or not.

In Fig. 10, save is used to describe alternative sending orderings. This use of save overlaps with the description of a concurrent behavior: “X” can be received when “B” is retrieved. The s-role should be re-designed, avoiding the saving of “B”.

In Fig. 9, save is used to describe alternative sending orderings and concurrent behaviors: both “X” and “B” are saved. The s-role should be re-designed. Although it is possible in that case to generate a projection that provides an identical observable association as the s-role, the s-role behaves in a non-deterministic manner.

**Design Rule: Save and Ordering.** Using save for the modeling of alternative signal orderings on one association should be restricted to special cases, for example when required for optimization purposes, or when constrained by external interfaces.

Alternative orderings can easily be identified: a state that can both save and consume signals received from the same association models alternative orderings.

**Design Rule: Ordering with Save and Concurrency.** Using save for the modeling of alternative signal orderings on one association should not overlap with the modeling of concurrent behaviors.

Overlapping can easily be identified: a signal saved in a state that can consume signals from the same association, should not be retrieved in a state that can consume signals from other associations. When this rule is enforced, the projected a-role does not describe any spontaneous transition in the state where the saved signal is retrieved. Thus interferences between spontaneous transitions and the retrieval of a saved signal do not occur.

3.10 Enabling Condition

We have assumed that communication between elementary s-roles take place through signal exchange. Thus enabling conditions are not used to describe any information exchange between s-roles. They represent local conditions that are set before entering the state to which the enabled conditions apply. The graph can be transformed by replacing the enabling condition with a decision before the projection transformation is applied.

4 A-role Graph Refinement

The state graph obtained by projection may be transformed in order to simplify the graphs and reduce their size. These transformations both contribute
to facilitate interface validation and augment the comprehension of the interface behaviors by a designer. Three transformations are shortly introduced here. Similar to the projection transformation, they maintain the observable association behavior. We omit proving this property in this paper.

### 4.1 Transformation to a Transition Chart

We first transform the a-role state graph to a transition chart. A transition chart is a particular state graph where each transition between states has just a single event: an input, an output or a silent event called the $\tau$-event. $\tau$-events trigger $\tau$-transitions. $\sigma$-states are defined as a specialization of the SDL state: a $\sigma$-state implicitly saves all visible signals. Furthermore, at least one of the output events described in a $\sigma$-state always occurs. The transformation of an a-role state graph to a transition chart is performed by inserting a $\sigma$-state before the sending of a signal, when no state already precedes signal sending as in Fig. 13.

Using transition charts, reasoning about a-roles and their complementary a-roles (the provided and required a-roles) becomes easier.

### 4.2 Gathering

The transformation from s-roles to a-roles may lead to graphs where several states linked by $\tau$-transitions take place successively. Gathering (see Fig. 14) is a transformation that replaces such states by a single state when the $\tau$-transitions have no influence on the observable association behavior. Gathering can only be applied when:

- The $\tau$-successor (the state triggered by the $\tau$-event) and the $\tau$-predecessor (the state preceding the $\tau$-successor) define the same input behavior.
- The $\tau$-successor and $\tau$-predecessor define the same save behavior.

### 4.3 Minimization

Transition charts may contain equivalent states that exhibit the same observable association behavior and lead to states that also exhibit the same observable
Fig. 14. Gathering

association behavior. In order to facilitate interface validation, such states are replaced by a single state. This replacement, called minimization, also reduces the size of the state graph.

Equivalence may be defined in different manners depending on whether \( \tau \)-events are observed or not [10]. In our approach, gathering and minimization are combined. \( \tau \)-events that contribute to state changes influencing the observable association behavior are retained.

We have defined equivalence in terms of triggering events such that it is possible to easily define an operational minimization algorithm, and we have proposed an algorithm based on the concept of partitions of k-equivalent states [11].

5 Ambiguous and Conflicting Behaviors

A-roles are simplified system descriptions that capture the component interface behaviors. A-role graphs are simpler than s-role graphs and thus easier to understand. The review of a-role graphs enables the designer to detect anomalous behaviors, such as ambiguous and conflicting behaviors. An ambiguous behavior takes place when an external observer is not able to determine which behavior is expected by an a-role. A conflict occurs when the behaviors of an a-role and its complementary a-role diverge. Ambiguous and conflicting behaviors are usually symptoms of errors. An interesting property is that they can be identified at system design - before validation analysis is applied. Ambiguous and conflicting behaviors are properties of state machine types - not instances.

We propose a classification of specification patterns that may lead to anomalous behaviors:

- Equivoque transitions and acute \( \tau \)-transitions may lead to ambiguous behaviors.
- Mixed initiative states may lead to conflicting behaviors.

In our work, we have proposed validation solutions that handle anomalous behaviors and design rules that enable the designer to develop well-formed state machines. These techniques will be covered in a later article.
5.1 Equivoque Transitions

Two or more transitions are equivoque when they are defined for the same state and the same event (input, output or $\tau$-event), and lead to distinct non-equivalent states. Equivoque transitions may lead to ambiguous behaviors (see Fig. 15).

We distinguish between several types of ambiguity:

- Strong input ambiguity occurs when at some stage of an interaction, an external observer is not able to determine which of the input(s) is expected by the a-role.
- Strong mixed ambiguity occurs when an external observer is not able to determine which of the input or output events is expected by the a-role.
- Weak input and mixed ambiguities are special forms of strong input and mixed ambiguities where some, but not all, events can be observed.
- Termination ambiguity occurs when at some stage of an interaction, an external observer is not able to determine whether the a-role has terminated, or is waiting for a triggering event to occur.
- Termination occurrence and condition ambiguities are special forms of termination ambiguity where termination is observed, but not its occurrence or its condition.

5.2 Mixed Initiatives

A mixed initiative state is a state where both signal consumption and sending can occur (see Fig. 16). As a-roles communicate asynchronously, they perceive the occurrence of communication at different moments of time. The reception of a signal is perceived some time after its sending. When an a-role and its complementary a-role are both enabled to send a signal during the same interaction step, the signals sent may cross each other. Such behavior may lead to unspecified signal reception, and deadlocks where each a-role state machine waits for the other machine’s answer. A-roles and the s-roles from which they are derived, should be specified such that potential conflicts are detected and resolved, converging to a common behavior.
5.3 Acute $\tau$-Transitions

Acute $\tau$-transitions are $\tau$-transitions that are not removed from the a-role transition chart by gathering and minimization. Acute $\tau$-transitions are usually symptoms of ambiguity (see Fig. 17). They may lead to ambiguous behaviors, either as triggers of equivocal transitions as explained in Sect. 5.1, or when combined with other transitions.

6 Conclusion

This paper has described a projection transformation that can be used to generate semantic interface descriptions from SDL components. The transformation only retains the aspects significant for the purpose of validation of associations between components. Using this transformation, it is possible to detect - already at design time - anomalous behaviors that are symptoms of errors. The transformation contributes to identifying dynamic errors, which are often the most costly errors to find.

The projection transformation was initially defined as a simplification scheme in validation approaches. In a dynamic context where components are bound at run-time, projections are also interesting as they allow the validation of the interfaces to be bound. The projections overcome the limitations of static object interfaces that do not provide sufficient support for checking interaction correctness.
In our work, we have also proposed validation techniques for handling the various anomalous behaviors that can be identified by projection. These techniques have not presented here. They will be covered in a later article.
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Abstract. Mutation analysis is a fault based testing method used initially for code based software testing, and lately for specification based testing and validation as well. In this paper, the method is applied to SDL (Specification and Description Language) specifications. It is used to automate the process of conformance test generation and selection for telecommunications protocols. We present two algorithms for automatic test generation and selection. These provide the basis of the Test Selector tool developed at the Budapest University of Technology and Economics. We present the results of an empirical study using the tool.
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1 Introduction

One of the most important criteria that apply to telecommunications software is compatibility with systems from different vendors. This is usually achieved by the means of unambiguous specifications defined by standardization organizations. Manufacturers develop actual products according to these specifications to ensure compatibility. Conformance testing provides the means to check whether systems operate correctly according to the standard. It is crucial to create adequate test sets to minimize the time spent with testing without sacrificing reliability. The test development process itself involves significant resources: it is very time consuming and requires the manual effort of many well-trained developers. Therefore, its automation is an important challenge.

Specifications may be defined in either a formal or an informal way, but typically, the specifications for telecommunications protocols are described using

---
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1 Editorial remark: Standards are often ambiguous – sometimes intentionally: testing is vital to assure interoperability.
formal description techniques: SDL [1], Estelle . . . . The SDL specification of a system is an excellent starting point for both manual and automatic test case creation. It describes the behavior of the system in detail, its formal manner makes automation possible. Because SDL is widely accepted and used in the telecom industry, sophisticated tools support it.

Mutation analysis has initially been used for code based software verification and validation. Recent research has showed that it can be applied to various formalisms as well. Probert and Guo studied mutation analysis in the context of Estelle in [2]. Wang and Liu proposed a method for creating test cases that detect given faults in an EFSM (Extended Finite State Machine) specification specified by state transition graphs, and demonstrated their algorithms on the Alternating Bit Protocol [3]. Major research has been done by Fabbri et al in this field. For different formalisms, they defined mutation operator sets and presented case studies. The mutation analysis of Finite State Machines is introduced in [4]. They manually applied this technique to a transport protocol specification, using the method based on characterizing sets and the transition tour method [5]. They proposed the application of mutation testing for validating Estelle specifications [6]. They presented mutation analysis of Petri-Nets [7] and Statecharts [8] as well. Ammann and Black applied mutation analysis to model checking [9, 10, 11].

Our motivation is to investigate the applicability of mutation analysis in telecommunications protocol conformance testing. The main focus is the automation of the test selection process. We propose two algorithms based on mutation analysis for automatic test selection. The selection criteria are provided by the mutant systems generated by means of mutation operators.

A Test Selector tool has been developed at the Budapest University of Technology and Economics for automatic selection of test cases for telecommunications protocols given formally in SDL. We examine empirical data acquired from experiments on sample protocols.

The rest of the paper is organized as follows. In Sect. 2, a short summary is given on SDL. Section 3 recapitulates mutation analysis. Section 4 proposes mutation operators for SDL and two algorithms for automatic test selection. Section 5 summarizes the structure and operation of the tool. In Section 6, we present the results and findings of the empirical analysis of the presented method, and finally summarize our work in Sect. 7.

2 Specification and Description Language

SDL [1] is a formal language, widely used for specifying systems – especially in telecommunications. It has been standardized by ITU-T. One of the strengths of SDL is that it is a well-accepted world standard supported by the ITU-T and ISO. SDL is primarily used in the telecommunications industry for the description of telecommunication protocols, but it can be used in other fields as well. Typically complex, event-driven, real-time and communicating systems can be effectively described in SDL.
SDL specifies the dynamic behavior of a system by the means of processes communicating with signals. Each process is described by a CEFSM (Communicating Extended Finite State Machine). The state machines are labeled extended, because variables and timers can also be defined. All of the processes have their own memory for storing their variables and state information, and all of them contain a FIFO buffer of (theoretically) infinite length: a queue, for the incoming signals.

Formally, a CEFSM (an SDL agent: a process, block or system) can be described by a quintuple $CEFSM = (S, I, O, V, T)$ where $S, I, O$ and $T$ are the finite and nonempty set of states, inputs, outputs and transitions respectively, and $V$ is the finite set of variables.

A transition $t \in T$ is a 6-tuple: $t = (s, i, P, A, o, s')$, where $s \in S$ is the start state, $i \in I$ is an input, $P : P(V)$ is a predicate on the variables, $A : V' := A(V)$ is an action on the variables, $o \in O$ is an output and $s' \in S$ is the next state.

Initially, the configuration of the machine is represented by the initial state $s_0 \in S$ and by the initial variable values.

Inputs ($i \in I$) and outputs ($o \in O$) are communication events. They may have parameters ($I \times V$ and $O \times V$), and are realized by parameterized signals in SDL. A reception of a parameterized signal can be viewed simply as an input and a joint action assigning the new values. Inputs are stored in an infinite length queue — communication is asynchronous. The length of the queue increases by one as an input arrives and the input is added to the end of the queue. The length of the queue decreases by one as an input is processed. Henceforth, $i \in I$ denotes the input to be processed, which is not necessarily the first element. The SDL specific save mechanism means that if the specified input is the first element of the queue, then it is skipped and the next element is considered and so on until an input that is not saved is found.

Variables provide further details of the system’s internal state. The reaction to a specified input depends on the actual value of some variables through predicates. Predicates are expressions built up from the actual subset variables at a given state. Actions represent the effect of a transition to a subset of the variables.

3 Mutation Analysis

The basic idea behind mutation analysis [12, 13] is that by applying small grammatically correct changes (or mutations) at atomic level to the specification exactly one at a time, faults are intentionally produced [14]. The rationale is that if a test set can distinguish a specification from its slight variations, the test set is exercising the specification adequately.

Mutation analysis is based on the knowledge of the internal logic of a system: it is a white box method. In this paper, mutation analysis is used to derive selection criteria to generate adequate black box test cases based on SDL specifications.
A mutation analysis system consists of three components: the original system, mutant systems and an oracle. A mutant system is a small syntactic element variation of the original. Applying mutation operators to the original system, where each operator represents a syntactic element change, creates mutant systems. The oracle is a person or – in our case – a program to distinguish the original from the mutant by their interaction with the environment. A mutation analysis system defines a set of mutation operators [15, 6]. Each operator is a type of an atomic syntactic element change. Using these operators is practical for two reasons. On the one hand, they enable the formal description of fault types. On the other hand, operators make automated mutant generation possible. By applying the operators systematically to the specification a set of mutants can be generated.

Traditional program-based mutation analysis assumes the competent programmer hypothesis [9] declaring that competent programmers tend to write nearly "correct" programs. That is, programs written by experienced programmers may not be correct, but they will differ from the corrected version by some relatively simple faults such as off-by-one fault. DeMilo’s [12] "Coupling effect" proposes that a test data set that highlights simple faults in all programs is also sensitive enough to uncover more complex errors [16]. In the current work, we assume a similar hypothesis stating that the implementer of a system is likely to construct an implementation close to the specification. Therefore test data sets that distinguish all implementations differing from a correct one by only simple errors are so sensitive that they also implicitly distinguish more complex errors. In our recent work, we only apply first-order faults: that is we apply exactly one mutation at a time.

Test cases distinguish mutants from the original, if they produce different output. However, some of the mutants generated using the operators may be semantically equivalent to the original system. That is, a mutant and the original may compute the same function for all possible inputs. All equivalents should be ignored, but each non-equivalents should be considered during test selection.

4 Test Selection Method

4.1 Mutation Operators Proposed for SDL Systems

Much research has been done concerning mutation operators for different formalisms. In a recent paper, a very important additional consideration for the definition of operators is that they should allow of the automation of the mutation testing process. To automate the process, mutation operators have to be defined in a way that enables their application to any specification regardless of actual realization and data types. It is also essential to generate grammatically correct mutants. Static grammatical correctness is necessary to ensure that executable mutant systems are created.

According to these considerations, we use six types of mutation operators for the SDL model according to which part of the transition they are applied to, and additionally the properties of SDL were also taken into account:
state modification operator,
- input modification operator,
- output modification operator,
- action modification operator,
- predicate modification operator,
- save missing operator.

Henceforth, let the \( \Omega() \) function represent the syntactical change applied.

**Operator 1 (State)**  Modifying states. Here only exchange of inputs should be considered. Mutating the next state in transition

\[ t \in T: t = (s, i, P(V), A(V), o, \Omega(s')) \]

In this case we replace the next state, that is we lead the system to a wrong state and induce incorrect operation. The mutation of the initial state is a special case of state mutation, where \( s_0 \) is modified: \( \Omega(s_0) \).

**Operator 2 (Input)**  The input mutation in the transition

\[ t \in T: t = (s, \Omega(i), P(V), A(V), o, s') \]

1. Using \( \Omega(i) := \text{null} \). This mutation is equivalent to the removal of a transition branch for an input at a given state.
2. Using \( \Omega(i) := i_x \), where \( i_x \in I' \), \( I' \subseteq I \) is the set of inputs, that have transitions explicitly defined at the given \( s \) state.
3. Assigning the transition of input \( i_{\text{inopp}} \) (\( i_{\text{inopp}} \in I \), but \( i_{\text{inopp}} \notin I' \), where \( I' \subseteq I \) is the set of inputs, that have explicit transitions defined at the given \( s \) state) to the existing transition branch of input \( i \in I \). This mutation means that we add a transition branch for the input \( i_{\text{inopp}} \), that was implicitly consumed previously. Using this mutation, also the processing of inopportune (valid input arriving at wrong time) inputs can be inspected.
4. As mentioned previously, inputs and outputs may have parameters. If \( i \in I \times V \), then we can mutate not only the input symbol, but the input parameter leaving the input symbol unchanged. This type of mutation is practically an action mutation, and can be viewed as the mutation of the implicit action assigning the new values. In this case, \( \Omega(i) = i(\Omega(v)) \), where \( \Omega(v) := \text{null} \) according to the action mutation (see below).

**Operator 3 (Output)**  The mutation of an output event in the transition

\[ t \in T: t = (s, i, P(V), A(V), \Omega(o), s') \]

If the output symbol has parameters (\( o \in O \times V \)), then we have the possibility to modify the parameter: \( \Omega(o) = o(\Omega(v)) \), where \( \Omega(v) := \text{null} \).

**Operator 4 (Action)**  It is difficult to define a general mutation operator for actions, because of the presence of abstract data types. Only the \( \Omega(A(V)) := \text{null} \) operator, that is the deletion of an action is suitable for this case. Missing action operator: \( t = (s, i, P(V), \Omega(A(V)), o, s') \).

**Operator 5 (Predicate)**  The mutation of boolean predicates has similar effects as the mutation of inputs.
1. Exchanging two branches of a decision in the transition $t \in T$ can be done simply negating the whole expression $t = (s, i, \Omega(P(V)), A(V), o, s', \text{where } \Omega(P(V)) := \text{not}(P(V))$.

2. Setting the predicate to be stuck-at-true ($\Omega(P(V)) := \text{true}$) or stuck-at-false ($\Omega(P(V)) := \text{false}$) brings on the removal of the other branch.

**Operator 6 (Save)** Because this paper considers SDL to be the specification language used, we have to take its specialties, such as the save mechanism, into account. Note that save is not part of the CEFSM model. This operator removes the save statement.

During test case generation, timeouts in the SDL systems are considered simple inputs, and accordingly, the input mutation operator mutates them. To be able to test timer transitions, timeout events are made controllable from the environment. That is, whenever a test case reaches a timeout, a corresponding “timeout” signal is sent directly to the owner process of the timer from the environment, and after its consumption the corresponding timer transition is executed. During the test execution, a timeout in the test case explicitly indicates that the tester will have to wait for the duration of the timer. This way, methods for test case generation in Sect. 4.2 become time independent.

It is important to note, that we replace non-boolean predicates with a sequence of boolean predicates, and apply the operators on them.

Table 1 demonstrates some examples of the application of the mutation operators on the INRES protocol.

<table>
<thead>
<tr>
<th>Operators</th>
<th>Original</th>
<th>Mutant</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>NEXTSTATE wait;</td>
<td>NEXTSTATE connected;</td>
</tr>
<tr>
<td>Input</td>
<td>INPUT ICONresp;</td>
<td>INPUT IDISreq;</td>
</tr>
<tr>
<td>Output</td>
<td>OUTPUT CC;</td>
<td>OUTPUT DT (number, d);</td>
</tr>
<tr>
<td>Action</td>
<td>TASK counter := 1;</td>
<td>/* Missing */</td>
</tr>
<tr>
<td>Predicate</td>
<td>DECISION sdu!id = CC;</td>
<td>DECISION NOT(sdu!id = CC);</td>
</tr>
<tr>
<td>Save</td>
<td>SAVE IDATreq (d);</td>
<td>/* Missing */</td>
</tr>
</tbody>
</table>

### 4.2 Algorithms for Test Selection

We defined two algorithms for automatic test selection. Although they are similar, and built on the same concept, they produce different resulting sets. Both procedures require the SDL specification of a system. There are practical and widely used tools, to assist the specification process: Telelogic Tau [17] is an example. After the specification is completed, in both cases processing can be automated. We represent test cases in MSC [18, 19]. The MSC test sets can
be translated to different test description languages such as TTCN (Tree and Tabular Combined Notation). During generation [20], the system is stimulated using inputs or timeout signals from the environment, and the outputs to the environment are checked for inconsistency.

The input of the first algorithm is an SDL specification, which may also contain informal parts. As a result, we get a set of MSC test cases. This algorithm consists of the following steps.

Algorithm 1 (Derivation of test cases from a specification)

1. First, a mutation operator is applied to the SDL specification, that is, a mutant specification is created.
2. The mutant is compared to the original system using a state space exploration algorithm, where timer signals are added to the input set \(I\).
3. When the state space exploration algorithm finds an inconsistency, it generates a test case based on the set of stimuli (including timeout signals) sent from the environment and the outputs received until the inconsistency was discovered.
4. This procedure is repeated for all possible mutants.

The algorithm must have break conditions: reaching a certain depth, exceeding a time limit . . . .

Figure 1 shows our second scenario. The second algorithm also requires the SDL specification of the system to be tested, and assumes that a finite size test set exists (for example in a form of a set of MSC test cases). These test sets are usually created by the means of state space exploration algorithms exploring the specification of the system, but could also be developed manually. This set is subject to optimization, meaning that a subset of test cases is selected with equivalent coverage (mutant detection ratio).

Let the matrix of criteria \(C\) be a two-dimensional matrix with boolean values.

![Fig. 1. Mutation Analysis of CEFSMs Based on an Existing Test Set](image-url)
Algorithm 2 (Selecting test cases from an existing set)

0. Create a set of test cases.
1. Apply a mutation operator to the system, that is, create a mutant specification (the \(i^{th}\) mutant).
2. Run the test set on the mutant specification and check for inconsistency.
3. Create a row vector \(C_i\) (the \(i^{th}\) row of the C matrix).
   - Let \(C_{ij}\) be 0, if the \(j^{th}\) test case is not able to detect the \(i^{th}\) mutant.
   - Let \(C_{ij}\) be 1, if the \(j^{th}\) test case is able to detect the \(i^{th}\) mutant.
4. Repeat steps 1-3 for \(i=1\) to \(N\), where \(N\) equals the number of all possible mutants that can be created from the given system using the mutation operators defined in Sect. 4.1.
5. Acquire the matrix of criteria, where rows represent the mutants and columns represent the test cases in the original set. This matrix describes for each test case the mutations the given test case is able to detect.
6. Apply some simplifications to the matrix of criteria \((C)\):
   - If there is a column \(C_j\) in \(C\), where \(\forall i : C_j[i] = 0\), it represents that the \(j^{th}\) test case did not find any of the mutants. Therefore, the \(j^{th}\) column can be omitted.
   - If there is a row \(C_i\) in \(C\), where \(\forall j : C_i[j] = 0\), it represents either that the \(i^{th}\) mutant is an equivalent, or that there was no test case in the original set that could find the difference (kill the mutant).
   - If there are rows \(C_m\) and \(C_n\) in \(C\), where \(\forall j : C_m[j] \leq C_n[j]\), then the row \(C_m[j]\) is unnecessary.
7. Select an optimal test suite from the original set, using an integer programming method \([21]\).

Both algorithms have their advantages and drawbacks. The first algorithm requires less computation and time than the second, but it does not provide enough data for any kind of optimization. To get good coverage, the initial test set of the second algorithm has to be large enough – the sufficient number of test cases varies from protocol to protocol. A major drawback of the second method is
that it is quite computation-intensive. The initial test set of the second algorithm may contain a number of inappropriate cases. Experience shows that there are permutation of Matrices of criteria that are rather block-structured. Certain faults are detected by many test cases. “Similar” test cases detect “similar” faults, that is, most of the true values in the matrix are in blocks. From the point of view of test selection the important criteria can be found in parts that are only rarely filled with true values.

5 The Test Selector Tool

To implement the automatic test selection procedure, a Test Selector tool has been developed in Java language based on the second algorithm. The main dialog can be seen in Fig. 3. The tool consists of several components indicated by rectangles in Fig. 4.

The mutant generator takes the SDL/PR (textual representation) description original specification as an input. It implements the mutation operators defined in Sect. 4.1 and shown in Table 1, and creates mutant specifications also in SDL/PR format.

The compiler generates Java code from the SDL/PR description. The specification is modified automatically before the code generation, so that timers are made controllable, and decisions with multiple branches are transformed to a series of boolean decisions. Though the timer transformations do change the

![Fig. 3. The Main Dialog](image)

![Fig. 4. Components of the Tool](image)
behavior of the system, from the point of view of the presented method, however, they are invariant.

The MSC [18] generator module generates test cases in MSC form. The input
and output signals and the timers are extracted from the SDL specification and
a transition system is constructed from them [20]. The tree of the transition sys-
tem is explored by different algorithms (depth-first-search – DFS, randomized,
weighted DFS) until a certain depth is reached. Finally at the end of each branch
it outputs an MSC sequence in textual form.

The test environment is the core of the tool (see Fig. 5). This component
executes the test cases against the implementations, sends messages according
to the MSC test cases, and evaluates the messages received. The test environment
outputs a boolean matrix, which is the subject of optimization.

Several components – the mutant generator, the compiler, and the test envi-
ronment – are based on a parser. To generate these parsers we used the lexical
analyzer JLex [22] and the parser generator CUP [23] (Constructor of Useful
Parsers).

For the compilation from SDL to Java we defined mappings between the
two languages, and built a Java code generator on top of the parser. To keep
the produced code small and clean, a run-time library has been created that
provides a framework for the implementations. During the compilation the SDL
specification goes through several stages. A preprocessor filters out timer actions

![Fig. 5. The Graphical User Interface of the Test Environment](image)
(set, reset), creates special channels to make them controllable, and also unfolds non-boolean decisions. The remaining parts are left untouched. This is followed by the code generation phase, when the parser processes the specification and the code generator exports Java source. In the last step the SDL compiler calls the Java compiler and transforms the sources to classes.

In contrast to the compiler, the test environment treats the MSC specifications as scripts and executes them without producing Java code. Generic script languages (for instance: perl, javascript ...) operate this way. The structure of the MSC is sequential, and there are no conditions, therefore we can skip the code generation phase. During the test case execution, whenever a timeout is reached, a corresponding input signal is sent through the previously added timer channels.

Because the environment communicates with the implementation, we had to solve the problem of controllability. Thus an interface has been created which can be used to send signals to the examined system and to receive the outputs. The interface has built-in FIFO channels for by-passing messages and the most important control functions are available as well.

6 Empirical Analysis

6.1 Test Generation for the INRES Protocol

At first we used the well-known sample telecommunications system INRES [24] to investigate the method presented (see Fig. 6). We chose a sample protocol that includes all the typical properties of real life protocols, and is built on the OSI concept. INRES is a connection-oriented protocol that operates between two protocol entities Initiator and Responder. These protocol entities communicate over a Medium service. The SDL specification of the system was created using Telelogic Tau [17]. The structure of the system and the states of the processes are shown in Fig. 6. (The transitions of the processes are shown schematically, dots represent decisions. Inputs, outputs and actions are not represented. For more details see [24].)

For the creation of the initial MSC test case set we used the MSC generator module. Of course, by increasing the exploration depth, we get an exponentially growing number of test cases. In the case of the INRES protocol, depths of 3, 4 and 5 resulted in 29, 61 and 125 test cases respectively. We created mutant specifications for the INRES protocol, using the mutant generator module. It generated 125 mutant specifications (the number of mutants and test cases are only equal by chance). Using depth of 5 (meaning 125 initial test cases), the resulting test set contained only 23 test cases with equivalent mutant detection ratio. Some other information about the experiment is shown in Table 2.

As data entries in Table 2 indicate, state space exploration depth – and therefore the number of test cases – influences the mutant detection ratios. Using depth 3 – 29 test cases – provides less than 50 percent detected mutants (except the single save mutant). By increasing the depth to four – 61 test cases – we can
notice a great increase in the detection ratio. By raising the exploration depth to five, we see another significant gain, but only in cases of input, output and predicate mutations. Another increase in the exploration depth, however, did not raise the detection ratio any further. There have been some mutations discovered by only one test case (critical mutants). The test cases detecting these critical mutants certainly have to be included in the resulting set. In the case of the INRES protocol we found 16 critical mutants. Most of the test cases detecting critical mutants were created using depth of 5, and the most critical mutants were created by state and predicate mutations.

6.2 Test Generation for the Conference Protocol

The conference protocol is a multicast chat box protocol [25]. A conference is a session of the protocol in which a group of users can participate by exchanging messages with other users that can change dynamically. A user is initially only allowed to perform a join to enter a conference. After performing a join, the user may send or receive a message. To stop participating in the conference, the user
can issue a leave at any time after a join. After that, another join primitive can be performed, starting a new participation in a conference. Different conferences can exist at the same time, but each user can only participate in at most one conference at a time. Messages may get lost or may be delivered out of sequence but are never corrupted.

We got similar results with the Conference Protocol experiment to those acquired for INRES. We used state space exploration depth 6, generating 217 test cases, and selected a subset of 29 tests. Table 3 shows detailed results of the experiment. An important difference is, that in case of the Conference Protocol we had more – 21 – mutants created using the Save operator. Thus, we got more realistic results concerning this kind of mutation than in the case of INRES, where we had only one save mutant. As the data shows, save mutants have the worst detection ratio.

There is another important observation we should notice, that the input and the output mutants were much easier to detect in both experiments. In the case of the output operator, this result is according to expectations, because it creates a fault in the system that is easy to observe and therefore to detect. The case of input operator is harder to explain. It indicates that input mutation results in very rough mutant systems. That is, they produce radical changes in the behavior of the system that can be detected by most of the test cases. State

### Table 2. Data from the INRES Case Study

<table>
<thead>
<tr>
<th>Mutation Operator</th>
<th>Generated Mutants (Depth of 3/4/5)</th>
<th>Detected Mutants (Depth of 3/4/5)</th>
<th>Detection Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>30</td>
<td>13/18/19</td>
<td>43%/60%/63%</td>
</tr>
<tr>
<td>Input</td>
<td>28</td>
<td>14/16/23</td>
<td>50%/57%/82%</td>
</tr>
<tr>
<td>Output</td>
<td>36</td>
<td>16/20/28</td>
<td>44%/55%/77%</td>
</tr>
<tr>
<td>Action</td>
<td>22</td>
<td>9/15/15</td>
<td>41%/68%/68%</td>
</tr>
<tr>
<td>Predicate</td>
<td>8</td>
<td>2/2/5</td>
<td>25%/25%/63%</td>
</tr>
<tr>
<td>Save</td>
<td>1</td>
<td>1/1/1</td>
<td>100%/100%/100%</td>
</tr>
</tbody>
</table>

### Table 3. Data from the Conference Protocol Case Study

<table>
<thead>
<tr>
<th>Mutation Operator</th>
<th>Generated Mutants</th>
<th>Detected Mutants</th>
<th>Detection Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>7</td>
<td>6</td>
<td>86%</td>
</tr>
<tr>
<td>Input</td>
<td>6</td>
<td>6</td>
<td>100%</td>
</tr>
<tr>
<td>Output</td>
<td>7</td>
<td>7</td>
<td>100%</td>
</tr>
<tr>
<td>Action</td>
<td>62</td>
<td>47</td>
<td>75%</td>
</tr>
<tr>
<td>Predicate</td>
<td>20</td>
<td>16</td>
<td>80%</td>
</tr>
<tr>
<td>Save</td>
<td>21</td>
<td>8</td>
<td>38%</td>
</tr>
</tbody>
</table>
mutation, on the other hand, produces errors that can be discovered by only a small percentage of the test cases.

6.3 Performance

Other fundamental questions of the empirical analysis are: topsep0pt

How it is going to work out in real life in terms of performance?
What kind of hardware we are going to need?
How much time a test generation procedure will take?

The experiments were conducted under Windows 2000 OS, on a Pentium II Celeron 333 MHz PC with 192 MB of memory. Table 4 shows the running times of the individual modules. The two results in the Testing and Test Generation fields for the INRES protocol apply to test case depth of 3 and 5.

The generation of mutant systems and the initial test case set does not take much time. The most time was spent compiling the mutant systems to Java, because the javac compiler of the JDK is quite slow. The time required for the actual testing of the mutant systems depends on the number of mutant systems, on the number of test cases in the initial set, and on the complexity of the individual test cases. The memory requirement of the tool was considerable.

These performance results are acceptable considering the speed problems of the Java language, and the low-end testing hardware used. Based on these results, we can draw the conclusion, that using modern hardware and a faster performing programming language, the mutation analysis method and tool can be applied to complex, industrial size protocols.

Table 4. Execution Times on a Pentium II Celeron 333 MHz PC with 192 MB of Memory

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Mutant Generation</th>
<th>Code Generation &amp; Compiling</th>
<th>Test Generation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>INRES</td>
<td>1.5 min.</td>
<td>20 min.</td>
<td>0.5/2.2 min.</td>
<td>1.4/16 min.</td>
</tr>
<tr>
<td>Conference Protocol</td>
<td>1.5 min.</td>
<td>20 min.</td>
<td>0.5/2.2 min.</td>
<td>1.4/16 min.</td>
</tr>
</tbody>
</table>

7 Conclusions

Conformance testing is a vital part of the standard based telecommunications protocol development process. In the practice the creation of test suites is usually a very time consuming manual process, even though several computer aided test generation methods have already been developed. By means of the method
proposed in this paper, it is possible to automate all steps of the test selection process.

In this paper we described how mutation analysis, a white box method, could be applied to formal SDL specifications. We used mutant systems as criteria to automate the selection of conformance test cases for black box testing. For this purpose we used a special set of mutation operators considering the requirements of automation and the specialties of SDL. We presented two algorithms for automatic test selection using the operators. Based on the method a Test Selector tool has been developed, and was used for case studies. Including the generation of the initial test sets and the optimization the whole procedure is all automatic.

A future goal is to reveal the effect of using different initial test and operator sets. An interesting possibility is the extension of our method to be adaptive. This means that we intend to make some experiments where the initial test and operator sets change on the fly.
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Abstract. A tool for verification of distributed systems defined using standard SDL-96 is described. The SDL description is automatically translated into a high-level Petri net model which is analyzed using the Maria reachability analyzer. Compared to manual design of a formal model for the system this saves a lot of time and greatly reduces the human mistakes in creating the model. The design process is also considerably more efficient because it is possible to check that the system is correct at a very early stage. Methods to reduce the complexity of the analysis both at the modeling and at the analysis level are discussed.
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1 Introduction

Parallel and distributed systems are difficult to design and test. The difficulty of reproducing errors makes the use of special tools necessary. One possibility is to transform the system description into a formal model which is analyzed. There are many formal analysis methods, but reachability analysis is best suited for automatic analysis. In this method, all the reachable states of the system are created from the model, and usually the required properties are checked at creation time using model checking.

A major problem with reachability analysis is the so called state space explosion: even simple systems can generate a huge number of different states. To some extent, the explosion can be relieved using methods such as abstraction, partial order reduction, symmetries, and modular state space generation. For various reasons, commercial and academic tools tend to differ with respect to availability of such methods. Considering SDL, let us quote one of the VERILOG White Papers on OBJECTGEODE [1]:
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Limitations in graph exploration come from the memory space available on your machine. Exhaustive simulation will stop when there is no more memory available. However, to allow for the evaluation of industrial-size models, the property checking facility implemented in the Simulator is performed on-the-fly.

The mere principle of on-the-fly verification alleviates state space explosion only when there is a counterexample/witness of a kind being looked for. So, something more is needed if we want to alleviate state space explosion regardless of the truth value of the property of interest. The differences between commercial and academic tools with respect to formal methods in general are discussed in the paper [2] that describes the IF toolset that contains an explicit verification back-end for OBJECTGEODE.

Another problem with reachability analysis is the creation of the model. Usually this is done manually and is the most time consuming and error-prone part of the complete analysis of a system. This problem can be relieved by performing automatic translation of the system description language into the input language of the reachability analyzer. After the analysis, the results should be translated back and presented in terms of the system description language to make them easier to understand [3, 4]. The Emma tool [5] works in this way. It uses the programming language TNSDL, a dialect of SDL-88, as a system description which is translated into the high-level Petri net description language of the reachability analysis tool PROD [6, 7].

The main problem with PROD, as with other traditional Petri net analyzers, is the lack of data types — only integers and enumerated symbolic constants are directly supported in all phases of analysis although indirect support is much wider because PROD allows an arc expression to call a function written in the C programming language. Even so, dealing with structured data types requires explicit encoding and decoding. This is especially problematic with SDL because it has a fairly large data type system. This led to the development of a new analyzer, Maria [8, 9], which has a very developed type system and makes the translation of SDL data types easy.

The possibility to define data type constraints is also important (even against state space explosion because some methods prefer types of small effective cardinality). Maria is modular because it is important to be able to easily add new analysis methods and new efficient algorithms. There is no analysis method which would be the “best” for all types of systems. The most efficient methods are good at analyzing only a narrow class of systems and therefore many different methods must be used by the analyzer.

The input language of Maria corresponds to algebraic system nets which are high-level Petri nets similar to the nets used in PROD. Considering storage of states and state transitions as vertices and edges in a reachability graph, Maria has a high degree of compression of information. Moreover, Maria is able to construct any reachability graph that has a few million vertices and edges such that a single vertex or edge requires at most a few thousand bits of storage space. This ability is almost independent of the amount of actual memory because the
file system is utilized. The model checker [10] of Maria can handle requirement specifications written as linear time temporal logic formulas with fairness constraints incorporated in the model. An explicit interface to fairness constraints simplifies the overall verification process when compared to almost any indirect way of expressing such constraints.

The translation of the system description language into the input language of the analyzer is performed by a front-end of the analyzer. The Emma front-end was made for PROD but has been rewritten for Maria. However, it turned out to be less than feasible to revise the implementation in such a way that Emma would have taken advantage of all the features offered by Maria. It was thus decided to design a new front-end for standard SDL [11]. The new front-end, SDL2PN, uses the ideas of Emma but it has much more efficient translations which take advantage of the possibilities of Maria.

2 High-Level Petri Nets

A Petri net is a directed bipartite graph with two kinds of vertices, places and net transitions. The places and net transitions are connected by arcs. An arc can only connect a place to a net transition and vice versa — never a place to a place or a net transition to a net transition.

The places, net transitions and arcs are annotated with expressions. The annotations of the places are called markings (multisets of tokens) and are changed dynamically. A marking, mapping each place to the set of multisets of tokens, defines the state of the system. The net transitions have static annotations called gates: predicates using variables from the expressions on the arcs. The annotations on the arcs connected to a net transition are expressions with variables that are local to the net transition.

The labeled graph formed by a net and its gates and arc expressions is the static part of the net. The places have an initial marking which is the starting point for the dynamic part of the net: the token game. A binding of variables of a net transition enables the net transition at a marking if and only if the corresponding value of the gate predicate is true and the flow of tokens corresponding to the values of the arc expressions is realizable. Such a binding can (but does not have to) be fired which means that the flow in question is realized: multisets corresponding to the input arc expressions are removed from the respective input places, and multisets corresponding to the output arc expressions are inserted into the respective output places. Some of the inserted tokens can be among the removed tokens. This can be thought of as a mechanism of testing the presence of the token.

3 The SDL2PN Front-End

In Emma, the TNSDL compiler is used to parse the TNSDL program, and Emma is really only a model generator whereas the new SDL2PN front-end has its own SDL parser [12]. In a sense, it is an advantage in Emma that the TNSDL
compiler is used because it is the same compiler which produces C code for the implementation. Thus the model is very close to the real system.

On the other hand, the standard SDL front-end should be used in a very early stage in the design process. Then possible errors are found already in the specification phase and are less expensive to correct than when the implementation is ready. It is also easier to analyze a specification before it has a lot of implementation details. The drawback is that errors may be introduced in the implementation stage.

3.1 Static Analysis

The front-ends Emma and SDL2PN perform a static analysis of the SDL system. This includes detection of potential receivers of a signal sent in an OUTPUT statement (cf. Sect. 4.3). From the point of view of overall efficiency of verification, it is obvious that static analysis should be developed to perform automatic abstraction of the model and to do data flow analysis as well as to automatically create data value range constraints.

3.2 Dominating Translation Principles at the Moment

In SDL2PN, queues are modeled using different places for different processes, but all instances of the same process use the same queue place. The control places, corresponding to the control points before (and after) each SDL statement, have been folded into one program counter place. In order to ensure straightforward translation of the flow of control, the SDL statements are identified by unique numbers.

3.3 Translating Data Types

Implementing all data types of SDL in a reachability analysis tool does not necessarily pay off. For example, there is no general discretization scheme for real numbers that would ensure feasible reachability analysis. Thus it is wise to perform discretization on the SDL level before using a reachability analysis tool.

One important data type which is supported by Maria is the queue type. In contrast to the approaches in [5, 13, 14], internal operations on a queue implemented with this data type do not create intermediate states. However, it is reasonable to have alternative ways for modeling a queue. For example, when some low-level net method is to be used for relieving the state space explosion problem, it is actually wise to generate intermediate states caused by internal operations of a queue. Moreover, it is possible to use path compression (cf. Sect. 6) by combining low-level net methods with on-the-fly elimination of intermediate states. Such a combination approximates the ideal that the reachability graph would not have such states at all.

In SDL2PN, simple types are translated first, then user-defined types and then the signal types. Last, the complex data types are generated. Maria has
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a strongly typed input language which is important in the analysis because type errors are detected when the reachability graph is generated. Typically this means that there are errors in the model.

4 Translating SDL Statements

SDL2PN usually does not need more than one net transition for modeling a single SDL statement. The statements are translated in such a way that a transition modeling a statement (see Fig. 1) updates the program counter field of the process instance in the process control place Control X (one for each process). All tokens in Control X are tagged with the PID of the process instance and the recursion level.

A full description of the translation principles can be found in the final version of [15], but a few examples are considered below. The expressions in the pictures below follow the syntax of Maria with the exception that Maria does not have any actual tuple delimiters ("⟨" and "⟩") and does not use "+" as a multiset union operator.

4.1 The TASK Statement

As an example of a simple SDL statement, the translation of the statement

\texttt{task v(w) := w}

is shown in Fig. 1. The net transition is enabled when the process control place Control X contains a token \(<\text{pid,rec,pc}>\). In a corresponding event of firing, this token is removed, and a new token \(<\text{pid,rec,newpc}>\), where newpc refers to the next SDL statement, is stored in Control X.

All the places representing SDL variables, here Variable V and Variable W, which are used in the assignment must be connected to the net transition. For the variables on the right-hand side of the assignment, the values are simply restored, whereas the value of the left-hand side variable is updated.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{The Net Transition Corresponding to the Statement \texttt{task v(w) := w}}
\end{figure}
If the expression to the right contains nested procedure calls, the assignment statement is divided into several statements with simple procedure calls.

4.2 INPUT Statements

Some SDL statements operate on the queue, e.g. the INPUT statement. Every process X has a queue place Queue X. As mentioned before, Maria has a built-in queue type. For example, the local net transition variable buffer in Fig. 2 represents a queue containing elements of type signal_t.

The Maria queue type has a unary "/"-operator for denoting the current number of elements in the queue, a unary "/"-operator for denoting the frontmost element of the queue, and a unary "/"-operator for denoting the queue obtained by removing the frontmost element. In Fig. 2, these operators are used on the local variable buffer, and the gate expression checks that there is at least one element in the queue and that the frontmost signal is tagged by the tag sig of the “disjoint union type” signal_t.

There is a common PID expression place for all processes in the system. It contains tokens consisting of four PID values: the process identifier of the process instance and one for each special expression: SENDER, PARENT, and OFFSPRING. As one might guess, a net transition representing an INPUT statement updates the contents of the PID expression with SENDER. Due to the possibility of parameters in a signal, some variables of the process receiving the

Fig. 2. The Structure of an INPUT Net Transition
signal may be updated in the INPUT statement. In Fig. 2, the value of variable Y is replaced by the value of param0 of the signal.

4.3 OUTPUT Statements

The translation of OUTPUT statements is complicated in the general case. One reason for this is that SDL allows a situation where only one reception takes place but the receiver is chosen dynamically. Another reason is that there is the possibility of broadcasting: that is, a signal may be received by one of several receivers.

Fortunately, if the SDL description uses only basic structural components such as block, process, channel and signal route, it is straightforward to determine the set of potential receivers. Signal constraints and VIA restrictions are also easy to support.

4.4 Creating and Deleting Processes

Using high-level Petri nets, it is no problem to model dynamic constructs such as creating and destroying process instances. Some analysis tools (for example the version of the SPV tool described in [16]) exclude dynamic constructs, and so one might get the impression that there would be some fundamental difficulty.

---

**Fig. 3.** A Create Net Transition
In Fig. 3 modeling the CREATE statement, a new instance of process Y is created by putting new tokens into places Control Y, Queue Y, Variable V, and PID expression. All these tokens are tagged with the identifier ⟨npid⟩ taken from the process identifier pool place PID pool (common for the whole system). The standard [11] in a sense assumes an unlimited supply of unique process identifiers, whereas in concrete reachability analysis, it is more or less necessary to have a sufficiently small upper bound on the number of available PIDs. The place free PID represents the number of currently available PIDs. On the other hand, SDL itself has an explicit mechanism for restricting the number of process instances associated with a process definition. The place Count Y represents the number of currently available PIDs within the restriction given in the SDL description.

A process may have formal parameters, which are replaced by actual parameters when the CREATE statement is interpreted. The process parameters are modeled as normal variables, and places are generated for each of them. The net transition corresponding to the statement is then responsible for updating the contents of those places.

A net transition for a STOP statement is essentially the opposite of the CREATE transition: all tokens with the given PID are removed.

4.5 Procedures

The SDL procedure body is translated in the same way as a process body, but a procedure call has a unique wait number which is used as a program counter value of the calling process. Thus the process cannot proceed until a RETURN net transition removes the wait number and replaces it with the number of the SDL statement following the procedure call.

Each procedure has a procedure place similar to the process place of a process, but the tokens in the procedure place also contain the wait number. This is necessary for distinguishing several calls to the same procedure. Each call to the same procedure in a process must have separate RETURN net transitions because they have different SDL statements as successors.

The procedure parameters are handled in the same way as process parameters. If a parameter should return a value, the RETURN net transition must move these values to the place of the actual parameters.

4.6 Timers

The modeling of timers in SDL can only be approximated using Petri nets because there is no concept of time in this formalism and the use of Timed Petri nets was not considered due to difficulties in analysis. It is, however, possible to have a useful approximation defined by order of execution. It is simple to define an expiration window using SDL statements and the corresponding net transitions. The basic idea of expiration windows is the same as in the Emma tool [4]. One net transition can “open” the window by putting a token into a special timer lock place and the timer is allowed to expire. Another net transition can
“close” the window by removing the lock token from the timer lock place and the timer can no more expire. The reachability analysis will check all possible cases: it will let the timer expire in all possible states when the window is open.

5 Analysis of SDL Using Maria

Much effort in the design of SDL2PN has been put into ensuring that the tool can handle industrial-size systems. The RLC (Radio Link Control) protocol (a UMTS radio network layer protocol and an OSI data link layer protocol) has been and is being used as a test case. SDL2PN is expected to be able to handle an SDL/PR description that corresponds to the 56-page SDL/GR description [17] of the protocol. Since the end of the year 2001, SDL2PN has been able to handle most of the needed constructs.

In parallel with the development of SDL2PN, there was an explicit analysis project on RLC. In that project, several Maria models of the SDL specification of the protocol were manually constructed. Due to carefully selected abstractions, certain fundamental positive analysis results were eventually obtained [18, 19]. One of the lessons learnt in the project was that manual modeling and abstraction is is extremely error-prone, whereas even a single mistake can cause false positive or false negative analysis results. Proceeding towards more and more automatic analysis is reasonable in many respects. This does not mean that interactive analysis could or should be totally avoided.

6 Alleviating State Space Explosion

Here we consider basically two classes of methods that try to alleviate state space explosion: partial order reduction methods and symmetry methods. The primary motivation for this choice is that the HUT-TCS laboratory has long experience of these methods, including implementations. On the other hand, results reported by research groups in this field during the last two decades indicate that these two classes are “industrially relevant”. Moreover, many contexts allow combining these two classes with other classes (including with each other) in such a way that the combination pays off in the form of a reduced verification cost.

6.1 Partial Order Reduction Methods

The semantics of SDL makes it possible to use a simple reduction method in the model. Because processes are completely independent of each other and in principle only communicate by sending messages, it is possible to remove unnecessary interleaving in the analysis by using a resource place containing a single token. One process only can take the resource token and proceed until it communicates with other processes. Then the resource token must be released and put back into the resource place where any other process can take it. The resource token implements a kind of static partial order reduction. Though the resource place
technique is easy to implement and was implemented in Emma [5, 4], it tends to be blind to some typical forms of redundant interleavings: for example, reading from and writing to a queue when the queue is neither empty nor full. (Though full queues do not exist according to the standard [11], truly unbounded queues cannot be implemented. On the other hand, assuming some small capacity on a queue is a classical restriction technique in reachability analysis.) It is therefore motivation to provide some more powerful forms of partial order reduction implemented in the total tool formed by SDL2PN and Maria.

The term “partial order reduction method” can be understood in many ways, but here we assume that the method basically constructs a subgraph of the full reachability graph state by state in such a way that at each encountered state, the reduced set of immediate successor states is a subset of all immediate successor states, the subset being determined by an algorithm designed for the purpose. The requirements of such an algorithm depend on the verification task. For each infinite or terminal-state-ended path starting from the initial state in the full reachability graph, the constructed subgraph has a path that represents an equivalent observable behavior, the equivalence depending on the context.

A characteristic feature in partial order reduction methods is that the action-based label of the “representative path” can be obtained from the action-based label of the “original path” simply by changing the order of some “important” actions and, optionally, by inserting some “unimportant” actions into arbitrary positions. The article [20] is a good state-of-the-art description, with emphasis on industrial applicability and on connections to other methods.

Much of the essence of partial order reduction methods is captured by the following naive characterization: “Some orders do not matter. Unfortunately, some orders do matter.” Let us look at the message sequence charts in Fig. 4. The displayed charts illustrate the fact that as far as continuation of communication is concerned, the order of receptions of C and D is more important than the order of receptions of B and C. Note that there is no way to continue the behavior expressed by the rightmost chart.

Path compression means a sequence of graph transformation operations such that each single operation replaces some path by a single edge. Path compression can be used together with partial order reduction methods, whereas it is often the case that a path compression algorithm “induces” a partial order reduction algorithm (in the sense that a correctness proof for the former can be used as a correctness proof of the latter).

Let us consider the state-of-the-art of partial order reduction methods among SDL tools. SDLcheck [21, 22] uses COSPAN [23, 24] in such a way that all decisions concerning partial order reduction and path compression are made during the translation from SDL to the input language of COSPAN. IF [2, 26, 27] and PEP [13, 28] support partial order reduction in the sense that they produce input to SPIN [29, 30] that has various ways of partial order reduction and path compression. PEP itself has a partial order method based on net unfoldings, but certain combinatorial aspects complicate the practice of that method in the
context of SDL. SPV [16] supports partial order reduction in the sense that it produces input to CPN/Tools [31] that has a partial order reduction method.

Considering the two latest high-level Petri net analysis tools developed at HUT-TCS (PROD [6, 7] and Maria [8, 9]) both tools have path compression, but only PROD has a “wide service” partial order reduction method. A explanation of this situation is that Maria is to have a partial order reduction method that is tailored for the case that the input comes from the SDL front-end. Due to fundamental similarity between SDL and the input language of SPIN, Maria is likely to have SPIN-style processes and SPIN-style algorithms. So far, the only considered true alternative to SPIN-style solutions is to split atomic actions and optimize the representation of data until there is a net that can be unfolded into a low-level net where PROD-style algorithms are both applicable and useful.
Fig. 5. An SDL system Formed by Processes Q1 and Q2 that are Symmetric via the Label Substring Mapping “Q1 $\mapsto$ Q2, Q2 $\mapsto$ Q1, A $\mapsto$ B, B $\mapsto$ A”

6.2 Symmetry Methods

Recognition of symmetries is a general mathematical way to reduce the amount of work needed for solving a problem. So, it is not surprising that they can be used for alleviating state space explosion as well. Several kinds of symmetries can be recognized and utilized, almost regardless of the modeling formalism. Figure 5 displays an SDL system where a symmetry is easy to recognize just by looking at the diagrams of the processes.

For convenience, let us skip the dynamics of symmetry methods and only consider the question of tool support. COSPAN has algorithms for symmetry reduction, and those algorithms apparently support SDLcheck via translation. CPN/Tools has a symmetry method, and the method apparently supports SPV via translation. Among tools that do not have any well known interface for SDL yet, Mur$\phi$ [32] and SMC [33] support reduction by symmetries. Maria is to have a symmetry method based on the work presented in [34].

7 Conclusions

The SDL2PN front-end for the Maria analyzer has been implemented to automatically transform standard SDL descriptions to high-level Petri nets which can be analyzed by Maria. Most of those features of SDL-96 that are not yet supported by SDL2PN were explicitly excluded in the supervising group meetings of the Maria and Anna-Maria projects where the overall design decisions on SDL2PN were made.

The front-end adds to the model net constructs which makes the analysis more efficient by reducing unnecessary interleavings. On the other hand, reduction methods are needed in the analyzer itself better in order to make the analysis useful also for real, industrial-size SDL descriptions.
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A  Using SDL2PN: A Simple Example

In the session below, the “###” lines are command lines. The output of the first command is an SDL/PR description of a system that is known to have exactly the same behavior as the system in Fig. 4. Therefore, the output of the last command corresponds to the rightmost message sequence chart in Fig. 4.

### cat p123.sdl

```
system M; signal A,B,C,D; block K referenced; endsystem;
block K;
  process P1(1,1) referenced;
  process P2(1,1) referenced;
  process P3(1,1) referenced;
  signalroute R12 from P1 to P2 with A;
  signalroute R13 from P1 to P3 with B;
  signalroute R21 from P2 to P1 with C;
  signalroute R31 from P3 to P1 with D;
endblock K;
process P1;
  start; output A; output B; nextstate P1S2;
  state P1S2; input C; nextstate P1S3;
    input D; nextstate P1S4;
  state P1S3; input D; output B; nextstate P1S3;
  state P1S4; input C; nextstate P1S4;
endprocess P1;
process P2;
  start; nextstate P2S;
  state P2S; input A; output C; nextstate P2S;
endprocess P2;
process P3;
  start; nextstate P3S;
  state P3S; input B; output D; nextstate P3S;
endprocess P3;
```

### sdl2pn -V

```
version 0.0.5
```

### sdl2pn -q1 -o p123.pn p123.sdl

```
0 infos, 0 warnings, 0 errors
Cleaning up: done
```

### echo 'deadlock fatal;' >>p123.pn

### maria -V

```
maria version 1.1
```

### maria -m p123.pn -e 'breadth; exit'

```
fatal deadlock state @19
"p123.pn": 21 states (12..12 bytes), 27 arcs
```

### maria -g p123 -e 'path @19; exit' 2>&1 | grep transition

```
transition "Output:M_K_P1:M_K_P2:M_A:0012"->@1
transition "Input:M_K_P2:M_A:0009:0020"->@3
transition "Output:M_K_P1:M_K_P3:M_B:0012"->@4
transition "Input:M_K_P3:M_B:0012:0024"->@8
transition "Output:M_K_P3:M_K_P1:M_D:0024"->@12
transition "Input:M_K_P1:M_D:0003:0014"->@15
transition "Output:M_K_P2:M_K_P1:M_C:0020"->@17
transition "Input:M_K_P1:M_C:0005:0016"->@19
```
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Abstract. Nowadays, it is widely accepted that critical systems have to be formally analyzed to achieve well-known benefits of formal methods. To study the security of communication systems, we have developed a methodology for the application of the formal analysis techniques commonly used in communication protocols to the analysis of cryptographic ones. In particular, we have extended the design and analysis phases with security properties. Our proposal uses a specification notation based on MSC, which can be automatically translated into a generic SDL specification. This SDL system can then be used for the analysis of the desired security properties, by using an observer process schema. Apart from our main goal of providing a notation for describing the formal specification of security systems, our proposal also brings additional benefits, such as the study of the possible attacks to the system, and the possibility of reusing the specifications produced to describe and analyze more complex systems.

1 Introduction

Formal methods characterize the behavior of a system in a precise way and can verify its formal specification. In particular, the design and analysis of security systems can greatly benefit from the use of formal methods, due to the evident critical nature of such systems.

During recent years, the cryptographic protocol analysis research area [1] has experienced an explosive growth, with numerous formalisms being developed. We can divide this research into three main categories: logic-based [2], model checking [3, 4, 5], and theorem proving [6]. Although all three approaches have shown their applicability to simple problems, they are still difficult to apply in real, more complex environments such as distributed systems over the Internet.

Moreover, we believe that the results obtained in the analysis of cryptographic protocols do not have a direct application in the design of secure communication systems. Probably, one of the major reasons for that is the lack of a strong relationship between the analysis tools for security systems and the formal methods techniques commonly used in the specification and analysis of communication protocols. Trying to bridge this gap is one of the major contributions of our work.
We have developed a methodology [7, 8] for the specification of secure systems, which also allows us to check that they are not vulnerable against both well-known and originals attacks. Our approach uses a requirement language (SRSL) to describe security protocols, which can then be automatically translated into SDL [9], a widely used formal notation specifically well suited for the analysis of protocols. In addition, we have developed some verification procedures and tools for checking a set of security properties, such as confidentiality, authentication, and non-repudiation of origin. In our approach we use a simple but powerful intruder process, which is explicitly added to the specification of the system, so that the verification of the security properties guarantees the robustness of the protocol against attacks of such an intruder. This is known as the Dolev-Yao’s method [10].

Because SRSL is an extension of MSC [11], available editors for MSC and SDL can be used for writing SRSL specifications, as well as standard code-generators and SDL validation tools. In particular, we have built our translators and analyzing tools using Telelogic’s Tau SDL Suite.

The structure of this document is as follows. After this introduction, Sect. 2 defines the security concepts and mechanisms used throughout the paper. Then, Sect. 3 provides an overview of our proposal. The SRSL language is presented in Sect. 4, while Sect. 5 discusses how the SRSL descriptions can be automatically translated into SDL, and how the SDL specifications produced can be analyzed for proving security properties. Finally, Sect. 6 draws some conclusions and outlines some future work.

2 Specification of Security Properties

A security protocol [12] is a general template describing a sequence of communications, which makes use of cryptographic techniques to meet one or more particular security-related goals. In our context we will not distinguish between cryptographic and security protocols, considering both to be equivalent. The international organization ITU-T has defined Recommendation Series X.800 [13, 14] to specify the basic security services. Among these, the ones provided by the basic security mechanisms (cryptographic algorithms and secure protocols) are authentication [15], access control [16], non-repudiation [17], data confidentiality [18], and data integrity [19].

The notion of authentication includes both authentication of origin and entity authentication. Authentication of origin can be defined as the certainty that a message that is claimed to proceed from a certain party was actually originated from it. As an illustration, if Bob receives a message during the execution of a protocol, which is supposed to come from Anne, then the protocol is said to guarantee authentication of origin for Bob if it is always the case that, if Bob’s node accepts the message as being from Anne, then it must indeed be the case that Anne has sent exactly this message earlier. Authentication of origin must be established for the whole message. Additionally, it is often the case that certain time constraints concerning the freshness of the received message must
also be met. **Entity authentication** guarantees that the claimed identity of an agent participating in a protocol is identical to the real one.

**Access Control service.** ensures that only authorized principals can gain access to protected resources. Usually, the identity of the principal must be established, hence entity authentication is also required here.

**Non-repudiation.** provides evidence to the parties involved in a communication that certain steps of the protocol have occurred. This property appears to be very similar to authentication, but in this case the participants are given capabilities to fake messages, up to the usual cryptographic constraints. Non-repudiation uses signature mechanisms and a trusted notary. We will distinguish two types of non-repudiation services: non-repudiation of origin (NRO) and non-repudiation of receipt (NRR). NRO is intended to prevent the originator’s false denial of having originated the message. On the other hand, NRR is intended to prevent the recipient’s false denial of having received the message.

**Confidentiality.** may be defined as the prevention of unauthorized disclosure of information. In communication protocols, this means that nobody who has access to the exchanged messages can deduce the secret information being transmitted.

**Data Integrity.** means that data cannot be corrupted, or at least that corruption will not remain undetected. Accepting a corrupted message is considered as a violation of integrity, and therefore the protocol must be regarded as flawed.

These services are commonly enforced using cryptographic protocols or similar mechanisms. It is worth noting that, To specify a security system, it is not necessary to know how the system is going to be analyzed, but it is essential to identify the security services required.

Now, considering the system from the attacker’s perspective, additional security protocol vulnerabilities can be defined: (a) **man-in-the-middle**, where the intruder is able to masquerade a protocol participant; (b) **reflection**, where an agent emits messages and studies the system’s answers; (c) **oracle**, where the intruder tricks an honest agent by inadvertently revealing some information (notice that such an attack may involve the intruder exploiting steps from different runs of the protocol, or even involve steps from an entirely different protocol); (d) **replay**, in which the intruder monitors a (possible partial) run of the protocol and, at some later time, replays one or more of the protocol’s messages; (e) **interleave**, where the intruder contrives for two or more runs of the protocol to overlap; (f) **failures of forward secrecy**, in which the compromised information is allowed to propagate into the future; and (g) **algebraic attack**, where it is possible for intruders to exploit algebraic identities to undermine the security of the protocol. Please note that these kinds of attacks depend on the environment of the system (network, users, . . .), and therefore not all of them are always achievable in a given context. However, we will study all potential situations, trying to cover them all in all cases.
To keep clear the focus of the paper, the following assumptions have been made. First, we suppose that cryptography is perfect, so no cryptanalysis techniques are used. Second, all agents may freely and perfectly generate random numbers. And finally, we do not consider interactions with any other protocols, because this is an open research topic.

3 Methodology Overview

Our approach (depicted in Fig. 1) performs the design and analysis of security protocols in the same way the design and analysis of a traditional communication protocols is accomplished, but including the security aspects.

In the first place, we need to gather the functional and security requirements of the system in any (usually informal) way. These informal specifications, together with the behavior about the kinds of possible attacks (if available), is the sort of information that can be described using our Security Requirements Specification Language (SRSL).

SRSL is an extension of MSC, augmented with textual tags. We make use of the MSC text area to include these tags, which are used to identify the security characteristics of the data being transmitted, the intruder’s possible activities, and the security analysis goals. In case the attacker’s behavior is not explicitly provided, we automatically generate a generic process that tries to examine all possible attacks.

For drawing the graphical SRSL specifications, any standard MSC and HMSC editor can be used. In our case, we have used Telelogic’s TAU, which also allows the automatic translation of the graphical MSC diagrams into their corresponding textual form. A translator program is then used to obtain the SDL system.

Fig. 1. Overview of Our Approach
from the SRSL descriptions. (This program has been written in C, using plain LEX and YACC tools.) The SDL system produced is composed of: (1) a package with the data types of the system for the analysis; (2) a package with one process type for each protocol agent; and (3) a collection of process types (“observer” and “medium”) for the analysis strategy.

To analyze the security properties, we evaluate the behavior of the SDL system under different kinds of attacks (as specified by the medium processes defined in the analysis strategy). The observer process provided by the TAU Validator tool is used for these checks. Thus, we can check whether a specific state is reached, or whether a particular data is ever stored into the intruder’s database knowledge.

We also make use of the TAU Validator assert mechanism, which enables observer processes to generate reports during the state space exploration. These reports are maintained by the Report Viewer, and can be examined to identify security flaws.

Currently, confidentiality and authentication [20] are the security properties usually analyzed. By analyzing confidentiality we prevent the intruder from being able to derive the plaintext of messages passing between honest nodes. Our analysis consists of checking if the secret item can be deduced from the protocol messages and the intruder’s database knowledge.

```
Security_information ::= definition_section security_service_section

Definition_section ::= Definition var_definition knowledge_section

var_definition ::= <varlist> : Agent ;
| <varlist> : Text ;
| <varlist> : Random ;
| <varlist> : Timestamp ;
| <varlist> : Sequence ;
| <varlist> : Public_key ;
| <varlist> : Symmetric_key ;
| <varlist> : Shared_key ;
| <varlist> : Session_key ;

Knowledge_section ::= Knowledge <listagent_id> : <varlistasig> ;

Security_service_section ::= [intruder_strategy] security_property

intruder_strategy ::= Session instances [ <var>=<value> ] ;
| intruder_knowledge [ <initial_knowledge> ] ;
| intruder [ redirect | , impersonate | , eavesdrop ] ;

security_property ::= Security_service <security_service_list> ;

security_service_list ::= authenticated ( <agent> <agent> )
| conf ( <data> )
| NRO ( <agent> <data> )
```

Fig. 2. SRSL Security Section Syntax
An authentication protocol is considered to be correct if a user Bob does not finish the protocol believing that it has been running with a user Alice unless Alice also believes that she has been running the protocol with Bob. Our analysis consists of looking for a reachable state where Bob has finished correctly and Alice will never reach her final state.

We also analyze non-repudiation of origin. For that we define the evidence of origin and who produces it (the origin). Our analysis consists of checking that the evidence is digitally signed by the origin agent, and that it cannot be created by any other agent.

In addition, the SDL system generated from the SRSL specifications can be used to automatically generate C or C++ code, which can interact with exiting applications. In order to generate this code we need to replace the data types package with a corresponding package that defines the data types in ASN.1 or C. This prototype can also be used for testing, which is part of our future work.

4 The SRSL Language

The main aim of SRSL is to define a high-level language for the specification of cryptographic protocols and secure systems. As pre-requisites for this language we need to ask it to be modular to achieve reusability, to be easy to learn, and to incorporate security concepts.

As a natural base for SRSL we considered the requirements language most widely used in the telecommunications: the Message Sequence Chart (MSC) and its extension High-level MSC (HMSC). With MSC we can specify elementary scenarios, and compose them to define more complex protocols with HMSC. The version we have considered is previous to the MSC 2000 release [21], but we believe that some features of this release are very useful.

SRSL is divided into two main parts. The first one contains the definition of the protocol elements and the security analysis strategy. The second part describes the message exchange flow.

The first part is textual. The syntax of its main elements is shown in Fig. 2. These elements can be grouped into different categories, and are listed below (language keywords are written in *italics*):

- Main elements:
  - Entities: *Agent*, principal identification.
  - Message: *Text*, message text; *Random*, number created for freshness, also called nonce; *Timestamp*, actual time; *Sequence*, counter.
  - Keys:
    - *Public_key* public-key cryptographic, formed by a pair of public and private keys;
    - *Symmetric_key* used for symmetric encipher;
    - *Shared_key* symmetric key shared by more than one entity;
    - *Session_key* a fresh symmetric key used to encrypt transmission.
  - The “knowledge” section contains the information needed to describe the initial knowledge of each party of the protocol.
The “security service” section is split into the “intruder strategy” section and the “security property” section. The first one defines a possible attack scenario. The second one describes which security property we try to achieve with this protocol. We have used three different security statements: Authenticated(A, B), stating that B is certain of the identity of A; conf(X), stating that the data X cannot be deduced (also called confidentiality); and NRO(A, X), or non-repudiation of origin, which states that the data X (the evidence) must have been originated in A. These statements have a formal description which is used to analyze them.

The message exchange flow is described using the standard MSC and HMSC facilities. MSC references are used to achieve reusability. We have specified a set of standard protocols in SRSL, that can be easily re-used in different contexts, and combined together to describe more complex protocols using their MSC references.

Messages consist of an identification name (either a text string describing the meaning of the message, or a simple counter sequence), and the message parameters (which define the message data type format).

Some cryptographic operations can be applied to messages: Concatenate (“,”) for data composition; Cipher (\{<plaintext>\} <key>) to cipher data; Decrypt(“decrypt(<cipher_data>,<key>)”) to extract the plaintext; Hash(“<hash-function> (<data>)”), result of a one way algorithm; and Sign([<plaintext>] <Public_Private_key>”), for getting a hash encrypted message with the signer’s private key. Further cryptographic functions can be defined if required.

In addition, the MSC expressions constructed using the inline MSC operators alt, par, loop, opt and exc can also be used.

The keyword alt denotes alternative executions of several MSCs. Only one of the alternatives is applicable in an instantiation of the actual sequence.

The par operator denotes the parallel execution of several MSCs. All events within the MSCs involved are executed, with the sole restriction that the event order within each MSC must be preserved. An MSC reference with a loop construct is used for iterations and can have several forms. The most general construct, loop\(<n,m>\), where \(n\) and \(m\) are natural numbers, denotes iteration at least \(n\) and at most \(m\) times. The opt construct denotes a unary operator. It is interpreted in the same way as an alt operation where the second operand is an empty MSC. An MSC reference where the text starts with exc followed by the name of an MSC indicates that the MSC can be aborted at the position of the MSC reference symbol, and instead continued with the referenced MSC.

To illustrate our approach we will specify here a typical secure web access to a data bank portal via the Internet. Figure 3 shows the SRSL specification of the system in SRSL, that uses two agents: “User_Browser” and “Bank_Portal”. The “Bank_Portal” agent has a secure web service via the HTTPS protocol, which provides authentication of the server. This is represented by an MSC reference called “https_server_auth” that implements the server authentication and the key exchange protocol defined in HTTPS. This MSC reference is defined in a package of standard protocols. The results of this scenario is authentication.
of the server and a session key called “https_skey”. The first security requirement “Authenticated (User_Browser, Bank_Portal)” is achieved with this protocol.

The second requirement means that the user must authenticate itself to the bank’s portal. This is accomplished by a mechanism that asks for the user’s identification (login) and password, and subsequently validates it. The exception MSC reference called “login_refused” is active if the login-password authentication process of the “Bank_Portal” fails. Notice that all messages are ciphered by the https protocol session key.

The last three requirements mean that the data transmitted is confidential. This goal is accomplished by making use of the session key established during the https connection.

Of course, other alternative security mechanisms could have been considered for specifying this system, which also met the five original requirements. The important point to note here is that we have chosen a form of specification that does not bind the developer to any particular security mechanisms, thus
achieving separation of concerns and modularity. This is accomplished by allowing the security requirements to be defined at a higher level of abstraction, and independently from the system’s functional requirements.

In the case of a system that is already implemented (a legacy system) that we want to analyze or document, we can describe instead the security mechanisms that have been implemented.

5 Security Analyses

We use SDL for the security analyses. In the first place, we need to build an SDL system from the SRSL specifications. We have developed a program that automates this process. The program is written in the C language, and uses LEX and YACC standard tools. The input file is a protocol specification written in SRSL, and the program produces a valid SDL system. The generated SDL system (depicted in Fig. 4) is composed of three packages, and contains several processes.

The SDL package that defines the system data types and their operators is called “analcryptlib”. It also contains elementary security data types, and the message format definition used in the protocol. This information is used by the rest of the system.

Another SDL package defines a process type for each principal agent. They are implemented in a standalone fashion so they can be reused in different sit-
Fig. 5. SDL System Configuration

5.1 Data Types Package

An SDL package contains the data types and the cryptographic functions used in the SRSL specification of the system. We may consider an SDL package for performing the analysis, and other package (written in ASN.1) for code generation. All cryptographic data and operators are standardized using ASN.1 notation, following PKCS standards [22].

Since the SDL data types do not support recursive definitions, we make use of enumerated and structured data types. The elemental data types defined in
Sect. 4 are then mapped to enumerated SDL struct sorts. An example is depicted in Fig. 6.

The messages, which are sent by protocol agents, are constructed by concatenation of elemental data types and cryptographic operations. We define a struct sort for each message, and set of elemental data types. The cryptographic functions are then applied to a set of elemental data types called “TENCMESS”. This is shown in Fig. 7.

Fig. 6. Example of translation of security data to SDL struct

Fig. 7. Example of Translation Belonging to the First Message of a Security Protocol

Freshness or temporary secrets are implemented by adding an item that references the process instance values. In particular, we use the SDL sort PID for this purpose.

Furthermore, we define a “set of knowledge” type for each data type. The analysis methods use these types to store message knowledge in order to prove the specified security properties.

5.2 Agents Package

The generic model identifies each protocol agent with an SDL process type. All process types are stored in a package called “agentlib” so they can be used in other specifications. An agent specification is totally independent from the rest of the system, so they are generated in separate modules. In addition, the
specification allows concurrent instances, so we can evaluate this behavior in the analysis phase.

The generic state transition of an agent process is triggered when it receives a correct message (a message accepted by the agent). Then, either the next message is composed to be sent to the receiver agent, or the process stops if the protocol’s final state is reached for this process. If the message is not correct, the process returns to the state where it is waiting for messages.

The MSC expressions used in SRSL are mapped into SDL as follows: an alt expression produces several signal trigger states; a loop expression makes all next transitions return to the initial section state; an opt expression is implemented by a continue signal; and finally, an exec expression is translated into an asterisk state.

An SDL process is a finite state machine, and therefore it finishes when it executes a stop statement, or provides a deadlock if no signal arrives. Our model has to explore all possibilities. Hence, we need to develop a mechanism to ensure that all signals sent must be processed. Consequently, we have added a state called “final” to indicate the end of the protocol execution, and a general transition composed of a common “save” statement and a continuous signal, with less priority than the input statement, that checks whether there are signals still waiting to be processed. By means of this structure we are transforming a finite state machine into an infinite one, just for analysis purposes.

At this point, if we instantiate the medium process with a “Router” process type, we can specify a security protocol in the same way as we might specify a traditional communication protocol, and therefore we can analyze some of the liveness properties of the system in a traditional way. In the next subsection, we are going to explain how the security properties can be checked.

5.3 Model Medium-Observer Processes

In our approach, the intruder’s behavior is divided into two main aspects, the exploration algorithm and the check mechanism. The first one is provided by a medium process, while an observer performs the check mechanisms.

We can consider two kinds of medium processes. The first one is characterized by an exploration mechanism that tries to explore all possibilities. It starts by examining all combinations of the different initial knowledge of each agent. Afterwards, it checks the concurrent agents’ execution, by first trying combinations of two concurrent sessions, and so on. Our algorithm finishes when an “out of memory” is detected, or when it detects that the significant intruder knowledge is not incremented. In general, the completeness problem [23, 24] is undecidable. Thus, the fact that the algorithm terminates without having found a flaw, is not a proof that there are no flaws.

The second kind of medium process uses an intruder process specialized in finding a specific flaw. If we are able to characterize a particular kind of attack, we can then evaluate the protocol trying to find such a specific flaw. Perhaps this is not the best solution in general (the only result we get is that a specific vulnerability does not occur in the cases we have examined), but it is very useful
for a protocol designer that wants to be sure that the protocol is not vulnerable with respect to that kind of attack.

The state transition of the medium process is triggered when it receives any message. After reception, the message is stored into the intruder’s knowledge database. The intruder then decides which operation performs next, and proceeds to the next routing state. We have defined three different operations: eavesdrop, redirect, and impersonate. In an eavesdrop operation, the intruder intercepts the message but does not send it to any agent. A redirect operation means that the intruder intercepts the message but does not forward it to the original receiver. In an impersonate operation, the intruder sends a faked message to the original receiver.

Under the EU-funded project CASENET we are currently investigating the use of the protocol developer SAFIRE tool [25] to execute the medium processes. Even if we have to modify these processes to use the tool, we may easily obtain an environment for testing intruders’ strategies. This is an open research item.

The security properties are proved using condition rules. These rules check different situations where protocol vulnerability is possible. The observer process
Fig. 9. Example of Observer Process Type that Checks Correspondence Flaw

carries out the checking mechanism. This is a special SDL process type that is evaluated in each transition of the protocol specification. It has access to all variables and states of all process instances, so we can test it automatically. To implement it we have to create an SDL struct sort with a "v" operator for each structured type that we want to evaluate. Figure 9 shows an example of an observer process. We can see the condition rules for checking the authentication property, and the report result. The report contains a security failure MSC scenario.

Currently, confidentiality, authentication, and non-repudiation of origin can be checked. For checking confidentiality, we examine whether a specific value (that we consider secret) can be deduced from the intruder’s knowledge. Authentication is analyzed by checking that all the principal processes finish at the expected protocol step. Some authors [20] call this the correspondence (or precedence) property. Finally, non-repudiation of origin analysis consists of checking that, in the intruder’s database knowledge, the evidence is signed digitally by the origin agent, and that it cannot be generated without this signature, and not even in another protocol run.

In order to validate our proposal we have carried out the analysis of some of the most classic cryptographic protocols, such as the Needham-Schroeder symmetric key, and the secure socket layer (SSL). Ref. [7] describes the results of the
analysis for the authentication protocol Encrypted Key Exchange (EKE) [26]. This protocol was specified in SRSL, using a well-known “man in the middle” attack evaluating two executions running in parallel sessions. The attack followed the redirect intruder’s behavior. The resulting scenario describes a situation where only one of the two agents in each session has finished (agent A of the first session, and agent of B of the second one), but not the other.

6 Conclusions

We have presented a new analysis method for analyzing and evaluating security protocols and their possible attacks. Security protocols are specified in SRSL, which can then be translated into a working SDL system. Attacks are implemented by SDL processes that specify the intruder’s behavior and observer processes that check safety properties. One of the benefits of our approach is that protocol specifications are described independently from the analysis procedures, so they can be re-used in other environments as well.

Several kinds of security attacks can be analyzed using our approach. It is essential to study how they can be produced in a real environment. We examine the result scenario provided in an analysis procedure, and redesign the security protocol if necessary.

We have applied this method in complex systems, for instance in electronic contract signing. The SRSL specification helped to implement it and draw attention to security services and their related mechanisms. Furthermore, we have simulated several security critical scenarios in order to verify the security properties.

Currently we are extending SRSL so more complex protocols can be specified, and to analyze other properties. We are studying the use MSC-2000 features. Furthermore, we are developing a framework to implement for testing protocol attacks in the Internet environment.
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Abstract. Due to their intrinsic complexity, the development of distributed systems is difficult in general and therefore relies on careful and systematic development steps. This paper addresses the design and implementation of distributed systems, using SDL as the design language. In particular, the refinements during implementation design are examined, and it is shown how SDL interfacing patterns can support these steps, even in a heterogeneous environment. Then, tool support to automatically implement the interfacing patterns by generating tailored APIs for the system environment is presented. Finally, these technologies are illustrated in the context of a comprehensive development of a distributed light control system in a heterogeneous environment, using various communication technologies.

1 Introduction

The development of distributed systems in heterogeneous environments is a difficult issue - despite the use of customized design languages, development methods, and tool support in this area. One reason certainly is the intrinsic complexity of these systems due to concurrency, synchronization, and cooperation of system agents. Especially in cases of large systems, this requires suitable structuring mechanisms as well as a careful and systematic system design.

For the functional design (the design covering the overall functionality of a distributed system) SDL [1] is a suitable specification language that is widely used in industry. SDL supports the hierarchical structuring of a complex distributed system into agent modules. Furthermore, the interaction behavior as well as the internal behavior of these modules can be specified. For closed SDL systems, implementation code can be generated automatically, which has positive effects on quality, development costs, and time-to-market.

When it comes to implementation design, where, for instance, direct interaction of agents is replaced by message exchange through an underlying communication service, an SDL system may have to be partitioned into several

* This work has been supported by the Deutsche Forschungsgemeinschaft (DFG) as part of Sonderforschungsbereich (SFB) 501, Development of Large Systems with Generic Methods.
subsystems. Usually, such a communication service is provided by a local operating system, and thus is part of the environment from the view point of the SDL subsystems. This means that to interact, agents now send/receive messages to/from the environment.

To implement open SDL systems (systems interacting with their environment) only part of the code is generated automatically with the existing tools. In addition, an environment interface – also called environment functions – has to be supplied, requiring manual coding steps. On the one hand, this environment interface depends on the underlying communication service. On the other hand, it depends on the SDL subsystems using the interface. Thus, replacement of the underlying communication service or changes of the interaction behavior of SDL agents entail changes of the environment interface, which is a time consuming and error-prone task.

Our strategy to address this particular problem is twofold:

1. First, we define generic design solutions for the interaction of an open SDL system with different underlying communication services. This is done by defining, for each communication technology, an interfacing pattern, using the pattern description template and notation of the SDL pattern approach [2, 3, 4, 5, 6]. Interfacing patterns can then be applied during the implementation design, where the decision to use a particular technology is made. In this way, the interaction behavior of SDL agents can be controlled, reducing the need for modifications of the environment interface.

2. Second, we conceive and implement tool support for the automatic generation of the environment interface. This tool support is syntactically and semantically integrated with the interfacing patterns, and currently supports interfacing with TCP and UDP sockets, CAN, UART/TP, and QNX IPC.

In [7], two solutions for environment interfaces are described:

The first solution is based on so-called light-weight APIs and datagram sockets. The idea is to emulate the datagram sockets by representing them as SDL abstract data types with suitable SDL operators (Socket, SendTo, RecvFrom, Close). To send a signal, it is first encoded into a character string, and then sent by evaluating the expression “SendTo (<parameterList>)”. This strategy is straightforward, as there is a one-to-one relationship between SDL actions and the service primitives of datagram sockets. However, it differs from the SDL communication paradigm that is based on explicit signal exchange.

The second solution is based on so-called full-weight APIs and again datagram sockets. The communication is based on specific SDL signals outPacket, bindPort, and inPacket. To send a signal, it has to be encoded into a character string, and is then sent by an explicit SDL output action, as one parameter of outPacket.

Both solutions have the disadvantage that the SDL designer has to specify the coding and decoding of SDL signals and signal parameters in the design. Another drawback is that there exists only one set of operations for different SDL signals,
therefore, the receiver has to decode the packets first in order to distinguish between these signals. Finally, only datagram sockets are currently supported.

The paper is structured as follows. In Sect. 2, we elaborate on the systematic design of distributed systems, illustrated by a running example. In particular, we explain the refinements during implementation design, and show how these steps can be supported by SDL interfacing patterns. In Sect. 3, we introduce the tool APIgen for the automatic generation of environment interfaces. We show how the tool complements existing code generators, and explain the generated code. Section 4 presents a survey of the comprehensive development of a distributed light control system in a heterogeneous environment, where various interfacing patterns have been applied in the design phase, and APIgen has been used to generate the environment functions. Conclusions are drawn in Sect. 5.

2 Systematic Design of Distributed Systems with SDL

2.1 Stepwise Design

The design of distributed systems is often done in several steps, especially in cases of large systems. This requires that the system requirements be partitioned into subsets that can be dealt with one-by-one.

Horizontally The separation of system functionalities can lead to a proper partitioning, such that with each requirement subset, more functionality is added. For instance, phases of a communication service (connection setup, data transfer ...) or functionalities of a communication protocol (flow control, error control ...) can be identified.

Vertically The requirements can be partitioned into different levels of abstraction. For instance, on a high level of abstraction, direct reliable interaction between groups of system agents is assumed, while this assumption is later relaxed to unreliable, indirect interaction between pairs of system agents. This of course may influence the behavior of the system agents, which now may have to deal with loss or group management.

For the remainder of the paper, it is sufficient to consider vertical partitioning, by distinguishing two levels of abstraction:

- **Functional design** deals with the overall system functionality — a high level of abstraction.
- **Implementation design** addresses the mechanisms used to implement the system, in particular, the replacement of direct interaction between system agents by concrete communication services.

To illustrate these steps, we start with a simple example: the system pingPong. Figure 1 shows a functional design, where two agents called pingAgent and pongAgent interact via a common channel pingPongTable, directly exchanging signals ping and pong, each carrying a parameter of type Integer.
In a distributed environment, it is intended that the agents of the system pingPong be placed on different hosts. Therefore, the direct interaction of the functional design has to be replaced by an underlying communication service. This leads to an implementation design, where this underlying service is made explicit, and the behavior of the interacting agents is modified such that the functional design is realized correctly.

Figure 2 shows an implementation design that is based on the decision to use the communication service provided by the transport protocol TCP. For this purpose, an SDL component called TCPserviceProvider is added, and interaction between pingAgent and pongAgent, now acting as service users, is redirected via this process. As TCP supplies specific service primitives, the behavior of the service users requires modification. For instance, to send a signal ping, a socket has to be created, and a connection must be established. Furthermore, the signal ping and its parameter have to be encoded before they can be sent, and to be decoded upon reception. Figure 2 shows the additional behavior of pingAgent resulting from these design decisions. The correspondence between Figs. 1 and 2 is highlighted by the shaded SDL symbols.

2.2 Pattern-Based Implementation Design

Analysis of several implementation designs has shown similarities in those parts where common channels have been replaced by an explicit service provider. To
capture these similarities, we have defined generic solutions using the SDL pattern approach [2, 6, 8]. In particular, we have defined, for each type of communication service, an SDL interfacing pattern. Currently, interfacing patterns exist for the services provided by TCP, UDP, CAN, Bluetooth, UART/TP, AAL5, and QNX interprocess communication. Furthermore, SDL components representing these services have been defined in order to have complete implementation designs that can be simulated.

In Fig. 3, we show an excerpt of the generic solution defined by the SDL pattern TCPINTERFACING. The excerpt is taken from the SDL Fragment, the syntactical part of the design solution defined by the pattern, and shows the context, the adaptation, and the embedding for a TCP client (EFSM TCPclientAutomatonA) and the enclosing scope unit (SU TCP). To define the generic design solution, a language called PA-SDL (Pattern Annotated SDL, see [6] for details) is used. Solid symbols denote design elements that are added to the context specifica-
tion as a result of the pattern application. As a general rule, names may be changed. However, names in italics must be fresh, and if underlined, renamed in a unique way when adapting the pattern. SU refers to a structural SDL unit, for instance, a system, a block, a process, or a service. Scissor symbols indicate the possibility of refinements, for instance, by adding further actions to a transition, without disrupting the control flow. Finally, the shaded part called border symbol is an annotation denoting replications. The direction of replication (horizontal or vertical) is given by the arrow, the number of replications is specified by the multiplicity.

To apply a pattern, the context has to be identified first. In case of the TCPINTERFACING pattern a choice must be made of the enclosing structural unit, two active components (SDL processes), and matching transitions of these components. The SDL fragment then defines how to adapt the pattern, and how to embed it into the SDL context specification. Application of the TCPINTERFACING pattern to the functional design in Fig. 1 yields the implementation
design in Fig. 2. In a similar way, interfacing with other types of communication services can be achieved.

3 Automatic Implementation of SDL Designs with APIgen

In this section, we introduce the tool APIgen (API generator), which supports the automatic code generation for distributed systems designed in SDL. APIgen is a supplement for Cadvanced, the SDL-to-C compiler that is part of the Telelogic TAU SDL suite [9]. In its present form, APIgen is syntactically and semantically integrated with the interfacing patterns of the SDL pattern pool (see Sect. 2.2). Starting point for the code generation is an implementation design, as shown in Sect. 2.1.

3.1 Architecture of APIgen

To run a system in a distributed environment, several implementation decisions have to be made. For instance, the target environment is determined, and the logical distribution given by the implementation design is mapped to physical components. In fact, this is also a decision between light and tight integration, in the sense that SDL processes are mapped to different OS processes or a single one. This may lead to a modification of the implementation design, such that components to be implemented on the same physical node are collected into one SDL system that is syntactically complete and therefore can be compiled.

Figure 4 shows the result of these implementation decisions for the pingPong system: pingAgent and pongAgent are assigned to separate nodes, therefore, separate SDL systems that interact with their local environment are introduced, each containing the corresponding declarations and process specifications. The resulting SDL systems are open in the sense that they interact with their environment. Here, interaction is by means of signals. Furthermore, it is decided to replace TCPserviceProvider by an OS TCP implementation.

Fig. 4. Example “pingPong”: light integration
From the implementation decisions, it follows that, from the view point of pingAgent and pongAgent, the communication service now belongs to the \textit{environment}. This is important when it comes to automatic code generation: it is straightforward to generate C-code from SDL specifications, using \textit{Cadvanced}, the SDL-to-C compiler \cite{9}. However, interaction with the environment is not directly supported. For interaction between pingAgent and pongAgent with the OS TCP implementation, for instance, a set of tailored environment functions has to be provided: \texttt{xInitEnv} and \texttt{xCloseEnv} are called at system start and termination, respectively; \texttt{xOutEnv} is called when a signal is sent to the environment, and \texttt{xInEnv} is called periodically, polling for events in the environment leading to signals to be sent to the SDL system.

Conceptually, the environment functions can be understood as an API. They abstract from internal details, and serve as an interface to be used by SDL process implementations whenever interaction with the environment is necessary. Because the code of this API depends on both the environment (the type of communication service and its implementation) and the SDL system (the signal types to be exchanged with the environment, and, in particular, the signal parameters), it is commonly hand-coded. In our experience, this is a very time consuming and error prone task, due to several fundamental and conceptual differences between the physical environment representing a “real” world and abstract SDL specifications.

In the pingPong example, both SDL systems are compiled using \textit{Cadvanced}, generating C-code that assumes the existence of this API. Furthermore, the TCP implementation is part of the operating system. To fully automate the code generation, we have conceived and implemented \textit{APIgen}, a tool to create the environment functions (see Figure 5). \textit{APIgen} takes the SDL specifications as input, and automatically generates C-code, supporting a variety of communication technologies (e.g., TCP sockets, UART/TP, CAN, QNX IPC). This fills the gap between code generation performed by \textit{Cadvanced} and existing communication technologies, without requiring subsequent manual modifications or additions. Generated environment functions are stored in separate files named...
subsystem.env.c (see Fig. 5). They can be compiled separately and are linked with core modules subsystem.c generated by Cadvanced.

When APIgen is started, there is no further interaction with the system developer. All communication specific information (such as selection of communication technology, host addresses, port numbers) is contained in the SDL implementation design specification, and is obtained from interfacing pattern applications (see Sect. 2.2). More specifically, APIgen takes SDL pr-files as input, and outputs env.c-files (see Fig. 6). Pr-files are processed in order to identify and collect signals sent to the environment. Furthermore, it is determined what basic technology is used to exchange these signals with other SDL systems (module parse_pr in Fig. 6). For this purpose, specific naming conventions have been defined. For instance, if an original signal sig is to be sent, then the corresponding signal to be sent via TCP sockets is to be named sig_TCP_snd (see Fig. 2). Please note that these naming conventions are enforced when applying the TCPINTERACING pattern (see Fig. 3).

The actual generation of environment functions is performed by the module writeenv, which uses general purpose strings from the library strings.tmpl and basic technology specific strings from the selected module of basic services library (see Fig. 6). Arranging technology specific strings into separate modules supports the extension of APIgen to incorporate further basic technologies, as well as its maintainability.

3.2 Auxiliary Signals

Before signals between processes of different open SDL systems can be exchanged, the underlying basic technology may have to be configured. For instance, a connection setup may be required, and messages to be exchanged may have to be registered. For these purposes, we introduce a specific set of SDL signals called auxiliary signals. These signals have predefined names and pa-
Parameters, and must be sent to the environment prior to message exchange in accordance with the underlying service.

In Fig. 2, pingAgent first requests a socket, using SDL signals TCPsocket.req and TCPsocket.cnf, and then establishes a connection, using further signals TCPconnection.req, TCPconnection.cnf, and TCPconnection.ref. These are auxiliary signals following obvious naming conventions that are known to APIgen. Based on these naming conventions, APIgen will generate, for each signal, suitable environment functions xInEnv and xOutEnv. An example is shown in Fig. 7: an output of TCPsocket.req triggers the creation of a stream socket, where the file descriptor sockFD is returned as result.

The return of a result causes a problem in the context of SDL, because the output of a signal does not yield a return value. This is due to different interaction paradigms: in SDL, interactions are asynchronous notifications, while C-procedure calls are based on synchronous inquiry. To solve this problem, we model synchronous inquiry in SDL: after requesting a socket by output of a TCPsocket.req signal, the SDL process enters a waiting state until the result is returned. This result is received as a parameter of the predefined signal TCPsocket.cnf (see Fig. 2). To ensure that both naming and behavior conventions are followed in the SDL design, we have defined the TCPINTERFACING pattern (see Sect. 2). Please note that by using these conventions, it is straightforward to create multiple sockets, and to distinguish them by their file descriptors.

Figure 7 shows an excerpt of the API code that will be generated for the pingPong example. As the result will be returned upon completion of the socket request, the library function SDL_Output is called to return the TCPsocket.cnf signal to the SDL process. Usually, SDL_Output would be called in the envi-
environment function $x\text{lnEnv}$, as this is an input to the SDL process. However, for efficiency reasons, it has been incorporated into $x\text{OutEnv}$.

### 3.3 Transfer Signals

Once the underlying basic technology has been configured, SDL signals can be exchanged between remote SDL processes. For this purpose, a specific set of SDL signals called transfer signals is derived from the original signals: that is, those signals that had been directly exchanged between SDL processes of the functional design (see Fig. 1). For instance, for an original signal `ping`, transfer signals `$\text{ping}_{TCP}\_\text{snd}$` and `$\text{ping}_{TCP}\_\text{rcv}$` are added to the signal definitions of the sending and the receiving process, respectively. The suffix distinguishes whether a signal is sent or received. The use of these signals in the SDL implementation design is shown in Fig. 2 and is in fact quite obvious.

To establish the interfacing between SDL processes and TCP sockets, several strategies are possible. For instance, a signal `$\text{TCP}\_\text{snd}$`, parameterized with the file descriptor of the socket and a byte sequence containing the signal type and the signal parameter values, could be used for sending different SDL signals (see [7], full-weight API). This approach requires that coding and decoding of SDL signal type and parameter values is performed in the SDL implementation design. Without appropriate tool support, for instance, by Cadvanced, this strategy requires a very detailed design specification.

Alternatively, coding and decoding could be shifted into the application programming interface. We have adopted this strategy for two reasons. First, it relieves the SDL implementation designer of the tedious and error-prone details. Second, the routines for coding and decoding of signals can be and in fact is automatically generated by the tool APIgen. During the parsing phase, APIgen extracts all information necessary for this purpose from the input file `subsystemn.pr`. In particular, the naming conventions support the identification and collection of signals to the environment, and the assignment of the corresponding basic technology. We point out that different basic technologies may be used at the same time, therefore, this strategy also supports the development of large systems in heterogeneous environments. Furthermore, the naming conventions are again supported by interfacing patterns, e.g., `TCPinterfacing`.

Figure 8 shows another excerpt\(^1\) of the API code that will be generated for the `pingPong` example. In this example, an output of a signal `$\text{ping}_{TCP}\_\text{snd}$` is mapped to the corresponding part of the environment function $x\text{OutEnv}$, and sent via an existing TCP connection. This TCP connection has already been established during the configuration of the underlying service, using auxiliary signals (see Section 3.2). The receiver prepares the reception of signals `$\text{ping}_{TCP}\_\text{rcv}$` by first calling `$\text{ping}_{TCP}\_\text{prep}$`, thus indicating where signals of this type should be

\(^1\) For each SDL signal, approximately 1 page of C-code is generated and added to the environment functions. In addition, functions for encoding and decoding of signal parameters may be generated, depending on whether ASN.1 is used to define these parameters.
Fig. 8. API generation for transfer signals (example)

delivered. Afterwards, polling for actual receptions is done (environment function xInEnv). To support signal parameters, APIgen generated coding and decoding procedures, to be used by xOutEnv and xInEnv, respectively (ping_encode, ping_decode, see Fig. 8).

Please note that this is an excerpt of the code generated as part of xOutEnv. For each SDL signal sent via the environment interface, approximately 1 page of C-code is added to this function.

Some implementation details are worth mentioning:

– To generate environment functions (pingAgent.pr and pongAgent.pr), APIgen is started with a complete list of communicating SDL systems. This way, corresponding _snd and _rcv signals, (such as ping_TCP_snd and ping_TCP_rcv) can be associated and obtain a unique, system wide signal identification (such as SIG_ping_TCP, see Fig. 8) as well as matching coding and decoding procedures (ping_encode and ping_decode in Fig. 8) to be incorporated into xInEnv and xOutEnv as shown.

– Coding and decoding of signal parameter values is supported in different ways:
  • For certain basic SDL data types and some composite data types (including structures and arrays), APIgen automatically generates coding and decoding routines. The standard strategy is to encode all parameter values of a signal into a string.
  • For ASN.1 data types, coding and decoding routines are automatically generated with the ASN.1 utilities provided with the Telelogic TAU tool.
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suite. Both basic and packed encoding rules (BER and PER) are supported. These routines are then linked with the code generated by APIgen.

- When developing heterogeneous systems, it may be necessary to use specific routines for coding and decoding of signals. These routines can not be generated by APIgen. However, APIgen supports the system developer by creating template files (`signaldefs.h` and `signaldefs.c`) for coding and decoding routines, which are then completed by the system developer.

Development of APIgen started in 1998. After a first prototype with restricted functionality (few basic technologies, restricted use of signal parameters), it has been continuously improved and extended, and has been used in several case studies. The most comprehensive case study has been SILICON, where a distributed application in a heterogeneous environment has been developed from scratch. In the next section addresses this case study — especially the use of SDL interfacing patterns and APIgen.

4 The SILICON Case Study

In 1999, the problem description of a distributed light control system [10] was sent out with an international call for papers, soliciting the application of requirements engineering methods, techniques, and tools to this case study. The results have been published in [11]. We have taken a subset of this problem description as the starting point for another case study called SILICON (System development for an Interactive LIght Control), covering not only the requirements phase, but all development activities. In particular, the objective of this case study has been to develop a complete, customized solution starting from an informal problem description, applying generic methods in all development phases.

The problem description of the SILICON case study consists of the building description and the informal needs from the view points of the user and the facility manager. Fig. 11 is an excerpt of the ground-plan, showing two offices and a hallway section as well as a number of installations. Each office is equipped with two light groups and switches to turn the lights on and off. The windows can be darkened by sun blinds that are controlled by further switches. Another light group is placed in the hallway section, it can be switched on and off. In addition, the light in the hallway is triggered by a motion detector.

In the following, we will focus on the design and implementation phases, and, in particular, on the interfacing with basic communication technologies at design and implementation level. According to the design steps explained in Sect. 2, we start with the functional design, which deals with the overall system functionality on a high level of abstraction. Nevertheless, we introduce a high-level system structure by identifying application components. For instance, we distinguish sensors, actuators, and control cells. Control cells are structured hierarchically, starting with the building level down to the room level, they receive sensor
values and trigger actuators. This leads to a functional design with a logical system structure that follows the physical building structure.

In Fig. 9, an excerpt of the logical system structure as specified in SDL is shown. It contains three application components, namely a light sensor light, an office control cell officeCC, and a building control cell buildingCC. On the functional design level, these components interact directly through SDL channels. An interaction occurs, for instance, when the light sensor sends a signal status, which is received by officeCC and then forwarded to buildingCC. The status signal may then trigger further signals (not shown here), for instance, to display the light status on the facility manager control panel, or to trigger the light actuator.

In the implementation design, the channels between application components have been replaced by underlying communication services. In the SILICON case study, it was decided to group sensors, actuators, and control cells hierarchically, and, depending on the required throughput and real-time performance, to use different communication technologies on each level of the hierarchy. For instance, it was decided to use UART/TP and CAN to interconnect components of one room and one floor, respectively.

Figure 10 indicates how these design decisions have been incorporated into the SDL implementation design. While keeping the application components unchanged, further components representing the communication middleware (switchPE, UART_Codex_light ...) and the basic communication technologies (UARTservice Provider, CANserviceProvider) as well as the necessary channels are added, refining the functional design without modifying the behavior of the application components. In contrast to the example in Section 2, the communication middleware (switchMW, officeMW, buildingMW) is made explicit and not incorporated into the application components, in order to enclose all communication specific functionality. Otherwise, the approach is just the same: select an underlying service provider and apply interfacing patterns to replace direct communication. In the case study, we have applied several such patterns, including UARTINTERFACING, CANINTERFACING, TCPINTERFACING, and BLUETOOTH-INTERFACING.

Based on the implementation design, we have developed a complete, customized implementation, consisting of a physical building model, a new tailored communication technology, application hardware, communication middleware,
Fig. 10. SDL implementation design (excerpt): refined system architecture

Fig. 11. Topology of the building model implementation
and application software. The implementation of the application components and the communication middleware has been produced as described in Sect. 3, using Cadvanced and APIgen. This provides evidence that the approach scales, and that it works well also in the context of heterogeneous communication systems. Figure 11 shows the building model topology laid out around the ground-plan:

- On the room level, the UART/TP-bus technology (Universal Asynchronous Receiver Transmitter/Token Passing) provides interconnection between micro controllers implementing switches, light groups, sun blinds, motion detectors, and user control panel, and embedded PCs implementing office and hallway controllers. We have installed 3 separate UART-buses, each associated with the devices of a single room.
- On the floor level, the CAN-bus technology (Controller Area Network) interconnects embedded PCs that act as office or hallway controllers.
- On the building level, Ethernet technology interconnects one or more embedded PCs of each floor. In this case study, this option is not fully exploited, however, we use this technology to download executables, and to visualize the communication system in operation. Furthermore, the facility manager control panel can be attached to this technology.
- In addition, Bluetooth technology provides wireless interconnection between the facility manager control panel and office controllers.

The hierarchical structure of the communication system in combination with field bus technologies requires special purpose protocols with routing support,
as TCP/IP-solutions are not feasible here. Furthermore, these protocols have to support real-time communication.

The physical building model is shown in Fig. 12. It has been demonstrated at several industrial fairs including Embedded Systems 2001 in Nuremberg, and CeBIT 2001 in Hannover, in cooperation with Telelogic. In the front part of the building model, the windows equipped with sun blinds are visible. Below, micro controllers implementing the switches, sun blinds, and light groups are installed. User control panels are mounted in front of the building, and can be used to control each light group and sun blind separately. Furthermore, the panel can be used to set and recall one or more light scenarios. The embedded PCs are hidden under the building. To the left of the building model, two computer screens are placed. The front screen belongs to a laptop that acts as the facility manager control panel, and is used for control purposes as well as for visualization on the application level. The flat screen above provides the visualization on the communication level.

5 Conclusions

We have presented a methodology for the development of distributed systems through refinement of the functional design supported by SDL interfacing patterns. Interfacing patterns define generic solutions for recurring design problems, as do SDL patterns in general. In accordance with the underlying communication service, interface patterns are selected from the pattern pool, adapted, and embedded into the context specification. This is particularly valuable, as the quality of the design is improved, leading to a significant reduction of rework due to defects. Also, incorporating further basic technologies is straightforward.

In order to generate code from implementation designs, we have developed the tool APIgen, which complements existing SDL-to-C code generators. APIgen automatically generates environment interfaces for a variety of communication technologies, without the need of further user interaction, and is syntactically and semantically integrated with the corresponding SDL interfacing patterns. This way, several basic technologies can be used together, without the need for manual coding. This closes a gap in the development of distributed systems.

The methodology presented here is intended to support the communication system developer, who needs to preserve some control over the basic communication technology, even at the design level. For instance, the ability to make a proper selection between different technologies such as CAN, UART, or TCP, and to control their configuration (setting host addresses and port numbers) are crucial. Furthermore, when a particular selection, say TCP, has been made, the designer can control at which point in execution, connections are established and closed. This is different from other methodologies (such as the normal approach using Telelogic TAU) where interfacing with the environment is transparent on design level.

Currently, APIgen supports SDL-96, a pragmatic decision based on the available commercial tool support. It would be desirable to use the additional lan-
language features of SDL-2000, in particular, hierarchical states and exception handling. With these features, further abstractions can be introduced into design specifications, for example encapsulating generic design decisions captured by SDL patterns in general or SDL interfacing patterns in particular.

SDL interfacing patterns may be interpreted as design-level APIs, to be used during SDL implementation design. This way, the generic solutions captured by interfacing patterns may eventually lead to standardized design-level APIs, enabling interoperability. Furthermore, based on standardized APIs, tools for the automatic generation of program-level APIs (environment functions in the context of SDL implementations) can be developed. In fact, APIgen has been conceived and implemented for precisely this purpose.
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Abstract. SIP and H.323 are complementary protocols used (by different communities) to provide signaling for Internet multimedia sessions. An Interworking Facility (IWF) between SIP and H.323 has been proposed within the Internet Engineering Task Force (IETF). The IWF, SIP User Agent, SIP Server, H.323 End Point, and H.323 Gatekeeper have been formally specified in SDL, and validated using a combination of MSC comparison and interactive simulation. SDL was found to be simple to use, and its object-orientation made model enhancement easy. Suggested improvements to SDL include more flexible ways to define data.

1 Introduction of SIP-H.323

In Internet telephony, call control and signaling are two main issues on which standards-setting efforts are focusing. Two standards for VoIP signaling protocols have already been defined, ITU-T Recommendation H.323 [1] and the IETF Session Initiation Protocol (SIP) [2]. H.323 and SIP both provide mechanisms for call establishment and teardown, call control and capability exchange. Currently H.323 is the most widely used protocol for PC-based conferences, while carrier networks using so-called soft switches and IP telephones seem to be built based on SIP. In order to achieve universal connectivity, interworking between the two protocols is desirable. Because of the inherent differences between H.323 and SIP, accommodation must be made to allow interworking between the two protocols. A proposed solution is specified by an Internet Draft of the IETF, SIP-H.323 Interworking [3, 4], which uses an Interworking Function (IWF) to provide protocol conversion between SIP and H.323. Based on H.323 version 2.0 and SIP version 2.0, the IWF provides transparent support of signaling and session descriptions between the SIP and H.323 entities.

Interworking between SIP and H.323 may involve the following entities: H.323 Endpoint (H323 EP), H.323 Gatekeeper (GK), Interworking Function (IWF), SIP User Agent (SIP EP) and SIP Server. The interworking function (IWF) that provides this translation between SIP and H.323 can be architected in a variety of ways: co-existence with H.323 gatekeeper (GK) and/or SIP server, or stand-alone. Figure 1 shows different types of configuration. Configuration 1 is
a basic configuration, which has no H.323 gatekeeper or SIP server. The other three configurations contain one H.323 gatekeeper or one SIP server, or both. The way that the messages are generated during a call establishment between H.323 EP and a SIP UA is different depending on the configuration.

2 System Model of SIP-H.323 System

We formally specify the SIP-H.323 Interworking, as defined in the Internet Draft [3]. A new system model is established to verify the state machine and call flows proposed in the draft. We design and define the internal structure and behavior of five main components by SDL/MSC: H323 endpoint, H323 gatekeeper, Interworking Function (IWF), SIP server, and SIP user agent, which is called SIP endpoint or SIP EP in our model.
In our system modeling, we assume two configurations are used for the call scenarios. One is basic configuration, shown in Fig. 2, which includes an H.323 EP block, an IWF block, and a SIP EP block. The other configuration as shown in Fig. 3, contains, in addition, an H.323 GK block and a SIP server block, which reside respectively in an H.323 zone for address resolution and admission control, and in a SIP administrative domain for pre-call registration service and address resolution. Other configurations, such as the existence of only one H.323 GK or one SIP server with IWF, are to be considered as a combination of the above two configurations.

Figure 4 shows the SIP-H.323 system described by SDL without H.323 gate-keeper and SIP server. From the figure, H.323 EP block has four channels in connection with the network. The four channels are used for transmission of RAS messages, Q.931 [5] call signaling messages, H.245 messages, and media communication. RAS messages and media messages are transmitted by UDP. Q.931 messages and H.245 messages are sent using TCP. H.323 EP has two additional channels joined to the end user, which can instruct H.323 EP to start a call and exchange media messages with H.323 EP. SIP EP block has two channels in connection with the network. The two channels are for transmission of SIP session initiation messages and media messages. Both types of messages are
sent by UDP. Two extra channels are used for SIP EP end user to instruct SIP EP to initiate a call and exchange media messages. As an interworking component between H.323 EP and SIP EP, IWF has four channels linked with the network. Three are for the H.323 side to exchange RAS messages, Q.931 call signaling messages, and H.245 messages with H.323 EP. One is for the SIP side as a session channel to communicate with SIP EP.

Another configuration of the SIP-H.323 system that includes an H.323 gatekeeper and a SIP server is similar to the SIP-H.323 system shown in Fig. 4 except that two extra components, H.323 GK block and SIP server block are introduced for registration service and address resolution service. Two channels from H.323 GK to the network are used to exchange RAS messages and Q.931 messages with H.323 EP while one channel from SIP server to the network is for session initiation messages exchange.

2.1 Inheritances and Reusability

We choose SDL [6] as an object-oriented and formal language to formally model our systems. SDL provides structuring concepts that facilitate the specification of large and/or complex systems. An SDL system comprises four main hierarchical levels: systems, blocks, processes, and procedures. The components are classified as system types, block types and process types.

Because both H.323 EP and IWF should support H.225 (RAS and Q.931) and H.245, we define H.323 EP super block type as an abstract super block type using SDL to depict the common features and internal interconnection structure of H.323 EP and IWF. H.323 EP block and IWF block can inherit from the H.323 EP super block type. Both can extend their own features and structures by adding new processes and new channels. Also, their internal behavior can be extended by redefining the behavior of each internal process in order to replace the behavior of their super block. Figure 5 shows the relationship of inheritance.

**H.323 EP Super Block.** Figure 6 depicts the internal structure of H.323 EP Super Block type in SDL. H323EP_SUPERTYPE includes common function modules for both H.323 EP and IWF. H323EP_SUPERTYPE has 12 processes. RAS and RAS_Deliver processes are responsible for transmission of RAS messages. The RAS process mainly focuses on timer control because RAS messages,
being carried over UDP, may be subject to loss, while the RAS_Deliver process mainly focuses on forwarding RAS messages to the network.

The Q931 and Q931_Deliver processes are responsible for collecting Q.931 commands. The Q931 process mainly focuses on Q.931 message flows, while the Q931_Deliver process focuses on forwarding.

The H245ControlCenter, MSDSE, CESE_OUTGOING, CESE_INCOMING, LCSE_OUTGOING, LCSE_INCOMING and H245_Deliver processes are involved in exchanging H.245 messages.

MSDSE is the main entity responsible for master and slave determination message flows, as well as returning back to H245ControlCenter the result of determination. It also keeps track of internal state when two H.323 Endpoints are negotiating their master/slave relationship.

CESE_OUTGOING, CESE_INCOMING are a pair of processes for capability exchange. CESE_OUTGOING negotiates outgoing capability, while incoming capability is negotiated by CESE_INCOMING.

LCSE_OUTGOING, LCSE_INCOMING are a pair of processes for opening logical channels bi-directionally. LCSE_OUTGOING opens outgoing logical channel, while LCSE_INCOMING opens incoming logical channel.

The H245_Deliver process collects H.245 messages from these processes and delivers them to the network, and vice versa.

The H245ControlCenter is responsible for coordinating these processes to accomplish the whole task of H.245. If one of these tasks cannot step further, H245ControlCenter will return H245fail to EP_Controller. By means of H245ControlCenter, each component under the control of H245ControlCenter can be modified, replaced, or extended without causing modification of other components [7].
**H323 EP Block.** H323 EP block inherits from H323EP_SUPERTYPE and extends its features by adding new channels and new processes. Figure 7 depicts the internal structure of the H323EP block in SDL. The ep_control_channel is added for communication with the user to start a call. A new Media_Deliver process is introduced to transfer media data between the user and the network. The media_control_channel is used by the EP_Controller to control media flows and media capability. The internal behavior of the EP_Controller process is redefined in the H323 EP block. The EP_Controller process in the H323 EP block is a core component that mainly maintains the state of the whole call procedure and coordinates RAS process, Q931 process, and H245ControllerCenter process.

**IWF Block.** IWF block also inherits from H323EP_SUPERTYPE, and extends its features by adding new channels and new processes. Figure 8 depicts the internal structure of the IWF block. The Transaction_Controller process is introduced for transaction management of SIP commands. The Timer_Controller process is to maintain the timer and inform the Transaction_Controller process of time-out or time-expiration messages. The to_transaction_route_channel is added for exchange of SIP commands between the IWF_Controller process and the Transaction_Controller process. The timer_transaction_route_channel is added to connect the Timer_Controller process and the Transaction_Controller process for exchanging timer control messages. The sip_to_network_channel channel is added for communication with the network.

The internal behavior of IWF_Controller process is redefined in the IWF block. The IWF_Controller process in IWF block is a core component that not only coordinates RAS process, Q931 process, and H245Controller Center process,
but also maintains the state of the whole call procedure and is responsible for message mapping between SIP and H.323.

Because SDL provides object-oriented features to design systems, we use inheritance to design the H323EP block and the IWF block. The common structure of both H323EP block and IWF block is described in the H323EP Super Block type. In this way, it improves our model without redundancy and reduces our work. However, because the inheritance is not compatible with parameterized block type in our SDL support tool, ObjectGeode 4.0 [8], we cannot pass a parameter into H323EP Super block for EP Controller process to perform different behaviors according to different modes: standalone and collaboration with H323 Gatekeeper. We will verify the advanced features and simplify our model as further study.

**SIP EP Block.** Figure 9 depicts SIP EP block, which represents a SIP Endpoint. SIP EP block has four processes. The Transaction Controller process is used for transaction management by keeping in memory a list of SIP commands and SIP responses. It also starts a timer by sending a timer-start message to the Timer Controller process when a SIP command is sent to the network. It will stop the timer by sending a timer-stop message when the final response of the SIP command is received from the network. The Timer Controller process is responsible for maintaining the timer. When a timer times out or expires, it sends timer-timeout and timer-expiration messages to the Transaction Controller process. Command Controller process in SIP EP Block is a core process that is responsible for keeping all state of the whole procedure of session initiation. The
block type has four gates. The g_user and g_media data are used for communication with the end user. The g_sip and g_sip_ep media are for communication with the network.

The H.323 Gatekeeper Block. Figure 10 depicts H323 GK block. The H.323 Gatekeeper is not only responsible for assisting H.323 EP to register and resolve address, it also routes the call setup signaling (Q.931). Therefore, H.323 Gatekeeper also contains the module of Call Setup for H.323 EP to forward Q.931 messages. There are four processes in H323GK. GK_RAS process is used to maintain a registration table. GK_RAS_Deliver process is used to forward RAS messages and maintain a list of messages recently sent. The GK_Q931 process is used to query user information of H.323 EP or IWF from GK_RAS process, and sends Q.931 messages to the destination end user. GK_Q931_Deliver process is used to forward Q.931 messages.

The SIP Server Block. Figure 11 depicts SIP_SERVER block. SIP_SERVER block consists of three processes. Transaction_Controller is used for transaction management by keeping in memory a list of SIP commands and SIP responses. It also can enable or disable the timer in the Timer_Controller process by sending timer control messages. The Timer_Controller process is responsible for maintaining the timer. The Command_Controller process is used to maintain the user registration table and forward SIP messages from one SIP EP to the other one.

The Network1 Block. Two processes comprise the Network1 Block, which is used in the configuration where no H.323 gatekeeper and SIP server exist, The
TCP process is used to simulate the property of the TCP network, the UDP process is used to simulate the property of the UDP network that it will lose some UDP packets randomly.

**The Network2 Block.** Used in the configuration where the H.323 gatekeeper and the SIP server exist, the Network2 block inherits from Network1 block and extends Network1 block by adding channels in connection with H.323 Gatekeeper and SIP Server. Besides, the internal behavior of TCP process and UDP process are redefined in Network2 to adapt to the configuration with H.323 Gatekeeper and SIP Server.

2.2 Behavior Description

The dynamic behavior in an SDL system is described in the processes. Each process is described by an extended finite state machine (FSM). In our system
model, SDL can be used to realize the description of behavior of each process in terms of an FSM as follows.

Figure 12 shows the Finite State Machine of IWF Controller in IWF. Figure 13 shows a part of Process Diagram of IWF Controller in IWF. A call procedure is initiated when either QSETUP.indication is issued from the H.323 side or INVITE.indication is issued from the SIP side. When QSETUP.indication is received, if IWF is in registration mode (coexistence with H.323 GK and SIP Server), the admission procedure will begin by sending an ADMISSION.request message. If a REJECT.indication message is received, IWF Controller will send QRELEASE.request to stop the call procedure. If a CONFIRM.indication message is received, it means the admission procedure succeeds. If IWF is not in registration mode, the above admission procedure is ignored. IWF Controller will directly send INVITE.request to initiate session for the SIP side. If the final response is ok, it maps the SIP messages to H.323 messages by sending QCONNECT.request. By sending H245START.request it also begins the H.245 procedure. Once an H245SUCCEED.indication is received, it will then send ACK.request back to the SIP endpoint to inform that the H.323 endpoint is ready for media transmission. The media connection between the H.323 endpoint and the SIP endpoint is established at this time. Otherwise, if an H245FAIL.indication is received, it will send CANCEL.request to cancel the
session and send QRELEASE.request to stop the call setup procedure. When INVITE.indication is received, the call procedure is similar to the above, but in reverse direction. Besides, IWF_Controller will map the H.323 messages to the SIP messages.

After both endpoints have established media connection and IWF_Controller is into connecting state, the connection can be terminated by either receiving BYE.indication from the SIP endpoint or H245END.indication from the H.323 endpoint. If BYE.indication is received, it sends a response with ok to the SIP endpoint, and sends an H245END.request to the H.323 endpoint to release the call. If H245END.indication is received, it sends a BYE.request to terminate the session, and sends QRELEASE.REQ to disconnect the connection at the H.323 side.

The “composite state” advanced feature of SDL 2000, can make our FSM simpler and more readable. However, due to the limitation of our tool, Object-Geode 4.0, which can only support up to SDL 96, we could not introduce such features to simplify our model.

2.3 Time Constraints

SDL has a timer that can easily add time constraint conditions. This feature is important for real-time systems.

In some processes of our model, we use timer as one constraint condition. For example, in the CESE_OUTGOING process of the H323EP block, if the timer expires then the user is informed with the REJECT primitive and the outgoing CESE_OUTGOING process sends a TerminalCapabilitySetRelease message. In the Timer_Controller process of the SIP_EP block, when the timer...
expires, it sends timer-timeout and timer-expiration messages to the Transaction_Controller process for instructing Timer_Controller process to resend the SIP commands since the SIP commands may be lost because it is carried over UDP. All in all, the timer feature of SDL is important and necessary for analyzing real-time systems.

2.4 Data

We use many new datatypes to define complex data, such as the list of transactions, defined by an array. During modeling, we find that we have difficulty in using those data types because SDL-92 only provides limited data types and limited operations for those data types such as the string operations. It could be better if SDL can be extended to use some data type similar to C/C++ or java although SDL and many tools provide operations or methods that can be programmed by C/C++. The diversity of data representation and operation also improve generating code and implementation.

Fig. 14. Successful Scenario 1 Under Configuration 1 [3]
3 Simulation and Validation

3.1 Test Plan and Configuration

Once our system has been completely modeled by SDL, we can use Object-Geode [8] as a simulation and verification tool. ObjectGeode is a formal method toolset dedicated to analysis, design, verification and validation through simulation, code generation and testing of real-time and distributed applications. ObjectGeode can verify that the system works as expected with a limited number of nominal cases described by MSC. The aim of verification is to determine whether the SDL model will run reliably. In addition, model checking is achieved by ObjectGeode to run the model automatically to highlight errors such as deadlocks, livelocks or dead code.

ObjectGeode provides three techniques for simulation and verification: static checking, interactive simulation, and exhaustive simulation. Static checking is provided to check the SDL model against SDL static semantics: data type checking and connection checking. Static checking can also use MSC models to check against the SDL model from the point of view of static semantics. Interactive simulation can provide dynamic checking under the control of the user. The user plays the role of the environment to send external signals. Interactive simulation can provide a step-by-step way to simulate a model, and it can generate MSC. Exhaustive simulation provides automatic and random execution of state transitions and generates long simulation scenarios.

We use Message Sequence Chart (MSC) [9] to show interactions between system components. MSC diagrams provide a clear description of system communication in the form of message flows. A set of MSC diagrams cover partial system behavior. A collection of MSC diagrams may be used to give a more detailed specification of a system. These language constructs in MSC are instance, message, environment, action, timer set, timer reset, time-out, instance creation, instance stop, and condition. The standardized MSC language offers a powerful complement to SDL in describing the communication between different blocks and processes of an SDL-system.

Because one of our goals in this paper is to test the pre-determined scenarios specified in the draft of Interworking between SIP-H.323, we manually generated the following MSC scenarios based on the draft of interworking between H.323 and SIP for “simple call” to validate the model. Our MSC scenarios can also be used in simulation and validation with our SIP-H323 SDL model as the constraint conditions to verify against our model. More detailed MSC can be automatically generated by ObjectGeode during simulation and validation.

We use two configurations to simulate the system of interworking between H.323 and SIP. One configuration is without the assistance of H.323 gatekeeper and SIP server, i.e., no registration procedure is needed on either side. The other configuration includes H.323 gatekeeper and SIP server. Under this configuration, the H.323 endpoint and the SIP endpoint need to register in their administration domain area respectively before any call setup is attempted. The IWF should also register with both the H.323 gatekeeper and the SIP server.
before it can be involved in any call setup or session initiation procedure. In this case, the IWF can be considered as an H.323 gateway in H.323 and a SIP endpoint in SIP.

Figure 14 shows a scenario case where a call is initiated from H.323 EP to the SIP EP under configuration 1 [3]. Figure 15 shows another scenario case where a call is initiated from SIP EP to H.323 EP under configuration 1 [3].

Figure 16 shows one successful scenario case of a call initiated from H.323 EP to the SIP EP under configuration 2. Figure 17 shows another scenario case of a call initiated from SIP EP to H.323 EP under configuration 2.

3.2 Simulation

We use the system SIP_H323_Interwork1 to simulate our model. The system consists of one H.323 Endpoint block, one SIP Endpoint block, and one IWF block. We also include one network block as a modeling of the environment. Thus, the whole system is regarded as a closed system. The call establishment procedure can be initiated from both directions.

We use system SIP_H323_Interwork2, inherited from SIP_H323_Interwork1, to simulate our model. H323_EP and SIP_EP are configured as registration mode so that both can send registration messages to H323_GK and SIP_SERVER respectively. The system also adds an H323_GK block and a SIP_SERVER block. The Network block is extended to support H323_GK and SIP_SERVER. Likely, we chose the following two scenarios to validate the model.
In our simulation, we use interactive simulation to simulate most of the successful scenarios as the above figures and unsuccessful scenarios specified in the draft of Interworking between H.323 and SIP under the different configurations. We use those scenarios as a case study to validate our design against some of the specific properties of our model.

3.3 Validation

We only did interactive simulation to verify if the pre-determined scenarios can be run by our model. It is not surprising no errors were found since we did not do exhaustive simulation and verification.

With the above scenarios, we have covered all the protocol primitives specified as well as all important scenarios. Furthermore, we have decided to send data along the media channel to verify that the call and media connections have been successfully established between the H.323 EP and the SIP EP, and that the session description has been successfully negotiated and exchanged between the H.323 EP and the SIP EP via the IWF. We generate a number of MSC for these scenario case studies to check the system protocol functionality at each stage. We also trace the exchange of signals between the processes. From the MSC, we are concerned with checking that the proper signal is being produced and transmitted from the module involved, e.g., IWF translates H.225 (Q.931) call signaling messages into session initiation messages. We verify the message mapping and state transitions mentioned in the draft of interworking between H.323 and SIP. We find that none was violated.
4 Conclusion and Future Work

As a case study of SDL, we have modeled and verified the proposed Interworking Facility (IWF) between H.323 and SIP, for two different configurations, using SDL and MSC. All critical components of the IWF, the H.323 endpoint, the SIP endpoint, the H.323 gatekeeper, and the SIP server have been specified. We have defined all the internal behavior of our processes by specifying the finite state machine mentioned in the Internet Draft in SDL. Then, we use interactive simulation to simulate and verify the properties of our model, by comparing against the dynamic behavior specified in the MSCs. Moreover, the combination of SDL and MSC provides a simple and very efficient method for validating the design of the IWF. We have verified that the IWF, as specified in SDL, operates in accordance with the various successful and unsuccessful scenarios given in the Internet Draft, for two representative configurations. In addition to modeling the call setup exchanges, we have modeled the media channels, to permit verifying the entire operation.

The use of SDL has permitted us to describe H.323, SIP, and the IWF in a precise, yet understandable way. We have found that the structure of SDL has made model enhancement easy because SDL provides object-oriented features to design systems. However, because the SDL tool ObjectGeode we used can not support the inheritance with parameterized block type together, we could not obtain more simplified model from ObjectGeode 4.0. We will simplify our model as future work. Furthermore, due to the limitation of our SDL tool, which only claims support up to SDL 96, we have no opportunity to use composite state and
other advanced features of SDL 2000 to simplify our model, but we do foresee its advantage and will study it further. As to data type, although SDL 2000 has introduced many new data type, we suggest that SDL can be improved more to manipulate a variety of data type similar to C/C++ or java by providing more default operation because the diversity of data representation and operation will improve generating code and implementation. Finally, we will also study our model further by using exhaustive simulation for validation.
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Abstract. This paper describes the formal approach to modeling IETF Session Initiation Protocol (SIP) and its services in SDL. The main objective is to discover the advantages and shortcomings of using a formal language such as SDL to model an IETF application signaling protocol: SIP. Evaluating the feasibility of using CASE tools such as Telelogic Tau in modeling a protocol as complex as SIP is also the interest of this study. By creating an “Abstract User” interface, we discover the importance of use case analysis in specifying SIP services more precisely. In addition, the object-oriented extension in SDL-96 has been applied to some extent in the modeling process; we create an SDL framework that allows us to reuse and to add SIP services to the core protocol more easily by applying SDL type inheritance in our model. Furthermore, we discuss enhancements that may be made to the SDL language and Tau tools to improve the modeling experience of IETF protocols.

Keywords: SIP, Internet Telephony, UML, Use Case, SDL, MSC, Telelogic, Software Specification, Design Methodology

1 Introduction

With the increasing popularity of voice chats and Internet long distance calls, many companies foresee Internet telephony and voice applications would be a high revenue growth segment of the telecommunication market in the next few years. In the Internet telephony world, many researchers believe the IETF Session Initiation Protocol (SIP) is the emerging Voice over IP (VoIP) signaling protocol that can compete against ITU H.323 protocol suites [1, 2]. SIP was originally designed as a simple call setup and handling protocol between user terminals. However, it has also been extended to address VoIP signaling at carrier-grade level and customer-premise telephony applications. Although researchers believe many new types of voice applications can be built with SIP, the flexibility of the SIP header and its unique user agent-proxy architecture would complicate the problem of feature interactions [4, 5, 6]. Thus, we have developed an SDL model of SIP and its sample services [1, 3] to investigate the feature interaction problem. However, the emphasis of this paper is to discuss our experience of modeling a semantic rich application protocol like SIP using
the SDL language and the CASE tool called Telelogic Tau [7]. The feature interaction problem is beyond the scope of this paper. Furthermore, we have used version 4.3 and 4.4 of Telelogic Tau in our modeling exercise. The next generation version of Telelogic Tau called “Tau G2” was still under development by Telelogic Inc. and was unavailable to us.

This paper is organized as follows: Section 2 presents an overview of the SIP protocol. Section 3 gives an overview of our design methodology which is further detailed in the subsequent sections. Section 4 explains the steps of applying use case analysis and deriving our use case scenarios. Section 5 describes the process of converting sample service call flows into Message Sequence Charts (MSC) which represent important test case scenarios. Section 6 details the structural design of the model. Section 7 illustrates the behavior specification of the SIP model. Section 8 explains the steps of validating and verifying the SDL model using an SDL CASE tool called Telelogic Tau. Section 9 discusses potential enhancements to and our experience using SDL and Tau tools to model SIP. Finally, the paper ends with a conclusion and discussion of future work.

2 Overview of SIP

SIP (Session Initiation Protocol) is an application-layer multimedia control protocol standardized under IETF RFC 2543 [1]. Similar to most World Wide Web protocols, SIP has an ASCII-based syntax that closely resembles HTTP. This protocol can establish, modify and terminate multimedia sessions including multimedia conferences, Internet telephony calls, and similar applications. SIP can also initiate multi-party calls using a multipoint control unit (MCU) or fully meshed interconnections instead of multicast. SIP offers five facets of establishing and terminating multimedia communications [1] but we focus only on call setup and call handling in this research because they are the central functions of any telephony services and offer interesting behaviors for formal modeling. Call setup is defined as the establishment of call parameters at both called and calling party. Call handling is defined as the ability to manage mid-call and third-party call control such as call transfer and call waiting, after the initial call has been setup and to manage termination of these calls.

Under the SIP model, signaling parties communicate with each other through asynchronous messaging. Because SIP is a transport-independent signaling protocol, SIP messages can be transferred via UDP, TCP, or other transport protocols. There are three types of messages: request, response, and acknowledgment. In a basic two party call setup as illustrated in Fig. 1, the initiator ‘A’ sends an “INVITE” request to the called party ‘B’ to establish a unicast multimedia session (a conference call would require multicast sessions). The “METHOD” field in a SIP request message indicates the action to be performed, and in this case, “INVITE” is the typical call setup and handling SIP request action. Then, the called party would generally reply with one or more appropriate response messages, and the caller would finally acknowledge the final “OK” response by sending an “ACK” message (which is considered as a special request message) to
the called party. Upon reception of the “ACK” message, the voice media would be established between the two parties [1].

To cancel a previous request, the request initiator may send a “CANCEL” request message to the called party. To terminate an existing session, the member of the session who desires to terminate the session can send a “BYE” request message to the other party. In an N-party call session, the initiator of a SIP request does not necessarily have to be a member of the session to which it is sending the invite. Media and participants can be added to or removed from an existing session by sending “INVITE” message(s) with new parameters in the SDP [8] after the initial call setup. To register the location of the session member, the member can send a “REGISTER” message to a SIP registrar that serves as a lookup directory. There are other SIP methods that have been defined, for example, “INFO”. Additional SIP methods can also be added to the standard [1]; however, these are beyond the scope of this paper.

In SIP terminology, a call consists of all participants in a conference invited by a common source. A SIP call is identified by a globally unique call-id. Thus, if a user is, for example, invited to the same multicast session by several people, each of these invitations will be a unique call. However, after the multipoint call has been established, the logical connection between two participants is a call leg, which is identified by the combination of “Call-ID”, “To”, and “From” header fields. A point-to-point Internet telephony conversation maps into a single SIP call. In a call-in conference using an MCU, each participant uses a separate call to invite himself to the MCU. The sender of a request message or the receiver of a response message is known as the client, whereas the receiver of a request message or the sender of a response message is known as a server. A user agent (UA) is a logical entity, which contains both a user agent client and user agent server, and acts on behalf of an end-user for the duration of a call. A proxy is an intermediary program that acts as both a server and a client for the purpose of making requests on behalf of other clients. A proxy may process or interpret requests internally or by passing them on, possibly after translation, to other servers (Fig. 1). A reader should not confuse the SIP client and server with the initiator (caller or originator) and callee.

Fig. 1. User Agent A calls B via Proxies X and Y
A user agent or a proxy is said to contain both client and server and can act as either a client or a server, but not both simultaneously in the same transaction [1].

What makes SIP interesting and different from other VoIP protocols are the message header and body. Like HTTP, a SIP message, whether it is a request, response, or acknowledgment message, consists of a header and a body. A sample “INVITE” request message body is shown in Fig. 2:

The top portion of the message is the message header. The first line is the request line, which contains the Method name ‘INVITE’, the Request-URI (ken@site.uottawa.ca), and the SIP Version. The Request-URI names the current destination of the request. It generally has the same value as the “To” header field but may be different if the caller is given a cached address that offers a more direct path to the callee through the “Contact” field. The “From” and “To” header fields indicate the respective registration address of the caller and of the callee. They usually remain unchanged for the duration of the call. The “Via” header fields are optional and indicate the path that the request has traveled so far. This prevents request looping and ensures replies take the same path as the requests, which assists in firewall traversal and other unusual routing situations. Only a proxy may append its address as a “Via” header value to a request message. When the corresponding response message arrives at a proxy, the proxy would remove the associated “Via” header from the response message header. The “Record-Route” request and response header fields are optional fields and are added to a request by any proxy that insists on being in the path of subsequent requests for the same call leg. It contains a globally reachable
Request-URI that identifies the proxy server. “Call-Id” represents a globally unique identifier for the current call session. The Command Sequence (“CSeq”) consists of a unique transaction-id and the associated request method. It allows user agents and proxies to trace the request and the corresponding response messages associated with the transaction. The “Content Type” and “Content-Length” header fields indicate the type of the message body’s content and the length of the message body measured in bytes.

The sample response, excluding the associated SDP body in Fig. 2, indicates a success 2XX response (2XX is a success response code in the range of 200 and 299) returned by the callee. The first line of a response message is the status line that includes the response string, code, and the version number. It is important to note that “Via” header fields are removed from the response message by the corresponding proxies on the return path. When the calling user agent client receives this success response, it will send an “ACK” message that has a very similar format as the “INVITE” request message, except the Method name would be “ACK” instead of “INVITE” in the request line. Note that SDP is not required in the body of the “ACK” message.

We have discussed only some of the key header fields in SIP. There are many header fields available in SIP and the header can become very complex. The associated RFC [1] is recommended for further details on SIP. In addition, the SIP community has specified a variety of traditional telephony services for SIP in [3, 9, 10]: Call Forward Busy (CFB), Call Waiting (CW), Originator Call Screening (OCS), Terminating Call Screening (TCS), ... In the case of CFB, user ‘A’ calls user ‘B’ who is busy and replies with a busy response message. Then, the proxy will forward the call to user ‘C’. Because we have implemented very few advanced Internet telephony services (such as Call Forking), we will use CFB as the sample SIP service to describe our modeling approach in the subsequent sections.

3 Design Approach

Though the end result of this formal modeling exercise is to produce an SDL [11] model that serves as a formal specification of SIP and some of the sample services, the modeling exercise fits into a bigger picture: the overall development process to develop reliable SIP implementation. Before we dive right into the details of the SDL model, we present the overall design approach that we use in this project. Not surprisingly, the process is highly iterative by nature because the specifications of SIP services are a collection of informal textual service descriptions and sample call flows that do not offer all the detailed requirements up front. The process is best described in Fig. 3, as a typical software development lifecycle, except it has incorporated formal modeling.

Tools that are based on formal methods can be used to ensure the final SDL model would meet these requirements. In a large project, we believe a system modeling team takes the responsibility of building system models and verifying that all requirements, particularly performance requirements, can be met. The
system model serves as the final specification resulting from the requirement analysis. The design and implementation teams may use tools to synthesize the implementation or manually translate the specification to code. In this paper, the focus is on the generation of message sequence charts as both our use case scenarios and test cases, and the modeling of SIP and its services as a SDL system model. Synthesis is beyond the scope of this paper.

After the sample service scenarios are translated to message sequence charts, an SDL model of SIP and selected services is created. We found that it is useful to define three sets or versions of the SDL models:

1. the initial model;
2. the version that complies with the published specification (the standard model);
3. the refined (final) version that includes the preventive measures for feature interactions (the refined model).

In Fig. 4, we show that the initial models involve validation of each feature against MSC test cases. Then, the standard model is checked for feature interactions. Finally, the refined model is produced.

The approach to model SIP and its services begins with modeling the core signaling functionality of SIP; we call this the basic (telephony) service of SIP. The basic service includes establishing a two party call, terminating a two party...
call, suspending the call, presenting dial tone, busy signal, no answer signal, ringing, and alerting signal. The user agent and proxy are the only SIP entities that are modeled. After we complete the basic service, we add additional SIP services such as multi-party call signaling features (call redirection, forwarding, and holding (suspending)) to the model. These protocol features are essential to enabling the development of more complex telephony features such as CFB, CW, OCS, TCS, etc. Advanced Internet telephony features such as Call Forking (CF) and Auto-callback (ACB) will be added at the later stage. The complete SDL model consists of over 60 pages of diagrams, thus only selected diagrams will be presented in this paper.

4 From Use Case Diagrams to Use Case Scenarios as MSC

We begin our modeling exercise with use case analysis. The following subsections describe how use case diagrams and use case scenarios are derived from existing informal service specifications [3, 9, 10].

4.1 Defining Use Cases

Our use cases are defined in forms of use case diagrams [12]. They are based on the informal call flow diagrams and textual service specification described in various IETF documents [3, 9, 10]. Each actor in our use cases has a specific role in a service; Figure 5 shows the use case diagram of Call Forward Busy (CFB).

In this example, there are three distinct actors (originator, forwarder, and participant/forwardee). In Sect. 5, we show an originator corresponds to the user agent process SipUserAgent1. The forwarder corresponds to the user agent process SipUserAgent1. The forwarder corresponds to the user agent process SipUserAgent1. The “indicate busy” use case extends the “make a call” use case. The “extend” relationship is used to describe additional functionality that the extended use case has. We will show how use case scenarios can be derived from such user case diagram in the next section.

![Use Case Diagram of Call Forward Busy](image-url)
4.2 Defining Use Case Scenarios as MSC

Since the IETF drafts have provided a call flow diagram or success scenario for each sample service in graphical notation [9], we can translate these scenarios into message sequence charts. However, we note that these call flow diagrams only include the sequence of exchanged SIP messages at the protocol level. They do not represent service scenarios in the sense of use cases. In the previous section, we show how we apply use case analysis and come up with use case diagrams.

Following standard practice of software engineering, we think that it is important to define service usage scenarios at the interface between the user and the system providing the communication service. We have therefore associated each use case (“make a call”, “indicate busy”, “forward call on busy” ...) to a partial trace of a certain call flow scenario. Then, a use case diagram which

![Image of MSC diagram]

Fig. 6. Call Forward Busy Use Case Scenario
contains the relationships between use cases and actors represents a full trace of a service. Thus, we can translate a use case diagram to at least one service usage scenario. As an example, Fig. 6 shows a use case scenario (service usage scenario) of CFB, which corresponds to the use case diagram in Fig. 5 and also to the call flow diagram of CFB found in [9]. We have also defined an abstract user interface (see Sect. 6.3) which represents the interactions at the service level. These interactions between the users and the SIP system describe use case scenarios of SIP services. The users are the actors of the use case scenarios and are represented by the environment env_0 in SDL.

5 Converting Call Flows to MSC as Test Case Scenarios

The combination of the use case scenario with the corresponding scenario of exchanged SIP messages from [9] is represented in Fig. 7. We may call such a combined scenario a service and protocol scenario. It can be used as a test case for validating the SDL specification of the SIP protocol, as explained in Sect. 8.

After having defined our use case scenarios, which correspond largely to the call flow diagrams that we found in [9], we can combine the use case scenario with the corresponding scenarios of exchanged SIP messages from [9]. Figure 7 shows such an MSC corresponding to the use case of Fig. 6. We may call such a sequence chart a “combined service and protocol scenario”. Such a combined scenario may be used as a test case for validating the SDL specification of the SIP protocol, as explained in Sect. 8. The test cases are written as message sequence charts because we use the Telelogic Tau’s Validator to verify our SDL model against the combined scenario.

The sample call forward busy described in the IETF SIP Service Example draft [3], which is shown in Fig. 7, is used to demonstrate our process of converting informal requirements to message sequence charts. In Fig. 7, user ‘A’ calls user ‘B’ who is busy and replies with a busy response message. Then, the proxy forwards the call to user ‘C’. Because Fig. 7 can be used as a test scenario MSC against which the model is verified, such test scenario must be a complete trace which includes the initialization phase of the simulation. However, the initialization phase (sequence NewInstance, Whoami, Id, and Ready of operational management signals, see Sect. 6.1) is not part of the service specification; it is our invention to facilitate simulation and verification of the model.

The call flow diagram and the service requirements of call forwarding described in [10] can be used in conjunction for creating a formal call forward busy specification. Before we begin developing the SDL model, we need to articulate the requirements in formal notations. The first step is to convert the call flow diagram to a syntactically correct message sequence chart. In Fig. 7, the method name of the request message (‘INVITE’) is converted to an SDL signal (or MSC message). The SIP message parameters would become the signal parameters. Also, we can use co-regions to express the general ordering of messages because the SIP RFC indicates that the arrival of a call setup response message such
Fig. 7. Call Forward Busy Test Scenario in IETF SIP Service Examples Draft

as ‘TRYING’ or ‘RINGING’ can be out of order. However, we decided that we could not use co-regions in our message sequence charts because Tau does not support co-regions in the validation process. The symbol of instance end is used to end all instances in our message sequence charts because it defines the end of the description of an instance in MSC; it does not define the termination of the instance.

An action that describes the interaction between a SIP entity and a non-SIP entity is written as a signal/message from a SIP entity to the environment in our message sequence charts. For example, ConnectVoice is a signal that is sent from the user agent to the media controller to establish RTP voice streams. The SelectLine signal is used to select the line on the phone. Evidently, our use case
scenarios written as message sequence charts together with the SDL model give a more precise formal service specification of SIP services than the IETF drafts.

After we have developed the SDL system model for SIP, we would verify the model against these message sequence charts which serve as the basic SIP compliant test cases for the system model. The final system model that includes all the preventive measures for feature interactions is the specification of the SIP protocol entities. The SDL model may also be used to synthesize the code base, but it is beyond the scope of this paper.

6 Defining the Structural Model

In this section, the structural definitions of the SIP entities are discussed. The relationship between modeled entities, their interfaces, and attributes are considered parts of the structural definition. A SDL system represents static interactions between SIP entities. The channels connected between various block instances specify the signals or SIP messages that are sent between user agents and/or proxies. Block and process types (SipUserAgentType, SipProxyType ...) are used to represent SIP entity types such as user agent and proxy. In addition, the Tau tool Organizer component [7] allows the service designer to partition the specification into a number of modules, called SDL Packages. SDL Packages are used to package SDL entities for reuse.

6.1 Core SIP Entities

The following subsections describe the two main SIP entity types in the model: User Agent and Proxy.

User Agent. A SIP User Agent contains both, what is called in SIP, a user agent client (UAC) and a user agent server (UAS). Since a user agent can only behave as either a UAC or UAS in a SIP transaction, the user agent is best represented by the inheritance of UAC and UAS interfaces. The inheritance relationship is modeled using separate gates (C2Sgate and S2Cgate) to partition the user agent process and block into two sections: client and server. The Envgate gate manages the sending and receiving of “Abstract User” signals between the user agent and the environment (see Fig. 8). An instantiation of a block type represents an instance of a SIP entity such as user agent or proxy, and contains a process instance that describes the actual behavior of the entity. The process definition file contains the description of all the state transitions or behaviors of the features to which the SIP entity has subscribed. In addition, each SIP entity must have a set of permanent and temporary variables for its operations. In the case of a user agent, the permanent variables store the current call processing state values of the call session (To, From). The temporary variables store the values of the consumed messages for further processing.
Proxy. Similar to a user agent, a proxy consists of client and server portion. It tunnels messages between user agents but also intercepts incoming messages, injects new messages, or modifies forwarding messages on behalf of the user agent(s). A proxy is also a favorite entity to which features are deployed. If a proxy needs to keep track of the states of a session for a feature, it is considered a stateful proxy, and vice versa. A SIP Proxy has four gates that interact with user agents or proxies: client-to-proxy (C2Pgate), proxy-to-client (P2Cgate), server-to-proxy (S2Pgate), and proxy-to-server (P2Sgate). The Envgate gate manages the sending and receiving of “Abstract User” signals between the user agent and the environment (see Fig. 8).

In our SDL model, we use different SDL systems to represent different structural bindings between SIP entities and to simulate a particular set of call scenarios. The most complex system in our telephony model (see Fig. 8) realizes...
the concept of originating and terminating user endpoints. It contains an originating user agent block, a proxy block, and a terminating user agent block. The originating block contains all the user agent process instances that originate SIP requests while the terminating block contains all the user agent process instances that receive these requests. Upon receiving a request, a terminating user agent would reply with the corresponding response messages. It is important to note that only the originating user agent and proxy instances can send SIP requests (including acknowledgments).

All blocks are initialized with one process instance. During the simulation, a NewInstance "Misc User" signal can be sent to a process instance to create a new process instance. Signals such as NewInstance, Whoami, Id, and Ready’ are not “Abstract User” signals. They are created for the purpose of operational management, configuration and administration. We grouped all non-SIP signals to the Envgate’ gate. We believe it was an oversight. We should have created different gates for different types of environmental signals. This would be a part of our future work.

Before the first “INVITE” message is sent, the environment must initialize each user agent and proxy instance with a unique Internet address by sending them a message called Whoami. The user agent instances would in turn send an Id message along with its Internet address and process id (Pid) to the proxy. Thus, the proxy can establish a routing table for routing signals to the appropriate destinations during simulation. Similar to the user agent, a proxy has a set of permanent and temporary variables for its operations. In Fig. 9, we have a block interaction diagram that describes the relationship between the process set and its block.

6.2 SIP Messages

In this case, SIP messages are defined as SDL signals in the SIPMessage package. We have defined only the main header fields of the SIP header because we are interested in only the operation (method) and the endpoints of the call session. These fields in a SIP message are represented by the corresponding signal parameters. Since we could not find any SDL package that supports linked list data structure in Tau, the number of variable fields such as ‘Via’ and ‘Contact’ are fixed in our model. Complex data and array types of SDL have been tried for this purpose, but were dropped from the model because they may cause the Tau validation engine to crash. Instead, we used a fix number of parameters to simulate these variable SIP header fields.

6.3 Abstract User Interface

As mentioned in Sect. 4, a set of user signals (see Fig. 10), that is not part of the SIP specifications [1, 3, 9], has also been defined here to facilitate simulation and verification. They represent the interface between the user and the local IP-telephoney equipment in an abstract manner; we call this interface the “Abstract User interface”. The modeling of these user-observable behaviors is essential to
describe feature interactions; however, the SIP protocol messages described in the SIP standard do not describe these user interactions properly. For example, an INVITE message in SIP may play different roles. It is more than just a call setup message; for instance, it may be used for putting the call on hold in the middle of a call (mid-call features) [3]. To make the simulation as realistic to real phone calls as possible, the “Abstract User Interface” includes signals such as Offhook, Onhook, Dial, SelectLine, CancelKey, RingTone, AlertTone, TransferKey which relate to the actions that are available on most telephones units on the market (see Sect. 4 and Fig, 6).

The parameters of each “Abstract User” signal are designed to give an unambiguous semantics to a user action. For example, the ConnectVoice signal has five parameters: From’s user and domain, To’s user and domain, and call-id. These parameters mark the logical endpoints of a call segment, which is used by a media controller to establish a voice stream between the two hops. All the out-
package SipMessages

BasicUserSignals_Defs(4)

/* Author: Ken Y. Chan */
/* Group: University of Ottawa SITE */
/* Copyright @2002 */

/* Basic User Call Control Signals */
/* e.g. SelectLine(<globally unique call id>) */
/* Dial(<sip destination address>) */
SIGNAL OnHook, OffHook, SelectLine(Charstring), Dial(Charstring, Charstring);
SIGNAL HoldKey, MuteKey, CancelKey;

/* Misc User Signals */
/* e.g. Whoami(<the useragent uri>) */
/* SetBusyStatus(boolean) − activate or deactivate user presence status */
SIGNAL Whoami(Charstring, Charstring), Id(Charstring, Charstring, PId), Ready, NewInstance;
SIGNAL SetBusyStatus(boolean), SetCallForkStatus(boolean), SetProxy(Charstring);

/* Basic Media Control Signals */
/* e.g. ConnectVoice(<originator (from) uri>, <destination (to) uri>, <call id>) */
/* DisconnectVoice(<originator (from) uri>, <destination (to) uri>, <call id>) */
/* e.g. MuteVoice(<originator (from) uri>, <destination (to) uri>, <call id>) */
SIGNAL ConnectVoice(Charstring, Charstring, Charstring, Charstring, Charstring);
SIGNAL DisconnectVoice(Charstring, Charstring, Charstring, Charstring, Charstring);
SIGNAL MuteVoice(Charstring, Charstring, Charstring, Charstring, Charstring);

/* Audible Signals */
/* Tone−based signals are audible only when the headset is off hooked. */
/* Other signals are audible or observable only when the headset is on hooked. */
SIGNAL Alerting(Charstring), OnHoldSign(Charstring);
SIGNAL RingTone(Charstring), BusyTone(Charstring), DialTone(Charstring);
SIGNAL MusicOnHoldTone(Charstring), WaitingTone(Charstring);
SIGNAL PlsHangUpTone(Charstring), NoAnswerTone(Charstring);

/* Signal Lists */
SIGNALLIST PhoneSendSignals1 = Dial, SelectLine, HoldKey, MuteKey,
CancelKey, OnHook, OffHook;
SIGNALLIST PhoneReceiveSignals1 = Alerting, OnHoldSign, RingTone,
BusyTone, DialTone, MusicOnHoldTone, WaitingTone,
PlsHangUpTone, NoAnswerTone;
SIGNALLIST MGCRceiveSignals1 = ConnectVoice, DisconnectVoice, MuteVoice;
SIGNALLIST BPhoneSendSignals = (PhoneSendSignals1);
SIGNALLIST BPhoneReceiveSignals = (PhoneReceiveSignals1),
(MGCRceiveSignals1);
SIGNALLIST User2UAmsgs = (BPhoneSendSignals);
SIGNALLIST UA2UserMsgs = (BPhoneReceiveSignals);

Fig. 10. “Abstract User” Interface (Signals)

put signals have the call-id as their parameter that represents the line number of the call.

Finally, one may ask how these high-level “Abstract User” signals are connected to the protocol’s low-level primitives (SIP messages). We initially considered having a dedicated process in each SIP entity block (SipUserAgentBlockType and SipProxyBlockType) to map these user signals to SIP signals which are managed by another dedicated process (SipUserAgent and SipProxy). However, we found it would introduce unnecessary complexity to the design so we abandoned the approach. Instead, each block type has one process which contains all the behavior of the block type. The mapping between “Abstract User” signals and SIP signals is simple. In Sect. 7, Fig. 11 shows when the user agent receives a HoldKey “Abstract User” signal at the Connect_Completed state, it updates its
state variables, sets the timer, and sends the corresponding \textit{Invite} message to the destination. Then, the user agent would make a state transition from the \texttt{Connect\_Completed} state to \texttt{SentOnHold} state.

Similarly, when the originating user agent receives a success response from the destination, the user agent would cancel the timer and send the corresponding \texttt{OnHoldSignal} signal to the environment (the caller phone alerts the user with an On-hold tone). Finally, the user agent would make a state transition from the \texttt{SentOnHold} state to the \texttt{OnHold} state. In general, the mapping between “Abstract User” signals and SIP signals is based on a relationship of trigger events and actions. For example, an “Abstract User” signal can trigger the sending of a SIP signal, and vice versa. We will explain this in more detail in Sect. 7.

7 Behavior Specification

7.1 User Agent Process Specifications

In general, a SIP feature or service is represented by a set of interactions between users and the user agent processes, and possibly the proxy processes. Each process instance plays a role in a feature instance. A process instance contains state transitions which represent the behaviors that the process instance plays in a feature instance. In our model, we capture the behavior of a SIP entity in an SDL process type (such as \texttt{UserAgentType}). The first feature we model is the basic SIP signaling functionality, also known as the basic service. Each process type has state transitions that describe the basic service. In the case of a user agent, the process includes the UAC and UAS behavior. We define a feature role as the behavior of a SIP entity that makes up a feature in a distributed system. A feature role is invoked or triggered by trigger events. The entry states of a feature role in a SIP entity are the states for which the trigger events are defined as inputs. For example, the on-hold feature can be triggered in the \texttt{Connect\_Completed} (entry) state by an \texttt{INVITE} message with ‘ONHOLD’ as one of its parameters (Fig. 11). After the invite message is sent, a response timer is immediately set. Then, the user agent is waiting for the on-hold request to be accepted. When the other user agent responds with an OK message, the requesting agent would cancel or reset the response timer and inform the device to display the on-hold signal on the screen.

In general, trigger events are expressed as incoming signals; whereas pre-condition, post-conditions, and constraints are expressed as enabling conditions or decisions. Actions are tasks, procedure calls, or output signals. As a triggering event is consumed by the user agent process, the parameters of the event may be examined along with the pre-conditions of the feature. Then, actions such as sending out a message and modifying the internal variables may be executed. Post-conditions and constraints on the action may also be checked. Finally, the process progresses to the next state.

Although we have described the skeleton of the model (systems, blocks, data variables in processes), we have not defined the essential behavior of the model,
which is defined by the state transitions of the processes. The question is how
to come up with the state transitions for the “initial” models. Since we have
a message sequence chart describing the success scenario of a two party call, we
assign a unique state to each input and output of the instance type (user agent
or proxy type). For example, if Connect Request state is the current state and we
have received a HoldKey signal, we would send an Invite request to the other user
agent. We do not put any timers in the initial model because we would like to
produce a simple rapid prototype model that we can experiment with. However,
we add timers (e.g. response timer) to the standard and refined models.

A state transition occurs when 1) an “Abstract User” signal is received from
the environment, 2) a request or response message is received, or 3) a continuous
signal is enabled. The so-called Continuous Signal in SDL is used to model the
situation in which a transition is initiated when a certain condition is fulfilled. For
example if the UAS is busy, the boolean isBusy would be true in the Server_Ring

Fig. 11. SipUserAgent Sending OnHold
state. The UAS would immediately send the BUSY response to the caller. This way, we would not have to worry about the timer expiration because we do not need to send a busy toggling signal to simulate busy during a simulation. An asterisk ‘*’ can be used in a state and signal symbol to denote any state or any signal; its semantics is equivalent to a wildcard. A state symbol with a dash ‘-’ means the current state. Error handling, such as response timer expiration, can easily be modeled with SDL timers and a combination of ‘*’ and ‘-’ state symbols. For example, when the response timer expires, a timeout message would be automatically sent to the input queue of the user agent process. The expiration of the response message is generalized as the situation in which the receiving end does not answer the request in time. Thus, a NoAnswer signal is sent to the environment. Finally, the process can either return to the previous state or go directly to the idle state through the Jump_Idle connector in this case.

Moreover, we can add additional features or services such as CFB, OCS, and other services, to the system. To add behaviors of additional features to a process type, we can subtype a “basic” process type such as UserAgentType. The derived type has the same interfaces and also additional state transitions [13]. We do not want to add new interfaces (signal routes) to the process types because we do not want to change the interfaces of the block types. If a feature requires new SIP methods and response codes, we would not need to change the interfaces because method names and response codes are simply signal parameters in our model. Thus, we avoid the need to add new interfaces whenever a new feature is defined.

7.2 Proxy Process Specification

A proxy is different from a user agent because a proxy processes messages exchanged between user agents or proxies. We model the proxy also as an entity to which telephony features may be deployed. The proxy performs a predefined set of actions based on the header information (e.g. originator and destination addresses) of the incoming message(s). A proxy listens for response messages from the terminating user agent and forwards the response message to the originating agent based on the routing information that was set during the initiation phase of the simulation.

In summary, a state model of SIP and its sample services can be derived from message sequence charts. Many protocol features such as timer expiration, parameter checking, sending and receiving messages can be mapped to equivalent structures in SDL. The object-oriented extension to SDL allows specialization of telephony services. Thus, SDL is suitable in modeling telephony services. In the next section, we will examine the validation and verification process.

8 Verification and Validation

The SDL specification that has been discussed in the previous subsection was constructed using the Telelogic Tau tool version 4.3 and 4.4 [7]. Tau offers many
verification or reachability analysis features: bit-state, exhaustive, random walk bit state exploration and verification against a given MSC. Bit-state exploration is particularly useful and efficient [14] in checking for deadlocking interactions because it checks for various reactive system properties without constructing the whole state space as the exhaustive approach does.

We verified our SDL model of SIP mainly by checking whether the model would be able to realize specific interaction scenarios which were described in the form of Message Sequence Charts (MSCs) [7, 15] (see Sect. 5). In fact, we used the scenarios described informally in [1, 3], and rewrote them in the form of MSCs. Then we used the Tau tool to check that our SDL model was able to generate the given MSC. An MSC is verified if there exists an execution path in the SDL model such that the scenario described by the MSC can be satisfied. Thus, an MSC in Tau is considered as an existential quantification of the scenario. When “Verify MSC” is selected, Tau may report three types of results: verification of MSC, violation of MSC, and deadlock. Unless Tau is set to perform 100% state space coverage, partial state space coverage is generally performed and reported in most cases. Verification of the model against an MSC in Tau is apparently achieved by using the MSC to guide the simulation of the SDL model. As a result, the state space of the verification has become manageable [16].

Although we could use MSCs as the test cases of our SDL model, MSCs have limitations in terms of expressing quantification of instances and their behaviors. For example, we could not find a way to write an MSC to verify this condition: For all user agents that receive an ‘OK’ response, they must reply to the sender of the response with an ‘ACK’ message. We note that such properties could also be checked during simulation using Observer Process Assertions [7], as discussed in Sect. 9. Also, Live Sequence Chart (LSC) [17], which has not been discussed much in this paper, appears to be a promising extension to MSCs in this context. However, Tau does not support LSC at the moment. Further research in the application of LSC would be a part of our future works.

9 Advantages of SDL & Tau and Possible Enhancements

In the course of modeling SIP services, we discovered not only the advantages but also some shortcomings of using SDL and CASE tools such as Telelogic Tau to model an IETF application protocol such as SIP. SDL is a good language to model SIP because SIP and its services can be easily expressed as interactions between extended communicating finite state machines. We can simulate a distributed SIP system a transition at a time using Tau. Other advantages of using Tau include 1) the ability to express test scenarios as MSCs and to verify these MSCs against the model, 2) the ability to verify the model does not violate system properties by writing these test properties (e.g. livelock) as Observer Process Assertions.

However, we find the lack of SDL packages that support a variety of abstract data types in Tau has been a problem in modeling SIP. Unlike bit-oriented protocols such as Ethernet and Token Ring, SIP is an ASCII-based, attribute-
rich signaling protocol with mandatory, optional and variable size parameters. If we were to model SIP messages as SDL signals, we could not easily insert, remove, search, and modify values from the optional and/or variable size header fields. Although it is not impossible to model variable header fields with fixed size arrays in Tau, it is a very inconvenient task. Many programming languages offer the language feature of pointer (C++ [18]) and/or reference (Java [19], C++) so that a programmer could build his/her customized data structures. Pointer is a dangerous programming feature that is normally not included in formal languages. The SDL language could be extended with additional built-in ADTs\textsuperscript{1}. We believe support for common abstract data types such as linked list and hash table should be made mandatory in SDL. This would be sufficient to enhance our modeling experience. A linked list can be used to describe a variable-length parameter list whereas a hash table can be used to store all the key-value pairs in an SDP body. These two abstract data types eliminate the need to re-index the content. Although SDL has the Vector type which is basically a subtype of Array, this Vector type does not have the properties of a Java Vector; it does not have insert, remove, and update operators.

Secondly, we believe the SDL language should be extended with string processing facilities. In programming languages such as Java and C++, the language definition comes with string processing libraries. For example, the int indexOf(String substring) operator of the String class in Java returns the index position of the first occurrence of the substring in that string object instance [19]. Similar operations can be added to the SDL language. Furthermore, regular expression operators may be added to the SDL language. These string processing operations would facilitate the checking and comparisons of SIP header values. Without these operations, it is difficult to develop a complete model of an IETF application protocol such as SIP.

Furthermore, we find that the Tau validation tool needs to offer more flexible verification features. For example, the ability to incorporate model checking of the SDL system using temporal logic formula would be a bonus. We may use temporal logic formula to verify more complex distributed system properties such as live-locks. In addition, we could not easily specify actors in our use case scenarios; we group all the actors together as the environment. We could create additional actor/user processes to simulate actors. However, if we were to show the interactions between actors in our use case scenarios, the message sequence charts would also display the exchange of internal SIP messages between user agent and proxy processes. We could probably develop an actor-layer to partition user signals from internal signals but it would not be a trivial task. Ideally, Tau could offer different environment instances for different channels to a system. This way, we would not need to develop our actor-layer in the model.

Last but not least, we find that the SDL editor lacks GUI context sensitive features, such as allowing a designer to select one of the existing state names

\textsuperscript{1} Editorial note: implementation of the SDL-2000 data features added since SDL-92 such as object date types may meet some of these needs. Alternatively users could donate useful data type definitions to an open source library.
when he/she creates a new state label, that are normally found in other CASE tools such as Microsoft Visual Studio [20]. Cutting and pasting objects between pages is also not always allowed; these some the minor improvements that can be made to the tools.

10 Conclusion and Future Work

In this paper, we have described our approach to the formal modeling of the IETF Session Initiation Protocol (SIP) and its services in SDL. We have discussed the advantages and shortcomings of using a formal language such as SDL to model an IETF application signaling protocol: SIP. Moreover, we have shown that modeling a complex IETF protocol such as SIP using CASE tools such as Telelogic Tau is feasible. Also, we have explained that the “Abstract User” interface that we developed has allowed us to develop a more user-centric and precise formal service specification for SIP. We believe SIP or any IETF application protocols should be specified from a user-centric perspective. Currently, some of the IETF RFCs and drafts for the application protocols are not written with use case analysis in mind. Many researchers have found IETF documents difficult to read. In addition, we have shown that our SDL framework allows us to reuse and to add SIP services to the core protocol quite easily. Furthermore, we have discussed the enhancements that may be made to the SDL language and Tau tools to improve the modeling experience of IETF protocols.

As part of our future work, we would like to modify our model to support the new SIP standard which is specified under [21]. We intended to start the model with the latest standard but unfortunately the new RFC came to our attention only in the later stage of our project. We have some ideas on how to extend our model to support the new standard but it is beyond the scope of this paper. In addition, we would like to use the Target Expert tool included in Tau to generate target executables in the future.
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Abstract. This paper presents the application of program transformation to the development of marshaling code. Marshaling code amounts to about half of the signaling software in a subscriber radio, and as such constitutes about 20% of the total software in the radio. Development of marshaling code is considered to be a difficult, error prone, and laborious task. We have successfully developed significant portions of Motorola TETRA (Trans-European Trunked Radio) infrastructure and subscriber software through automated code generation techniques using the process outlined in this paper. This process, and the tools described in this paper, have subsequently been applied to the development of a number of communication applications and delivered tremendous cycle time and quality improvements.

1 Introduction

Any system in which components communicate over links is faced with the problem of bandwidth. There is a natural limit to how much data can be transmitted over various media. Much effort in developing communication systems is devoted to packing as much information as possible into the data passed over the communication links. The bandwidth limitations are particularly stringent for wireless communications.

The format of the data communicated between system components must be known so that both ends can correctly extract the communicated information. These formats used to be mostly proprietary, but are today largely governed by standards bodies. The communicated information is usually referred to as protocol data units (PDU). Standards and air interface definitions prescribe precisely how each bit in a PDU is to be interpreted by the sending and receiving components.

While the communicated information passes over the link in a tightly packed and publicly documented format, within the system components the information cannot be represented in that manner since:

- The byte order and alignment of the PDU may not agree with that of the computer equipment chosen to implement a component. For example, the TETRA standard assumes a ‘big endian’ format and does not byte align the fields in a PDU.
The information contained in a PDU is hidden within several layers of the protocol stack and arranged to minimize space consumption. This is usually contrary to the needs of the applications utilizing that information, which have their own view of how that information should be represented. Therefore, communication systems are riddled with code that converts data from the PDU format to an application-specific format. This process is commonly called “protocol header marshaling” or “PDU packing/unpacking.” Marshaling code converts data encoded in the PDU format into some other format and vice versa. This may involve swapping bytes to change byte order, moving bytes to correct alignment, and changing representation from sequences of bits to more complex objects such as Integers, Booleans, enumerated values, or the like.

The correctness, performance, and portability of the marshaling code are critical. Marshaling has been characterized as the last remaining bottleneck for network software, with respect to both performance and development effort [1]. Marshaling code may constitute a significant amount of the total software in a component. For example, about half of the signaling related software (approximately 20% of the total software) in a Motorola TETRA subscriber radio is involved with header marshaling.

While stub compilers exist for some protocols to automatically generate header marshaling code (such as XDR [2] for Sun RPC), this code is typically written in large manual efforts. Unfortunately, due to the low-level nature of the task, marshaling code is very difficult to write and is highly error-prone. The goal of portability is also very difficult to achieve due to the radically different constraints that the communicating components are subject to. For example, a subscriber radio is severely limited in available memory but handles only one call at a time. A base station has ample memory available, but must handle many calls concurrently (up to 50 calls for a TETRA system, over 1000 calls for larger systems). Completely different code has to be written for both platforms, although the tasks of marshaling the protocol headers are identical.

Using the Mousetrap program transformation environment [3], we have developed domain-specific code generators to automatically generate marshaling code stubs directly from PDU definitions. The generated code is sensitive to the demands of the target platform and can therefore be used on both subscriber and infrastructure equipment. These code generators have successfully been utilized to develop marshaling code for the TETRA air interface. The developed code is shipping in a TETRA subscriber radio and a TETRA base station developed by Motorola.

2 Representing Protocol Data Units

The TETRA standard defines interoperability between components of advanced European trunked radio systems. [4] defines the format of the PDUs and the encoding and decoding rules that have to be obeyed to communicate with TETRA equipment.
Elements | Type | Length | Remark
--- | --- | --- | ---
PDU type | 1 | 5 | |
Call ID | 1 | 14 | |
TX grant | 1 | 2 | |
TX req permission | 1 | 1 | |
Encryption control | 1 | 1 | |
Speech service | 1 | 1 | |
Notification ind | 2 | 6 | |
TX party type ID | 2 | 2 | |
TX party address SSI | 2 | 24 | C<sup>a</sup>
TX party extension | 2 | 24 | C<sup>b</sup>
Proprietary | 3 | | R

a. Present if TX party type ID is SSI or TSI
b. Present if TX party type ID is TSI

Note: information element names have been adjusted to match the subsequent figures.

Fig. 1. D-TX Granted PDU

As an example, Fig. 1 shows the definition of the *D-TX Granted* PDU from Table 74 of [4] which informs the mobile subscribers concerned with a call that permission to transmit has been granted to a particular subscriber. Each row in this table specifies an element in the PDU, the type of this element, and its length in bits. Any additional semantic information about this element is stated in the comment column. An element (or field) in a PDU is either a basic value (a sequence of bits that is given some meaning) or an embedded PDU. Three different types of fields may be contained in a TETRA PDU.

- Type 1 fields are mandatory and are thus always present. After all type 1 fields, a TETRA PDU will contain a bit, referred to as the O-bit, indicating whether any more bits will follow.
- Type 2 fields are optional. The presence of each such field is indicated by a flag bit, referred to as the P-bit. While the type 2 field itself may be missing, its correlated P-bit will always be present (provided that the O-bit indicates that there are any following bits). Type 2 fields may be omitted but their order cannot be changed. As a slight complication, the interpretation of PDU fields may also depend on the value of previous fields (see the *TX party address SSI* and *TX party extension* fields in the *D-TX Granted PDU*); such conditional fields are indicated by a “C” in the “Remark” column. The field on which conditional fields are dependent and the conditional fields themselves are treated as a unit. As a consequence, the dependent fields are not preceded by a P-bit. For both type 1 and type 2 fields, the length of the field is self-defined. That is, its length either is known statically, or can be deduced from its components.
- Type 3 fields may be of arbitrary length and must always be decoded dynamically. Another flag bit, referred to as the M-bit, indicates whether a type 3
Example 1: 59 0F C8 00
Example 2: 59 0F C8 C7 00

Fig. 2. Two Instances of a D-TX Granted PDU

```
d-tx-granted ::= SEQUENCE {
pdu-type pdu-indicator ( SIZE(5) ),
call-id INTEGER ( SIZE(14) ),
tx-grant INTEGER ( SIZE(2) ),
tx-req-permission INTEGER ( SIZE(1) ),
encryption-control INTEGER ( SIZE(1) ),
speech-service INTEGER ( SIZE(1) ),
notification-ind INTEGER ( SIZE(6) ) TYPE2,
tx-party-type-id INTEGER ( SIZE(2) ) TYPE2,
CASE tx-party-type-id {
  [ssi] tx-party-address-ssi INTEGER ( SIZE(24) )
  [tsi] SEQUENCE {
    tx-party-address-ssi INTEGER ( SIZE(24) ),
    tx-party-extension INTEGER ( SIZE(24) )
  }
} TYPE2,
prop Proprietary TYPE3
}
```

Fig. 3. D-TX Granted PDU in the ASN.1-like Syntax

Field will follow. Each type 3 field is encoded as a type/length/value tuple. The element stored in the type 3 field is identified by a four-bit element indicator and its length in bits is given in an eleven bit binary encoded integer. Moreover, type 3 fields may be repeated arbitrarily many times.

In Fig. 2 we show two examples of instances of a D-TX Granted PDU. The first sequence of bits (shown as hexadecimal numbers) represents a PDU with no type 2 or type 3 fields, the Call Id is “2174”, and the TX grant information element is set to true. The second example adds an optional Notification ind information element with a value of “7” to this PDU.

We defined a domain-specific notation to express a TETRA PDU. We relied on a syntax close to ASN.1 [5], a notation familiar to protocol designers. As shown in Fig. 3, this notation allows a nearly literal transliteration of the definition as stated in the standards document. However, information that the standard kept in comments (such as the description of conditional fields) is made explicit.

We have further developed a domain-independent notation to express a PDU. While a PDU definition using the notation of Fig. 3 is specific to the TETRA standard and will not apply to other air interfaces, the domain-independent notation can express any PDU that conforms to very basic and fairly standard guidelines: Every field must have a unique name, the PDU is held in a contiguous
typedef D_TX_Granted
varbits {
    Nat8 PDU_type :5;
    Nat16 Call_ID :14;
    Nat8 TX_grant :2;
    Nat8 TX_req_permission :1;
    Nat8 Encryption_control :1;
    Nat8 Speech_service :1;
    bool Obit;
    if (Obit) {
        bool Notification_ind_Pbit;
        if (Notification_ind_Pbit)
            Notification_ind Nat8 6;
        bool TX_party_type_ID_Pbit;
        if (TX_party_type_ID_Pbit) {
            Nat8 TX_party_type_ID :2;
            if (TX_party_type_ID == SSI)
                Nat32 TX_party_address_SSI :24;
            if (TX_party_type_ID == TSI) {
                Nat32 TX_party_address_SSI :24;
                Nat32 TX_party_extension :24;
            }
        }
    }
    bool type_3_Mbit;
    while (type_3_Mbit) {
        Proprietary_type_3 prop;
        bool type_3_Mbit = true;
    }
    bool type_3_Mbit = false;
}

typedef Proprietary_type_3
varbits {
    Nat8 Element_indicator :4;
    Nat16 length :11;
    prop Proprietary : length;
}

Fig. 4. D-TX Granted PDU in the Domain-independent Notation

area of memory, and dynamically encoded fields must be packed and unpacked in the order stated in the definition.

Figure 4 shows the same PDU in the domain-independent notation. We shall not discuss the details of this notation since it is beyond the scope of this paper. Note, however, how the peculiarities of the TETRA encoding rules have been made explicit in Fig. 4. There is explicit reference to P-bits and O-bits, and the fields following these flags are conditional upon their value. Values for the M-bit are stored with the type 3 field. The type/length/value encoding of the type 3 field is made explicit in the new type introduced to correspond to the type 3 field. Finally, Integer subrange or Boolean types have been assigned to the fields since the domain-independent notation correlates the sequences of bits in the PDU to types of the unpacked representation.
The domain-independent notation provides support for the techniques customary in protocol design:

- Constrain the length of data;
- Choose data fields depending on previously encountered data;
- Determine optional components;
- Add padding bits and control alignment of data components;
- Self-delimiting encoding.

3 Automated Generation of Marshaling Code

The development of TETRA marshaling code begins by expressing a PDU in the domain-specific notation. As specifications captured in this notation closely resemble the definition in the standards document, their verification is straightforward.

A TETRA-specific stub compiler that has been developed by us then translates these PDU specifications into the domain-independent notation as shown in Fig. 4. It also generates specifications for the routines that perform the packing and unpacking of a protocol data unit. This stub compiler embodies knowledge about the encoding rules of the TETRA protocol.

Finally, a second code generator compiles the packing and unpacking specifications into efficient C code optimized towards the constraints of the target platform. As an example, the automatically generated code stub that creates a D-TX Granted PDU is shown in Fig. 5. This stub is passed a pointer and an offset to a region of memory into which the PDU shall be packed. Macros allow access to the data that must be packed. This second code generator is completely independent of the details of TETRA and encapsulates knowledge about the translation of domain-independent specifications into highly efficient real-time code.

While a detailed discussion of the generated C code is beyond the scope of this paper, it can be seen that the resultant code is highly optimized and not a simple translation of the TETRA encoding rules. Where possible, several fields are written together into the memory representing the PDU. Much less shifting of bytes is thus required. The operations writing into the PDU are sensitive to the target machine word size (in this case the 16 bit words of the subscriber hardware). Because data may be corrupted, all writes into the PDU are protected by masking off unaffected bits.

Typically, SDL is used to define the call control applications on both subscriber radios and on the infrastructure. To support those situations, we generate a set of SDL type definitions corresponding to the PDU data structures. The generated SDL data types for the above example are shown in Fig. 6. These SDL data types are mapped onto the C types generated by the second code generator by the SDL code generator.

The development of marshaling code through program transformation described in this paper is applicable to any project in which system components
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sint16 pack_D_TX_Granted (bsqrep_base_t * base216, bsqrep_offset_t offset217) {
    sint16 var168, var170; sint8 flag211, var196;
    __bitseq_addseq_int8 (base216, offset217, ACCESS_D_TX_Granted_Pdu_Type & 0x1f, 5);
    __bitseq_addseq_int16 (base216, offset217 + 5, ACCESS_D_TX_Granted_Call_ID & 0x3fff, 14);
    __bitseq_addseq_int8 (base216, offset217 + 19, (ACCESS_D_TX_Granted_TX_grant & 0x3) << 3
    | (ACCESS_D_TX_Granted_TX_req_permission & 0x1) << 2 |
    (ACCESS_D_TX_Granted_Encryption_control & 0x1) << 1 |
    ACCESS_D_TX_Granted_Speech_service & 0x1, 5);
    if (ACCESS_D_TX_Granted_Notification_ind_Pbit)  {
        __bitseq_addseq_int8 (base216, offset217 + 24,
            (uint8) (ACCESS_D_TX_Granted_Notification_ind & 0x3f |
            0xc0), 8);
        flag211 = 1; var170 = 32;  }
    else { var170 = 24; flag211 = 0; }
    if (ACCESS_D_TX_Granted_TX_party_type_ID_Pbit)  {
        var196 = ACCESS_D_TX_Granted_TX_party_type_ID & 0x3;
        if ((uint8) flag211 < 2) { static uint8 t125[2] = {5, 1}; static uint8 t126[2] = {3, 1};
            uint8 t127 = t126[flag211];
            __bitseq_addseq_int8 (base216, offset217 + var170, t125[flag211], t127);
            var170 += t127; }
        __bitseq_addseq_int8 (base216, offset217 + var170, var196, 2);
        flag211 = 2; var170 += 2;
        switch (var196) {
            case 1: 
                union union32 val219;
                val219.rep3 = ACCESS_D_TX_Granted_TX_party_address_SSI & 0xffffff;
                __bitseq_addseq_int8 (base216, offset217 + var170, val219.rep1[1], 8);
                __bitseq_addseq_int16 (base216, offset217 + var170 + 24 - 16, val219.rep2[1], 16); }
            break;
            case 2: 
                union union32 val218;
                val218.rep3 = ACCESS_D_TX_Granted_TX_party_address_SSI & 0xffffff;
                __bitseq_addseq_int8 (base216, offset217 + var170, val218.rep1[1], 8);
                __bitseq_addseq_int16 (base216, offset217 + var170 + 24 - 16, val218.rep2[1], 16); }
            pack_TX_party_extension (base216, offset217 + (sint16) (24 + var170));
            flag211 = 4; var170 += 48;  }
        }
    }

    pack_INIT_D_TX_Granted_Proprietary_type_3();
    while (NEXT_D_TX_Granted_Proprietary_type_3 != 0) {
        if ((uint8) flag211 < 6) { static uint8 t125[6] = {9,1,1,1,1,1}; static uint8 t126[6] = {4,2,1,1,1,1};
            uint8 t127 = t126[flag211];
            __bitseq_addseq_int8 (base216, offset217 + var170, t125[flag211], t127);
            var170 += t127; }
        var168 = pack_Proprietary_type_3(base216, offset217 + var170);
        var170 += var168; flag211 = 5;  }
    }
    if ((uint8) flag211 < 6) { static uint8 t125[6] = {1,2,1,1,1,1};
        uint8 t127 = t125[flag211];
        __bitseq_addseq_int8 (base216, offset217 + var170, 0, t127);
        return t127 + var170;  }
}

Fig. 5. Pack Routine Generated for D-TX Granted PDU
communicate amongst each other via well-defined primitives. Significant cycle
time, quality, and performance improvements can be expected when code is de-
veloped in this manner.

In detail, we suggest the following development process when producing mar-
shaling code:

– Define a domain-specific notation to express protocol data units;
– Develop a translator from the domain-specific notation to the specification
  language for a code generator encapsulating the protocol encoding rules;
– Capture the protocol data units in the domain-specific notation;
– Using the translator and code generator, automatically produce marshaling
  stubs in the target language;
– Use the generated stubs when developing the application.

The final steps in this process are straightforward. However, the first two steps
require significantly different skills than are usually available in a development
organization. In this particular effort, the domain-specific notation and the stub
compiler were produced by a team devoted to providing code generation support
to our developers.

Fortunately, these two steps are required only once per major project. For
eexample, once we captured the TETRA air interface in a specification language
and a stub compiler, these tools could be used for any application that uses the
TETRA protocol. The stub compilers can be used for any target platform, and it
is not required that the rest of the development project relies on code generation
or a particular methodology. For example, the TETRA subscriber teams develop
their applications directly in C. The stub compiler produces C code that is
integrated with the handwritten code. On the other hand, the base station team
leveraged code generation from SDL design models to develop the application,
and the stub compilers produced not only the C code for the marshaling routines
but also the SDL data types corresponding to each PDU.

4 Practical Experience

We shall describe our experiences in applying the above process to the develop-
ment of the marshaling code for the TETRA subscriber radio.

Once the TETRA air interface standard was thought to be understood, the
domain-specific notation was defined. Studying the standards document and
language definition required approximately one week.

We then produced the stub compiler, which translates PDU definitions into
the domain-independent notation and generates packing and unpacking routine
specifications. Although this effort was hampered by the fact that the involved
teams were separated by an eight-hour time difference, the stub compiler was
completed in less than a week.

The PDUs for TETRA Mobility Management (MM) and the Circuit Mode
Control Entities (CMCE) were then specified. There were a total of 36 PDU
objects in MM, and 43 PDU objects in CMCE. (Not all these data objects are
referred to as PDU by the standard. However, the same notation and marshaling considerations apply to all of them, and we shall not make a finer distinction.) Translation of the standards document into the domain-specific PDU notation and reviewing the resultant specifications required approximately three days.

Finally, it took one day to generate target code for the pack and unpack routines from the PDU definitions.

In our initial attempt, we did not arrive at the understanding of the TETRA protocol as described above. In particular, due to vagueness in the standards document [4] our initial software interpreted the encoding rules differently:

- Dependent type 2 fields were coded with a preceding P-bit;
- Embedded PDU structures which did only contain type 1 fields were coded without a final O-bit.

**Fig. 6.** SDL data type generated for the D-TX Granted PDU
When the ETSI conformance tests were disclosed for public inquiry it became clear that the understanding of the standards body was different from our interpretations. While these changes affected many of the generated marshaling routines, the corrections nevertheless were accomplished in less than a day (from the time the change was initiated to the delivery of corrected software). Both changes could be handled by a simple change in the manner the encoding rules were represented in the translator and regenerating the target code. No change to the PDU specifications was required. Had we written the packing and unpacking software manually, we would have to find the places where these bits were written or read from the PDU data structures and change the rather intricate code. (To judge the difficulty of this undertaking, the reader may want to examine the pack routine in Fig. 6 and attempt to find the locations in the code which had to be changed.)

It was then discovered that the lower protocol layers on the subscriber hardware were not able to transfer “long” PDUs, because the fragmentation operation would not be supported for this release. There were four uplink PDUs which would be longer than the limit of 56 bits even without type 3 fields. To deal with this problem, the affected PDUs were slightly changed to allow all necessary information to be transmitted while staying within the restrictions imposed by the lower protocol layer.

These changes were minor modifications of the specifications of each affected PDU. No other modifications were required, and the corrected software could be delivered by simply regenerating the marshaling code for the affected functions.

A total of 153 packing and unpacking routines for MM and CMCE were developed. These routines have a total complexity of 878 using McCabe’s cyclomatic complexity metric [6]. Using published estimation techniques, we expect that around 85 staff weeks would be necessary to develop the marshaling routines by hand. It took us a total of 11 staff weeks to develop the marshaling routines following the process outlined in this paper. This time includes developing the translators, interfacing the resultant packing and unpacking routines to the rest of the MM and CMCE software, modifying the specifications and the translators in response to the requirement changes, preparing test suites, and executing the test suites. Therefore, we estimate that this process resulted in an 8X cycle time reduction.

The approach to the development of marshaling code advocated in this paper is similar to the “little languages” discussed in [7]. A small language expressive over the distinguishing characteristics of a particular problem domain is used to capture the specifications. A translator (or a set of translators) transforms the domain-specific notation into product code. [7] lists the following advantages of domain-specific languages:

- Domain experts themselves can understand, validate, and modify the software;
- Modifications are easier to make and their impact is easier understood;
- Domain-specific knowledge is not hidden in code written in a conventional programming language;
The explicitly available knowledge can be re-used across different applications and is independent of the implementation platform.

In this project, we have experienced all these benefits. The protocol experts have developed the PDU specifications quickly and validated them directly against the standards document. When a new interpretation of the standard surfaced, these changes were easily integrated into the existing specification. The encoding rules of the TETRA protocol are not hidden in a C program, and the specifications of the TETRA PDUs are not hidden in C type declarations. The PDU specifications have been reused to generate code for both the subscriber and infrastructure platforms. Similar empirical evidence suggesting that the use of domain-specific languages increases flexibility, productivity, reliability, and usability is presented in [8].

We expect to gain further benefit from this approach when new releases of TETRA products and changes in the standard require modifications of the marshaling routines. Significantly impacted by this approach are the source maintainability attributes (understandability, modularity, encapsulation, cohesiveness, portability, etc.) which are considered as the predominant maintenance factors [9]. In addition, our specifications are much smaller than their C counterpart would be, and their descriptive nature and closeness to the standards document reduces the need for extensive commenting.

Since the release of the TETRA product described in this paper, many projects have adopted the process outlined above. We have developed notations and translators customized towards the key protocols supported by Motorola products, such as GSM, CDMA, UMTS, or iDEN, as well as for a number of protocols internal to the network. Marshaling routines for these protocols are now customarily developed using the development process outlined in this paper.

5 Other Approaches

The prevalent approach to developing protocol header marshaling code in the industry is manual coding.

USC [10] is a flexible stub compiler that can generate stubs to marshal headers, devices, and IPC arguments. USC generates C stubs. It requires that users annotate the C types used in their application with the precise layout within the USC type system. Impressive performance results for stubs generated by USC for standard networking protocols have been reported [10]. Unfortunately, USC does not provide support for dynamic encodings. In a dynamic encoding the value of a field can affect subsequent data layout. The TETRA protocol relies extensively on dynamic encoding for type 2, type 3, and conditional fields. Therefore, USC cannot be used to generate stubs for the TETRA protocol. Many of the air interfaces in telecommunication products rely on dynamic encodings.

The only data representation format we are aware of that supports dynamic encodings is ASN.1. Public domain [11, 12] and commercially supported compilers exist for ANS.1 into C or C++, as well as other languages. Unfortunately, the
standard encoding of ASN.1 representations (BER or PER encodings) is completely different from the encoding rules prescribed by the TETRA standard. None of the air interfaces examined by us utilize BER encoding and only UMTS relies on PER encoding for most, but not all, its PDUs. Often, the standard encoding rules are perceived to not be efficient or flexible enough to support the high-performance needs of modern communication protocols. In addition, the conditional fields possible in a TETRA PDU cannot be expressed in ASN.1 and thus could not be handled conveniently in an ASN.1 compiler.

The ASN.1 community has since recognized the need for supporting encoding rules other than the standard BER and PER encodings. Recently the ASN.1 Encoding Control Notation (ECN) has been standardized [13]. ECN allows users to define their own encoding rules or modify existing encoding rules. ECN allows the specifier to separate the “pure” data definitions of ASN.1 from an “encoding object” which defines the encoding of a corresponding ASN.1 type. When an encoding object is applied to an ASN.1 type, it inserts the auxiliary fields that are specific to the defined encoding. At least one commercial implementation of the ECN is already available. However, ECN is quite complex and requires intricate understanding of minute details of the ASN.1 standard.

6 Conclusion

We have described a process and supporting tools that allowed us to produce complex software of high quality in a rapid fashion. Software developed by automated generation from high-level specifications as described in this paper has been shipping in Motorola products for a number of years.
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Abstract. The SDL Forum Society holds workshops on the languages SDL (Specification and Description Language) and MSC (Message Sequence Charts). At the 2002 workshop (SAM2002), held at Aberystwyth, Wales, an SDL design contest was held to promote discussion about the use of SDL. The contest challenge was to use SDL and MSC to specify a railway crossing system. Our team from the University of Ottawa, consisting of Qing Li, Alan Williams, Robert Probert and Tae-Hyong Kim won the contest. In this paper, we outline our design approach including requirements analysis, high-level design, iterative design construction, design verification, design validation against high-yield scenarios, and design maintenance based on new and changed requirements which arrived close to the end of the design cycle. We also describe the rationale for some of the decisions we had to make during the process. Based on our experience, we provide some comments on the strengths and weaknesses of the methods and tools that we used.

1 Introduction

A workshop on the languages SDL (Specification and Description Language) and MSC (Message Sequence Charts) – called the SAM (SDL And MSC) workshop – is held by the SDL Forum Society once every two years. The Society organized an SDL design contest to promote discussion about the use of SDL at the 2002 workshop (SAM2002) held at Aberystwyth, Wales. The contestants were asked to produce an executable specification for an informal description of a railway crossing system. This paper is based on the work done producing the winning entry.

1.1 Background

Traditionally, specifications are written in natural language, which normally contains ambiguities. This causes confusion for end users and customers, and can result in inappropriate design decisions. These specifications themselves may
also contain errors or defects, but no direct, automatic verification or validation can be made at this early stage of gathering Functional Requirements. The Specification and Description Language (SDL) [1] and Message Sequence Charts (MSC) [2], as formal specification languages, provide precise mechanisms to write unambiguous specifications. This makes it possible to verify and validate specifications automatically. Minimizing errors and ambiguities at this early stage can save considerable unnecessary rework at later stages.

1.2 The Languages and the Supporting Tools

The first version of the SDL standard was published in 1976, followed by improved versions in 1980, 1984, 1988, 1992, and 1996. SDL-2000 is the newest version, which introduces some major revision of previous versions to apply object-oriented concepts.

Following the releases of each SDL version, supporting tools were developed and distributed by tool vendors. At the time this contest was undertaken, the tool we used, Telelogic Tau 4.3, only supported most of the features of SDL-96. Due to tool limitation, we cannot exercise the new features in SDL-2000. When we discuss SDL features throughout this paper, mostly we mean the features supported by Tau 4.3.

1.3 Contest Description

The contest specified the use of SDL-2000 and MSC-2000\footnote{Editorial note: At the time the contest rules were set (October 2001) it was expected SDL-2000 would be substantially supported by at least one tool by SAM-2002.} to design a railway crossing system, based on ten requirements expressed in natural language [3]. This section provides a summary of the contest procedure, example items in the initial list of requirements, plus some changes and additions that were added by the contest organizer and distributed approximately one month before the contest deadline.

1.4 Contest Organization and Objectives

The contest was designed by a subgroup of the Program Committee in consultation with experts. To simulate a realistic experience, initial, purposely incomplete, and informal natural language requirements were posted as a request for proposals in February. Competitors had about 6 weeks to develop an initial design and documentation. Then, additional requirements were posted. Finally, a set of compulsory test scenarios were posted. The time pressure was significant, which is an important factor of verifying how a SDL system that can be evolved is designed.
The objectives of the contest were:

– To submit an SDL/MSC specification for a Railway Crossing System;
– To use the key features of the latest version of the languages, SDL-2000 and MSC-2000;
– To validate the design using available tools;
– To document the design using graphical notation;
– To present the design to the SDL forum committee for assessment.

2 The Requirements

The task is to specify a railway crossing controller with the following characteristics (see [3] for more details):

1. There are a number of tracks for the trains. The specification should be generic in the number of tracks.
2. There is a controller, taking into account the number of cars waiting and the trains approaching.
3. There is a gate for cars, which must be controlled. The pattern of cars approaching is simply given by a constant delay between the cars.
4. Each track has two sensors: one sensor when a train is approaching and one sensor when the train is leaving the gate. Another sensor indicates when there is more than one car waiting.
5. There is a signal on each track informing the trains if they are allowed to pass or if they have to stop.
6. The controller can act either by closing the gate or by stopping a train (setting a closing signal). Each of these actions has to be finished before the train reaches the gate.
7. Trains: the solution should be generic in the number of trains. A train will start the braking phase as soon it sees a stopping signal and restart when the stopping signal goes off. All trains on the same track are supposed to run in the same direction and with a minimal delay between them depending on their speed. (A train must be able to stop even if the preceding one stops immediately). There are regular trains, which have a small (maximal) speed and fast trains, which can run faster. Regular and fast trains never run on the same track.
8. The active elements of the system are the trains, the sensors, the controller and the gate. The cars are not considered to be in the system.
9. The solution should allow several strategies of the gate controller to be checked.
10. At least the following strategies should be possible: trains take precedence – at least those with high speed; cars take precedence if there are too many waiting cars. Furthermore, each specification should provide a strategy.

Later on, the following additions were specified, and part of the contest was to explain what modifications were needed to incorporate the changes:
1. It is not allowed to set the stopping signal for a track when a train is between the two sensors.
2. It should be possible to manually control the crossing. In this case, unsafe actions should be rejected.
3. A sensor does not produce one signal, but a sequence of signals (one for each of the wheels). The end of the sequence is given by a delay of a certain size after the last signal.

Figure 1 is a simplified illustration of the railway crossing area described in the requirements:

3 Requirements Analysis and Design Decisions

3.1 Guiding Principles

A railway crossing is a safety-critical real-time system. First, we decided upon guiding design principles, namely: safety, simplicity, and flexibility/extensibility.

- **Safety** – Because this is a safety-critical real-time system, safety is the basic and most important aspect in the design.
- **Simplicity** – Simplify the design by bringing it to a certain abstract level and save details for later design stages. This way we can specify the requirements more clearly and increase testability.
- **Flexibility/Extensibility** – To be cost effective, the system should allow for different numbers of tracks and traffic situations, such as big city, small town and countryside.
3.2 Multiple Strategies

As specified in requirements 9 and 10, several strategies are needed. To make the system flexible and safe, we provide four strategies to handle a variety of situations. The users should be able to switch among the strategies dynamically when the system is running. The four strategies are:

- Strategy 1: Manual override;
- Strategy 2: Trains take precedence;
- Strategy 4: Many cars take precedence.

Strategy 1: Manual Override.
Here, the system is controlled manually. This provides a means of guaranteeing the system continues to run, even if a part of the system does not function properly. For example, suppose the gate is closed, but it cannot send a “Closed” signal properly. In this case, the “Green” track signal will not be sent automatically by the controller. Therefore, it should be able to be sent manually, to allow the trains to proceed.

To assure safety, any unsafe manual actions should be rejected. As an example, when an “Open” signal is sent to open the gate, the system should first check if there are any trains still in the crossing area. If there are none, it should first set track signal to “Red” on all tracks, and then send an “Open” signal to open the gate. If there are one or more trains, it will wait until all the trains have passed the crossing area or have stopped, and then open the gate.

Strategy 1 provides complete flexibility to handle any traffic situations. It allows the system not to be constrained by pre-set control options.

Strategy 2: Trains Take Precedence.
Here, trains take precedence, including fast trains and slow trains. The gate is normally closed. It only opens when more than one car is waiting and no train is in the crossing area. It closes again after all cars have passed, or when a train is approaching, even if there are still many cars waiting.

This strategy is useful in areas far from cities, where there are normally not many cars at the crossing (long delay between cars). It allows trains to pass faster, and the gate does not need to open and close very often.

Here, fast trains take precedence, then many cars, and then slow trains. The gate is normally open for cars. When a fast train approaches, close the gate, no matter how many cars are waiting. When a slow train approaches, and there are more than one car waiting, stop the train. Close the gate after all cars have passed. After all trains have passed the crossing area, even if no cars are waiting, open the gate.
This strategy is the major portion of the RCS system. It is used in most real railway crossing systems, and is applicable to a variety of locations and traffic densities.

**Strategy 4: Many Cars Take Precedence.**
In this strategy, “many cars” take precedence. The gate is normally opened for cars. When a train approaches, the system first checks if there are cars waiting. If so, stop the train until all cars pass the crossing area, then close the gate. As soon as all moving trains pass the crossing area, the system will check whether there are cars waiting. If so, it sets the track signal to “Red” on all tracks, and then opens the gate, even if many trains stopped and are waiting or a train is approaching.
This strategy is useful in big cities or during rush hour in areas where there is heavy car traffic.

4 System Architecture

By nature, SDL and MSC require a global, early view of the system architecture. In particular, for SDL, major signals need to be defined globally. For MSCs, processes and signal names must be identified at the beginning of design.

4.1 General Structure

The elements of the crossing area are: cars, car sensors, the gate, trains, train approaching sensors, train departing sensors, train signal lights, and the central controller.

A car sensor is used to detect if more than one car is waiting. The gates are used to control car traffic by opening or closing the gate arms.

On each track, a sensor is used to detect if there is a train approaching the crossing area, and a second sensor detects when the train has left the crossing area. A train signal is used to control train traffic with signals to stop (red) or proceed (green).

There are multiple tracks. The central controller is the central component of the system. It controls traffic of the crossing area by communicating to the other components.

As specified in requirement point 8, the cars are not considered to be in the system.

All communications between components are through exchanging of signals. As a result, the system structure is modeled in SDL as shown in Fig. 2.

4.2 How to Make the Number of Tracks Generic?

As specified in requirement point 1, the number of tracks should be generic.

Unless the crossing is re-constructed, the number of tracks in a specific railway crossing does not change, therefore, we can define a block type Tracks. Each
track is an instance of the block type. The number of instances can be given at
system initiation, which allows a different number of tracks at different crossing.

On each track, there is a train approaching sensor, a train departing sen-
sor, and a train signal (lights). To associate these three independent devices,
we added a multiplexor process TrackControl, which acts as an intermediary
between the central controller and the three process. The Block type Tracks
diagram is shown in Fig. 3.

4.3 How to Model the Trains?

Some of the requirements implied that we would need to model the mechanics
of the system. Two aspects of this are the length of the train, and what distance
the train would need to brake to a halt. It seemed the only way to achieve this
is to model the physical properties of the train: current position, speed, and
acceleration. We would also need to model the distances of the sensors from the
crossing, as well as the position of the train signal light. To meet the modified
additional requirements, we also need to track the number of axles on a train to
indicate how many times the train sensor is activated.

Taking this approach would result in a rather complex physical model of
the entire system. Furthermore, with only two sensors per track, the system
would not have enough information to do this reliably unless the trains were
continuously reporting changes in acceleration to the system.
Therefore, we decided not to model the trains as a process, but signals from the environment. The system would communicate with the trains through the available sensors and train signal lights.

4.4 Behavioral Design Aspects

- All system behaviors are categorized as normal behavior and exception handling behavior (abnormal). They are handled differently.
- The system is controlled either automatically or manually, but not both simultaneously.
The System Functional Diagram is shown in Fig. 4.

All system behaviors are specified as finite state machines. In SDL, they are process diagrams. See Fig. 5 as an example.

A State Diagram is used to give a big picture of complicated processes. Figure 6 is an example of the state diagram of the Controller process.

4.5 Implementing Strategies – A Problem in SDL

To implement multiple strategies, we encountered difficulties with a limitation of SDL.

It seemed to be a good idea to use the object-oriented features of SDL where we could have a superclass with the common behavior of various strategies, and different subclasses that implement the specifics of each strategy. However, we also wanted to be able to change strategies while the system was running, so that a strategy change would not require re-initializing (or worse, re-compiling) the system. This is where dynamic binding would be useful: the controller process could switch from being of one type to another, as long as each instance was a subclass of the generic controller. What this requires is that the controller process be declared to be of the type of the superclass, but instantiated as one of the subclasses. Unfortunately, SDL has only static binding, and one has to know the exact type of the process at compile time.

As a result, changes in strategy were implemented in the “traditional” way: using a ‘flag’ variable to indicate which strategy is currently in effect. On transitions where the choice of strategy results in differing behavior, an SDL decision construct was used to choose alternate control flow paths on a transition. With this model, strategies can be changed dynamically while the system is running, although it also results in more complex state diagrams.
Fig. 6. State Diagram of process “Controller”

5 Validation

As a safety critical system, a railway crossing needs to be thoroughly tested.

5.1 Test Scenario Design

To cover as many paths as possible, we designed over 100 test cases, but path coverage is still not 100 percent. We will discuss this in more detail in later sections.

Test cases are designed using State Transition Charts. As an example, Fig. 7 is a high-level system behavior inspired by HMSC [2], which shows how physical components react with each other by exchanging signals.

Figure 8 illustrates a detailed test case design of the same test case using a State Transition Chart. Only the states in the box are specific to this test case. The other states are a preamble to make this test case feasible. While the MSC in Fig. 7 shows high-level system behavior, the state chart in Fig. 8 can be executed using the Simulator.

5.2 Test Execution

We used a simulator tool, called “Simulator” [4]. By manual input of signals using Simulator, we generated a set of MSCs. If the generated MSC matches designed test case result, this test case passes;
Test case A

Situation:

There are no trains between the sensors, and the controller triggers the opening of the gate. Then, a train passes the first controller.

Expected behaviour:

The opening of the gate is aborted, and the controller triggers its closing.

![MSC Editor - HL Test Case A](image)

Fig. 7. Test Case Design – High Level System Behavior

otherwise, it fails. By ‘matches designed test case result’, we mean the end state of each entity in generated MSC is the same as in designed state transition chart.

Figure 9 is an example of a simulation trace MSC. The end state of Controller is “GateClosing”, which matches the result shown in Fig. 8.

We used a verification tool, called “Validator” [4].

Validator was used to debug the specification. Its error and warning reports help to locate dead lock, queue overflow and implicit symbol consuming. Its “Coverage Viewer” indicates uncovered symbols, which helps in test case design. It also helps to locate unreachable branches. This makes optimizing the design easier.

5.3 Test Results

Using Simulator: Because test cases are difficult to implement automatically in Simulator in Tau, to manually test every test case is very time consuming.
We only implemented approximately 60 test cases for high-risk scenarios. After iteratively modifying the design and simulation, all the test cases passed.

**Using Validator:** In the Validator, exception-handling actions cannot be triggered, therefore they cannot be validated. This means all the exception-handling paths, such as timeout, become unreachable and cannot be tested. As a result, symbol coverage is 60 percent. We will discuss this in more detail in later sections.

For non-exception handling scenarios, symbol coverage is 100 percent.

### 5.4 Validation Decisions and Their Rationale

As mentioned earlier, we designed over 100 test cases based on State Transition Charts such as the one shown in Fig. 8. The target was to cover as many paths as possible. Since 100 percent path coverage is almost impossible (discussed in more detail in a later section), we chose high risk critical race scenarios first. With the help of Validator’s “Coverage Viewer”, we created more test cases base on uncovered paths.

### 6 Adapting to Changes

Because one of the intentions of our design is its evolvability, all the modifications were handled very easily.

- Modification 11: It is not allowed to set the stopping signal for a track when a train is between the two sensors
This is a basic requirement for a safety critical system. It was specified explicitly to make sure all entries meet the basic safety requirements, in our understanding, because we already met this requirement without any modification.

- **Modification 12:** It should be possible to manually control the crossing. In this case, unsafe actions should be rejected. Intuitively, to make this modification in the simplest way, the strategies should be modeled as a class. This way, a manual control strategy can be created by simply instantiating another object from the class. However, the operation with Manual control has nothing similar to the other strategies. So we need to model a whole set of new scenarios. These are normally used for exception handling. Because exception scenarios cannot be triggered with the tool, we cannot simulate any exception scenarios and cannot verify the design. Therefore, we did not give a detailed design for exception handling. For the new Manual control, we added a new path parallel with all paths with strategies involved. See Fig. 10 as an example.

- **Modification 13:** A sensor does not produce one signal, but a sequence of signals (one for each of the wheels). The end of the sequence is given by a delay of a certain size after the last signal. This modification is handled easily. In the old requirements, a sensor produces one signal for the whole train, so when the InSensor detects a train, it sends a “Coming” signal to the TrackControl. To make the modification, we added a timer. Before time out, if the sensor receives a “Coming” signal (another wheel), it will reset the timer. After time out, which means the whole train has passed the sensor completely, if the sensor receives another
“Coming” signal, it means this is a new train, and it will send a “Coming” signal to the TrackControl. The modifications are shown in Fig. 11. The only added symbols are enclosed within circles.

7 Observations

SDL and MSCs were appropriate for representing real-time reactive systems, and integrated well with the test scenarios for validation purposes. However, MSCs generated from simulation are very complex and difficult to read.

With respect to the use of the TAU toolset, simulation and validation were of enormous benefit to us. However, we encountered some challenges.

For example, we had inadequate tool support for SDL/MSC-2000. Other concerns follow.

7.1 Exhaustive Validation Impossible

When the number of states increases, the number of paths increases exponentially. When it reaches a certain level, exhaustive validation becomes impossible.

However, for some safety critical systems, exhaustive validation is necessary. One solution is to simplify the design. At specification stage, it is possible to
simplify the design and bring it to a certain abstract level. This can largely eliminate the number of states needed, and also specify the requirements clearly. All unnecessary details can be saved for later design stages.

7.2 Lack of Exception-Handling

Exception-handling actions cannot be triggered in the tools, so they cannot be validated. As a result, all the exception-handling paths, such as timeout, become unreachable and cannot be tested. This can be a high risk in real safety critical applications.

7.3 Conclusions and Recommendations

In this paper, we have summarized how we utilized the best features of SDL and MSC in the context of a toolset Tau 4.3 from Telelogic to design a safety-first railway crossing controller as part of the SAM International Design Contest for 2002. Our entry was judged to be the best of several excellent submissions by experts in these two languages. Accordingly, we have tried here to explain the design decisions we made, and the benefits and disadvantages of these decisions, but more importantly, the support we received from SDL, MSC, and the toolset in the validation and analysis of these decisions.

7.4 Experience

We hope that our experience will assist others in their evaluation of the suitability of these languages and toolset for their design and development environment. Briefly, it was our experience that:
The time we spent on analysis of the initial requirements was invaluable. During this time, we recognized which actors were essential and which were secondary. Also, our initial diagram of the crossing, which was relatively primitive, was central to coming up with our initial versions of states and signals. For example, we “discovered” that traffic crossed the tracks in one direction only. This also helped us in deciding how not to model cars specifically (as in requirement 8) and yet capture the case of many cars waiting.

A good specification can be written easily by using just simple SDL features. We also found it useful to iterate between the simple SDL and a multi-state transition chart similar to those used by Bræk and Haugen. This approach was found to be more efficient than the use of MSCs.

As a graphical design language, simple SDL is easy to learn, especially with a good support toolset. Formal design tools do not need to be harder to understand than other languages. However, some of the features of SDL-2000 were not supported in our version of the toolset.

SDL-2000 has become a very powerful language. It can do almost everything that other design languages can do. However, using the advanced features required a significant amount of learning.

In practical applications, it is critical to find an appropriate mapping from requirements to design. We selected our mapping based on the simplicity, extensibility, and safety of the design. In the case of deciding not to model specific attributes of trains, for example, number of cars, we were able to simplify the requirements, resulting in a simpler, more robust design.

This design may be a good tutorial example for the implementation and validation of real life applications in SDL. To that end, the editors of SAM 2002 have put the requirements, our design, and critical validation scenarios (referred to as test cases by the organizers) on the SDL forum website at http://www.sdl-forum.org/SAM_contest/Li_Probert_Williams/.

We welcome comments and questions sent to any of the first three authors.

7.5 Recommendations

The following are some recommendations based on our experiences:

- Spend a significant amount of project time on the analysis and verification of requirements, especially in conjunction with the use of graphical methods and tools, preferably at a simple level. Get the basic requirements right first, then consider necessary complexities and refinements.

- Use tools and languages that fit the design team. We found for example that MSCs were too bulky to utilize for making design decisions, or even for analysis of requirements. However, the MSCs used by the contest organizers were necessary to allow objective comparisons between design solutions. Perhaps some MSC simplification tool is required.

- Try to encourage the timely availability and distribution of tools for the requirements and design languages of choice, in our case, SDL-2000.
– Encourage an egoless design environment. We listened and respected all suggestions, and selected the best on the basis of extensive analysis.
– Set design priorities early. In our case, safety was paramount. This helped us to design the Manual Strategy with safeguards against human error or sabotage, for example.
– Implement traceability from the start. Check and maintain coverage of requirements by design decisions. Relate scenarios to requirements and review the affected scenarios with respect to every new design decision in order to limit the “ripple effect” of any design omissions or errors.

We hope these recommendations will assist others in developing effective real-time designs, and we welcome comments and suggestions, especially those based on the use of the languages SDL and MSC, and supporting toolsets for real-time design.
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